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#### Abstract

To achieve logistic efficiency and customer convenience in last-mile delivery processes, a system with alternative delivery points in the form of locker box stations can be used. In such a system, customers can be served either at their home address within a certain time window, or at a locker box station where parcels can be picked up at any time. Customers can get a compensation payment when being served at a locker box. They can have a request of more than one parcel and the parcels can be of different sizes. At a locker box station, a limited number of slots of different sizes is available; we assume that parcels of one customer can be stored together in a slot. We consider the vehicle routing problem with heterogeneous locker boxes, where the total cost-consisting of routing and compensation costs-has to be minimized while taking into account the packing of parcels into locker boxes. We provide a mathematical formulation of the problem and propose a metaheuristic solution method. Instances and results from the literature for the problem with a single parcel and a single slot size are used to benchmark our metaheuristic solution method. For the problem with different sizes, we compare a unit-size model to a multi-size model, packing being considered in the latter. Finally, we analyze how different configurations of locker box stations work for different demand scenarios.
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## 1 Introduction

As a consequence of ongoing trends in e-commerce, direct-to-consumer deliveries have become a meaningful part of today's business. Customer convenience and logistic efficiency play an important role in developing competitive strategies. This brings new challenges for the related logistic process, in particular in the last mile of the delivery chain. When delivery companies have to deliver parcels to the customers, one of the problems they face is that of unsuccessful delivery attempts when the customer is not at home to receive the parcel(s) in person. This involves, above all, several unnecessarily driven kilometers for the deliverer. Moreover, it can also pose inconveniences for the customer, for instance, when the parcels are brought to an arbitrary shop, that can be accessed only during its opening hours, or to a neighbor who is not at home at the right time, or when they have just been dropped in front of the door having the inherent risk of being stolen. One option to overcome these problems is to provide the customers-in addition to home delivery-the possibility of picking up their parcels at what are known as locker box stations. Such locker box stations can be found frequently in practice, located, for example, at post offices, shopping malls, railway stations, residential areas, etc. They are accessible at any time, which means that customers can decide when it fits best for them to pick up the order. The slot where the customer's parcels are stored can only be opened with the electronic private code that the customer receives from the delivery company, which minimizes the risk of the parcels being stolen.

In the context of vehicle routing, the possibility of locker box delivery brings new aspects. In contrast to the classical vehicle routing problem, there can be more than one location associated with a customer's request. A customer can be served at the home address during the preferred time window to receive the parcels, which can be also referred to as attended home delivery. Even though this delivery location can be any specific location where the customer can be met in person, we call this option home delivery in the following. In addition, there is the possibility to serve a customer at a locker box station. At a locker box station, there are several slots of different sizes; if a customer receives more than one parcel, they can be packed together into a larger slot or into several separate smaller slots. We assume that the customer indicates in advance which locker box stations are acceptable for delivery, since some may be more favorable than others. For example, there may be stations closer to the home address or on the way home from work; alternatively, there may be stations that are totally out of the route and the customer may not be willing to travel all the way just to pick up the parcels.

When customers are served at a locker box station, they receive a compensation payment which is predefined and independent of the number of parcels or the chosen station. Paying a compensation value should provide an incentive to the customers for using locker box delivery, since it allows for a more efficient route planning on the side of the delivery company.

The compensation payment is taken into account in the objective function of the total cost which consists of routing costs, measured by traveled distance, and the total compensation costs. A delivery plan has to be constructed such that the total cost is minimized. The delivery plan includes the decision regarding which customers are
served at home (during their time window) and which are served at a locker box station, in which case it also has to be decided to which station a customer is assigned to and how the different sized parcels are packed into the different sized slots. In addition, the delivery plan includes the routing decision for the used delivery locations, that is, the used locker box stations and the used home addresses.

The contribution of this article is threefold. First, we introduce the vehicle routing problem with heterogeneous locker boxes (VRPHLB) as a relevant problem in the context of sustainable city logistics and provide a mathematical model in order to offer a specific description of the problem. Second, we propose a metaheuristic solution to solve realistically sized instances. Using the metaheuristic method to solve existing instances from the literature for the simpler problem with only one slot and parcel size, we can show that the metaheuristic method is competitive with respect to the solution quality and time. Third, we use the proposed metaheuristic method to solve the newly introduced VRPHLB in order to obtain valuable insights on the structure of the problem and derive managerial implications.

The remainder of the article is organized as follows: In Sect. 2, we provide an overview of the relevant existing literature. In Sect. 3, we define the VRPHLB formally and introduce a corresponding mathematical model. In Sect. 4, we describe the proposed metaheuristic method in detail. In Sect. 5, we conduct an experimental study.

## 2 Literature review

A general idea in modern city logistics is to provide the possibility of alternative or flexible delivery locations to respond to the lifestyle of today's customers. This is to some extent already well established in practice and has also become of interest in research in the last years. Savelsbergh and Van Woensel (2016) discuss the challenges and opportunities of city logistics for the present and future. They mention pickup-point systems (which is the category to which locker box stations belong) as one promising concept to efficiently design last-mile delivery systems. One of the early works in the field of alternative delivery locations is provided by Reyes et al. (2017). The authors introduce the vehicle routing problem with roaming delivery locations, where, for each customer, different delivery locations with non-overlapping time windows are given. This model was inspired by the idea that customers get their parcels delivered to the trunk of their car which is parked at different locations throughout the day. The authors show that roaming delivery provides significant cost advantages compared to a traditional home delivery system. A further study which deals with alternative delivery locations is provided by Zhou et al. (2018). They consider a problem where the parcel can be delivered to each customer directly or through a pickup point and formulate the resulting problem as a multi-depot two-echelon vehicle routing problem. However, they do not consider capacity restrictions at the pickup points. Orenstein et al. (2019) investigate a distribution system where customers are served at capacitated locker box stations. Home deliveries, and thus time windows for customers, are not considered in this problem. They consider different sizes for the locker boxes. However, at most one parcel can be assigned to a slot; thus, packing decisions do not have to be taken. In the work of Sitek and Wikarek (2019), customers can be served at home or at an
alternative delivery location. Capacity constraints at the alternative delivery locations are considered. However, time windows at the customers' home locations are not part of the problem. Mancini and Gansterer (2020b) present the vehicle routing problem with private and shared delivery locations, which is closely related to our problem. The private locations are the home delivery locations and the shared locations are the locker box stations in our problem. However, they do not consider different sizes for the parcels and slots. The authors build a mathematical formulation of the problem and propose a matheuristic based on large neighborhood search, where a repair step is done using an MIP model. Iterated local search is used to prevent the matheuristic from getting stuck in a local minimum. A recent work in the field of locker boxes has been produced by Schwerdfeger and Boysen (2020). However, they deal with mobile locker box stations whose locations can change over time. They address the problem of optimally locating the mobile locker boxes such that customers are within a certain range of their assigned station at some time during the planning horizon; the locker fleet is minimized.

The vehicle routing problem with heterogeneous locker boxes, which is introduced in this paper, has to deal with a routing problem as well as with a packing problem. A combination of packing and routing can be also found in the works of Iori et al. (2007) and Fuellerer et al. (2009), addressing the two-dimensional loading capacitated vehicle routing problem, where rectangular weighted demand items have to be loaded onto capacitated vehicles with a rectangular loading surface. Iori et al. (2007) develop an approach based on a branch-and-cut approach to solve the problem and integrate lower bounds, heuristics and a branch-and-bound algorithm to detect infeasible loading patterns that were allowed in the first place. Fuellerer et al. (2009) propose a heuristic solution method based on ant colony optimization. The feasibility of loading patterns is checked by using lower bounds, heuristics and a truncated branch-and-bound.

## 3 Problem definition and mathematical model

There is one depot represented by node 0 , where every tour starts and ends. An unlimited fleet of homogeneous vehicles $v \in V$ can be used. We assume that the capacity of the vehicles is not restrictive, following the idea that parcels are small enough to not constrain a tour.

There is a set of $m$ customers $C=\{1, \ldots, m\}$, where each customer requests parcels of different sizes. The number of parcels of size $l \in L$ which a customer $i$ gets is denoted by $q_{i l}$.

There is a set of $n$ locker box stations $B=\{m+1, \ldots, m+n\}$. At each locker box station $k \in B$ there is a limited number $Q_{k l}$ of slots of size $l \in L$ available.

The whole set of nodes is denoted by $N=\{0\} \cup C \cup B$. Travel distance between two nodes $i, j \in N$ is denoted by $d_{i j}$. In this study we assume that travel time between two nodes is equal to distance.

Each customer $i$ accepts his home address, denoted by $\{i\}$, as a delivery location. Delivery there can happen only within a time window $\left[E_{i}, L_{i}\right]$, where $E_{i}$ is the earliest possible start of service and $L_{i}$ the latest. Service at a customer's home address takes time $s_{i}$. The time window at the depot, denoted by $[0, T]$, is set such that it represents
the maximal duration of a tour. The same holds for the time windows at the locker box stations, since we assume that such stations can be entered by delivery personnel at any point in time within the planning horizon. Visiting a locker box station requires a service time in general longer than that of the customers.

In addition to home delivery, a customer can accept locker box delivery. However, he does not need to accept all available stations but only a subset of them; he may accept none when he does not want to have locker box delivery. The accepted locker box stations of customer $i$ are denoted by $B_{i} \subseteq B$. Serving a customer at a locker box station causes compensation cost $c$.

The whole demand of a customer has to be brought to the same locker box station. Parcels of one customer can be packed together into one slot if the slot space allows it. However, not more than one customer can be assigned to one slot. This is for practical security reasons, since only the lawful customer is allowed to have access to the parcels.

The decision variable $x_{i j}^{v}$ is 1 if node $j$ is visited directly after node $i$ using vehicle $v$; it is 0 otherwise. The binary decision variable $y_{i k}^{v}$ is 1 if customer $i$ is served at locker box station $k$ using vehicle $v$. The binary decision variable $z_{i}^{v}$ is 1 when a customer is served at home and 0 when a customer is served at a locker box station. The continuous decision variable $S_{i}$ gives the service start time at node $i$.

### 3.1 Relaxed model with unit-size locker boxes and parcels

In a first modeling approach, we transform the different sizes to unit sizes and add up the parcels for a customer and thus get an aggregated demand $q_{i}=\sum_{l \in L} q_{i l}$ for each customer $i$. Similarly, this is done for the different slot sizes at a locker box station; in other words, we get an aggregated capacity $Q_{k}=\sum_{l \in L} Q_{k l}$ for each locker box station $k$. With this we obtain a relaxed version of the original problem, since we do not consider how the parcels are packed into the slots but only check if the total demand of a customer can be brought to a locker box station.

The objective function of the problem is to minimize the total cost that consists of total traveled distance plus total compensation costs for serving customers at locker boxes.

$$
\begin{equation*}
\min \sum_{i \in N} \sum_{j \in N} \sum_{v \in V} d_{i j} x_{i j}^{v}+\sum_{i \in N} \sum_{k \in B_{i}} \sum_{v \in V} c y_{i k}^{v} \tag{1}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \sum_{j \in N \backslash\{i\}} x_{i j}^{v}= \sum_{j \in N \backslash\{i\}} x_{j i}^{v}  \tag{2}\\
& \sum_{j \in N \backslash\{0\}} x_{0 j}^{v} \leq 1  \tag{3}\\
& y_{i k}^{v} \leq \sum_{j \in N \backslash\{k\}} x_{k j}^{v} \quad \forall v \in V, \forall v \in V  \tag{4}\\
& \forall i \in C, \forall k \in B_{i}, \forall v \in V
\end{align*}
$$

$$
\begin{align*}
z_{i}^{v} \leq \sum_{j \in N \backslash\{i\}} x_{i j}^{v} & \forall i \in C, \forall v \in V  \tag{5}\\
\sum_{v \in V} \sum_{k \in B_{i}} y_{i k}^{v}+\sum_{v \in V} z_{i}^{v}=1 & \forall i \in C  \tag{6}\\
\sum_{i \in C} \sum_{v \in V} q_{i} y_{i k}^{v} \leq Q_{k} & \forall k \in B  \tag{7}\\
E_{i} \sum_{j \in N} \sum_{v \in V} x_{i j}^{v} \leq S_{i} \leq L_{i} \sum_{j \in N} \sum_{v \in V} x_{i j}^{v} & \forall i \in N  \tag{8}\\
S_{i}+s_{i}+d_{i j}-M\left(1-x_{i j}^{v}\right) \leq S_{j} & \forall i, j \in N, \forall v \in V  \tag{9}\\
x_{i j}^{v} \in\{0,1\} & \forall i, j \in N, \forall v \in V  \tag{10}\\
y_{i k}^{v} \in\{0,1\} & \forall i \in C, \forall k \in B, \forall v \in V  \tag{11}\\
z_{i}^{v} \in\{0,1\} & \forall i \in C, \forall v \in V  \tag{12}\\
S_{i} \geq 0 & \forall i \in C \tag{13}
\end{align*}
$$

Constraints (2) ensure route continuity. Constraints (3) ensure that a vehicle is used at most once. Constraints (4) connect decision variables $y$ to decision variables $x$ and constraints (5) connect decision variables $z$ to $x$. By (6) it is guaranteed that every customer is served and service can happen either at home or at a locker box station. Constraints (7) ensure that capacity constraints of the locker box stations are respected. Constraints (8) define the time window constraints. Constraints (9) care for the continuity of service time variables. Constraints (10)-(13) define the scope of the decision variables.

### 3.2 Model with multi-size locker box stations and parcels

We now give a formulation of the complete problem, which also contains the decision regarding how the different sized parcels are packed into the different sized slots. Hence, we are required to integrate a packing part into the previous modeling formulation. We refer to this as the model with multi-size locker box stations and parcels. The packing problem in this model belongs on the one hand to the class of bin packing problems with conflicts (Jansen 1999; Gendreau et al. 2004) and on the other hand to the class of variable-sized bin packing problems (Friesen and Langston 1986; Kang and Park 2003; Haouari and Serairi 2009). For our case, a bin is a slot of a locker box station. A conflict appears when two parcels do not belong to the same customer, as such parcels are not allowed to be packed together into a slot.

We therefore have to deal with a capacitated bin packing problem with conflicts and heterogeneous bins. Parcels have to be assigned to slots such that the capacity of a locker box station and the space restriction (size) of a slot are respected, no conflicts appear and no split deliveries occur.

For the bin packing part of our problem, we use the following notation. There are in total $\sum_{i \in C, l \in L} q_{i l}$ parcels and each parcel $g \in G$ is characterized by size $a_{g}$ and the customer $i_{g}$ which it belongs to. There are in total $\sum_{k \in B, l \in L} Q_{k l}$ slots and each
slot $h \in H$ is characterized by size $b_{h}$ and the locker box station $k_{h}$ which it belongs to.

The decision variable $u_{g h}$ is 1 if parcel $g$ is assigned to slot $h$ and 0 otherwise. The decision variable $w_{h}$ is 1 if slot $h$ is used and 0 otherwise.

Constraint (7) can be taken out of the model (1)-(13) and replaced by the following constraints:

$$
\begin{align*}
\sum_{g} a_{g} u_{g h} \leq b_{h} w_{h} & \forall h \in H  \tag{14}\\
\sum_{h} u_{g h}=1 & \forall g \in G  \tag{15}\\
u_{g h}+u_{f h} \leq w_{h} & \forall h \in H, \forall g, f \in G \text { where } i_{g} \neq i_{f}  \tag{16}\\
u_{g h}+u_{e f} \leq 1 & \forall h, f \in H \text { where } k_{h} \neq k_{f}, \forall g, e \in G \text { where } i_{g}=i_{e}  \tag{17}\\
\sum_{h} u_{g h} \leq\left(1-z_{i_{g}}^{v}\right) & \forall g \in G, \forall v \in V  \tag{18}\\
w_{h} \leq \sum_{i \in C} y_{i k_{h}}^{v} & \forall v \in V  \tag{19}\\
u_{g h} \in\{0,1\} & \forall g \in G, \forall h \in H  \tag{20}\\
w_{h} \in\{0,1\} & \forall h \in H \tag{21}
\end{align*}
$$

Constraints (14) ensure that the space restriction of a slot is met. Constraints (15) guarantee that each parcel is assigned to a slot. By constraints (16), we forbid that parcels, that are not of the same customer, are packed together into one slot. Constraints (17) ensure that parcels of one customer are brought to the same station. Constraints (18) and (19) relate the decision variables of the packing part with those of the unitsize model of Sect. 3.1. Constraints (20) and (21) define the decision variables to be binary.

## 4 Metaheuristic solution method

When implementing the model of Sect. 3, the limits concerning solvable instance size in reasonable time are reached quickly. Hence, an alternative approach is needed to solve realistically sized problems. We propose a metaheuristic solution where the general idea is as follows:

- Solve the problem as a VRPTW where all customers are served at home during their time window. We call this a pure home delivery plan.
- Then we do the following for a number of iterations:
- Decide which customers are taken out of the pure home delivery plan and served at locker box stations.
- Re-route the remaining home delivery customers plus the used locker box stations.
- Solve bin packing problem to reduce capacity usage.
- Re-optimize the selection of home delivery and locker box customers.

In the following, the different steps of the method are described in more detail. Subsequently, we provide the corresponding pseudocode of the complete method in Sect. 4.6.

### 4.1 Adaptive large neighborhood search

To solve the routing problem, we use adaptive large neighborhood search (ALNS) which was first introduced by Ropke and Pisinger (2006). Since then, ALNS has been applied and adapted to a broad range of routing problems and has shown to work very well with respect to solution quality and computational time. Kovacs et al. (2012) developed an ALNS to solve the service technician routing and scheduling problem, where a given number of technicians have to complete a given number of service tasks. They implemented a new adaptive mechanism based on pairwise evaluation of the performance of destroy-repair operator pairs. A recent work related to ALNS has been undertaken by Ortega et al. (2020), where a matheuristic solution approach based on ALNS is presented to solve the consistent inventory routing problem with time windows and split deliveries.

An outline of the basic structure of the ALNS based on the work of Ropke and Pisinger (2006) can be seen in Algorithm 1.

```
Algorithm 1 Adaptive Large Neighborhood Search (Ropke and Pisinger 2006)
    Generate a starting solution \(s_{0}\)
    \(s\)...incumbent solution, \(s_{b e s t} \ldots\) best solution
    \(s \leftarrow s_{0}, s_{\text {best }} \leftarrow s_{0}\)
    repeat
        Choose a destroy operator \(d\) and a repair operator \(r\) based on adaptive weights
        Apply \(d\) and \(r\) to \(s\) yielding \(s^{\prime}\)
        if \(s^{\prime}\) is better than \(s_{\text {best }}\) then
            set \(s_{\text {best }}=s^{\prime}\)
            set \(s=s^{\prime}\)
        else if \(s^{\prime}\) meets the acceptance criteria then
            set \(s=s^{\prime}\)
        end if
        Update the scores and weights of the operators
    until some stopping criteria is met
    return \(s_{\text {best }}\)
```

To construct an initial feasible solution, we use sequential cheapest insertion. Weights and scores are evaluated pairwise for each pair of destroy/repair operator (Kovacs et al. 2012).

For destroying a solution, the number of customers to remove in each iteration is chosen randomly from the interval $[\min (0.1 m, 30), \min (0.4 m, 60)]$, where $m$ is the total number of customers. As destroy operators we use the following: random removal, worst removal with/without perturbation, related removal seed (a seed customer plus
a number of nodes that are most related to this seed customer are removed) and related removal chain (a chain of customers that are most related to each other is removed).

When repairing a solution, we have to insert the removed customers back into the routes; the feasibility of such an insertion with respect to time windows has to be checked. This is done as suggested by Campbell and Savelsbergh (2004). As repair operators we use the following: cheapest insertion parallel, cheapest insertion sequential, arbitrary insertion, $m$-regret insertion ( $m=2,3,4$ ) with two variations. As in the work of Hemmelmayr et al. (2012), the $m$ best insertions can be within one route or, as in the work of Ropke and Pisinger (2006) and Kovacs et al. (2012), the m best insertions for a customer can be in different routes.

Every time a new global best solution is found, we apply the Or-Opt operator to this solution. Or-opt is the moving of a sequence of up to three consecutive nodes to another position within the same route (intra-route) or to another route (inter-route). Deteriorating solutions are accepted based on simulated annealing (Ropke and Pisinger 2006). The whole algorithm stops when the time limit, limit on the number of total iterations, or limit on the number of iterations without improvement is reached.

### 4.2 Decide which customers are served at locker box stations

The decision regarding which customers are taken out from the pure home delivery plan and served at locker box stations is made by the following operators.

### 4.2.1 Reduce distance by assigning customers to locker boxes

We shift those customers to locker boxes that provide the biggest savings in distance when they are removed from the routing solution. This is done as long as moving customers to locker box delivery is beneficial with respect to solution quality. One has to consider here that every time we move a customer from home delivery to locker box delivery, on the one hand, we save traveled distance, but on the other hand, we have to add the compensation cost (for locker box delivery) to the objective value. Thus, the compensation value has to be subtracted from the distance savings in order to evaluate total savings. Total savings are multiplied with a random factor from the range [ $0.8,1.2$ ] in order to allow for more possible solutions. Moreover, deterioration is allowed when the benefit of moving a customer from home delivery to locker box delivery is evaluated. How far deterioration can go is decided by a threshold value determined randomly and dependent on the total cost of the solution. In our computational experiments, we take a threshold value from the range $[0, f * 0.05]$, where $f$ is the total cost of a solution.

If a customer is decided to be served at a locker box station, we have to decide which station this customer should be assigned to. The "reduce distance" operator is applied with two different ways of opening locker box stations: sequential and parallel. For the sequential approach, a new station is opened only when none of the already open ones have enough free capacity for the currently considered customer. For the parallel approach, we assume that all locker box stations are open and we try the stations in
increasing order based on the remaining capacity, that is, the station with the smallest remaining capacity is considered first for taking the customer.

### 4.2.2 Fill up locker box stations

In this operator, locker box stations are opened sequentially and each new opened locker box station is filled up with appropriate customers until capacity limit is reached. More precisely, home delivery customers are sorted such that the first customer in the list $L$ is the one that provides the biggest improvement in the objective function when this customer is not in the routing solution but served at locker box stations. The last customer in the list is the one that is least beneficial for serving at locker boxes. When evaluating how the objective function changes when a certain customer is shifted from home delivery to locker box delivery, the corresponding change value is multiplied with a random factor, as it has been done in the previous operator "reduce distance".

When a new station has to be opened, we choose the station that is on the one hand accepted by the first customer in list $L$ and on the other hand closest (with respect to distance) to the last customer in $L$. The latter is included as a decision criterion since we can assume that a customer at the end of list $L$ will rather remain in the routing solution and therefore additional routing costs incurred by an opened station may not be too high in the end.

Home delivery customers are assigned to the currently open station following the order of list $L$, taking into account that only those customers that accept the currently open station can be assigned to it. When no suitable customer can be feasibly moved to the currently open station with respect to locker box capacity, we check if the overall solution has improved. If it has, we open the next station. If it has not, we stop opening stations; in other words we stop moving customers from home delivery to locker box delivery.

### 4.2.3 Remove tour

In case there are more than two tours in the pure home delivery solution, we try removing one tour by moving all customers from that tour to locker box delivery or reassigning them to another tour if locker box delivery is not possible. First, we open the locker box station that is accepted by the largest number of customers from the closed tour. From the customers of the closed tour, we first move those that have the lowest number of accepted stations, which means that there is less flexibility in assigning them to stations. When there is a customer that does not accept locker box delivery, we route it in another tour that is not closed. We evaluate all tours and close the one that provides the biggest improvement in the objective value when it is closed.

### 4.3 Checking locker box capacity feasibility

When assigning customers to locker box stations, we have to check feasibility with respect to the available number of slots. This step is not straightforward due to the following characteristics of the problem. First, customers have a demand for more
than one parcel and each parcel can have a different size. Moreover, the slots are of different sizes. Furthermore, the whole demand of a customer has to be brought to the same locker box station. Parcels of one customer can be packed together into a slot, but no other customer's parcel(s) can be packed into a slot that is already occupied by another customer.

In order to check if a customer's demand can be feasibly packed into the available slots of a locker box station, we have to evaluate the different possibilities regarding how the parcels can be packed in general, assuming in this step that there is an unlimited number of slots available.

Therefore, a promising (sub-)set of feasible packing solutions for each customer is generated in a pre-processing step by the Iterative First-Fit Decreasing (IFFD) algorithm. IFFD was introduced by Kang and Park (2003) to solve the variable-sized bin packing problem. In IFFD, all the items (parcels) are first assigned to the largest size bins (slots) using First-Fit Decreasing (FFD). In FFD, an item is assigned to the first slot that has enough capacity left. Then another solution is obtained by repacking the items from the last bin of the solution to the next smaller bins using FFD. This is continued until repacking of the items is impossible (either because the next bin size is not big enough to take the items of the last bin or the smallest bin size is reached). The first solution in the list of feasible solutions obtained in this way is the one that uses only bins of the largest size.

After having obtained a set of feasible packing solutions for every customer, when checking if a customer can be feasibly assigned to a locker box station, we can use this set to check if one of those solutions is feasible with respect to the available slot capacities.

If there is sufficient capacity left at a locker box station, several or even all packing solutions may fit. However it could make a difference for later decisions concerning feasible assignments of other customers, which of the packing solutions is used, that is, which and how many slots are used, and which ones are left free for other customers. Thus, how we go through the list of packing solutions when checking feasibility makes a difference. Two possibilities are the following.

### 4.3.1 Start with the first feasible solution

One strategy is to always start at the beginning of the list, which is the solution that only takes slots of the largest size. If this solution is not feasible concerning the available capacities, we consider the next solution in the list and so on. Starting in this manner, we may have locally minimum capacity requirements. However, if we do this for every customer, we soon reach the limit on bins of the largest size and customers that would need a bin of the largest size later (since a large parcel may be packed only into a large bin) cannot be moved to the locker box station anymore.

### 4.3.2 Start with a random feasible solution

We consider another strategy, where we start at a random point in the list, in order to not always check the solution with only the largest bins first. With this, a more balanced usage concerning the different sizes of slots should be attained.

### 4.4 Bin packing

When assigning customers to locker box stations in the previous step, an assignment of parcels to locker box slots was also obtained as a result of the capacity check. However, there, the decision regarding which packing solution is used was taken separately for each customer when moving them to locker boxes. After deciding which customers are served at locker boxes, we have the full set of locker box customers and their respective parcels; the capacity requirements may be optimized by solving it as a simultaneous bin packing problem. This means that we have to decide how to pack the parcels of the locker box customers into the locker box slots such that capacity usage is minimized.

### 4.4.1 Heuristic set covering formulation

We solve the bin packing problem with a heuristic set covering formulation. A (sub-)set of feasible packing solutions for each locker box customer is generated as described in Sect. 4.3 according to the Iterative First-Fit Decreasing (IFFD) algorithm. Since IFFD yields in general only a subset of feasible solutions, the according set covering formulation is heuristic.

We want to mention here that there would be other algorithms, as for example the work of Delorme and Iori (2020), to solve the bin packing part of our problem. However, since the overall problem is already quite complex, we want to keep the computational effort of the packing part tractable.

For the set covering formulation the set of feasible solutions for a customer $i$ is denoted by $\Omega_{i}$. The cost, that is, the number of used slots, of a packing solution $p \in \Omega_{i}$ is denoted by $c_{i p}$. The number of slots of size $l$ needed by a packing solution $p \in \Omega_{i}$ is denoted by $q_{i p}^{l}$. Decision variable $X_{i p}^{k}$ is 1 if, for customer $i$, the packing solution $p \in \Omega_{i}$ is used and assigned to locker box station $k$. With this, the following model is set up:

$$
\begin{equation*}
\min \sum_{i \in C} \sum_{p \in \Omega_{i}} \sum_{k \in B} c_{i p} X_{i p}^{k} \tag{22}
\end{equation*}
$$

subject to

$$
\begin{align*}
\sum_{p \in \Omega_{i}} \sum_{k \in B} X_{i p}^{k}=1 & \forall i \in C  \tag{23}\\
\sum_{i \in C} \sum_{p \in \Omega_{i}} q_{i p}^{k} X_{i p}^{k} \leq Q_{k l} & \forall k \in B, l \in L  \tag{24}\\
X_{i p}^{k} \in\{0,1\} & \forall i \in C, \forall p \in \Omega_{i}, \forall k \in B \tag{25}
\end{align*}
$$

The objective function (22) is to minimize the number of used slots. Constraints (23) ensure that the parcels of each customer are packed. By (24), the capacity restriction at the locker box stations is taken into account. Constraints (25) define the decision variables to be binary.

### 4.5 Re-optimize the selection of home delivery and locker box customers

In this step, the solution which has been found so far is improved by moving customers from home delivery to locker box delivery and vice versa. For this, we use several operators:

- Swap customers: We swap a home delivery customer and a locker box customer if it is beneficial with respect to costs. When evaluating the possible swap pair, the cost change values are randomized. In this operator, we allow for opening new locker box stations.
- Swap customers/Keep locker box stations: This is identical to the previous one except that opening a new locker box station is not allowed, that is, only the already open ones can be used. When assigning a former home delivery customer to a locker box station, we may have to reassign customer(s) in order to obtain the needed capacity.
- Increase number of locker box customers: We try filling up the locker box stations, starting with those customers that provide the biggest decrease in the objective function when they are not served at home. New locker box stations may be opened.
- Increase number of locker box customers/Keep locker box stations: This is identical to the previous one except that opening a new locker box station is not allowed, that is, only the already open ones can be used. When assigning a former home delivery customer to a locker box station, we may have to reassign customer(s) in order to obtain the needed capacity.
- Decrease number of locker box customers: Since service at locker boxes incurs compensation costs, it can be beneficial to reduce the number of locker box customers. With this operator we check, if possible, which locker box customers can be moved back to home delivery such that total costs are reduced.
- Close locker box station: The station that provides the biggest decrease in objective function is closed. The customers of the closed station have to be assigned to the remaining open stations. When reassigning customers of the closed station, we may have to rearrange the customers of the remaining open stations in order to make space in terms of capacity. (It may also happen that none of the stations can be closed without increasing the objective function value.)

When a locker box station becomes empty in any of the operators (because the assigned customers are shifted to home delivery or to another station), it is closed, which in particular means that it is removed from the routing solution.

### 4.6 The complete metaheuristic method

A pseudocode of the complete metaheuristic is shown in Algorithm 2.

```
Algorithm 2 Metaheuristic solution method
    Generate a pure home delivery starting solution \(s\) by ALNS
    for \(m\) iterations do
        Move customers in \(s\) from home delivery to locker box delivery; yields \(s^{\prime}\)
        Solve routing problem with nodes from \(s^{\prime}\) by ALNS
        Solve bin packing
        while limit on number of iterations without improvement not reached do
            Choose a re-optimize operator randomly and apply it to \(s^{\prime}\)
        end while
        if \(f\left(s^{\prime}\right)<f\left(s_{\text {best }}\right)\) then
            \(s_{b e s t} \leftarrow s^{\prime}\)
        end if
    end for
    return \(s_{b e s t}\)
```

In the following, some additional information for Algorithm 2 is provided:

- Line 2: The number of iterations $m$ is chosen to be 500 throughout the computational experiments.
- Lines 4-11 are only executed if the set of moved home delivery customers (including the respective assignment of parcels to slots) has never appeared before.
- Line 6: The number of iterations without improvement is chosen to be 10 in the computational experiments.


## 5 Computational study

We now provide an experimental analysis of the previously introduced models and the metaheuristic solution method.

All algorithms and models are implemented using the $\mathrm{C}++$ programming language. CPLEX 12.9 is used for solving the exact models (MIP). Multithreading is deactivated. All programs are run on an Intel Xeon Processor E5-2670 v2 (25M Cache, 2.50 GHz ) with a 3 GB RAM limit. The operating system is Linux.

### 5.1 VRP with unit-size locker boxes and parcels

First, we test the proposed metaheuristic method for the relaxed problem with unit-size locker box and parcels where no packing decisions have to be taken. This means in particular that the capacity feasibility check, when assigning a customer to a locker box station, boils down to just checking if the available capacity of that station is big enough to take the whole demand of that customer. The step of reducing capacity usage by solving the bin packing set covering problem can be omitted.

### 5.1.1 Comparison between exact model and metaheuristic method

We use self-generated instances in order to compare the results of the exact model (MIP) for the problem with unit-size locker boxes and parcels of Sect. 3.1 with the results of the metaheuristic method.

The coordinates of the customer locations are generated randomly in a predefined square area within range $[0,100]$. The locations of the locker box stations are chosen based on k-means clustering (Lloyd 1982). This means that, depending on the number of locker box stations $n$ we want to have, $n$ clusters are generated and a locker box station is located in the centroid of the corresponding cluster. However, customers need not be assigned to stations according to the clusters. The k-means is just used for defining the locations of the locker box stations.

Travel distance $d_{i j}$ between two points $i$ and $j$ are calculated based on the Euclidean distance.

Each customer requests up to 5 parcels and all parcels have the same size. We assume that a request of 1 parcel is the most likely case ( $40 \%$ ), a request of 2 or 3 parcels is medium likely ( $20 \%$ ) and 4 or 5 parcels is not so likely ( $10 \%$ ).

The length of a customer's time window is between 2 and 4 h . The time window at the depot has a length of 12 h , which represents the maximal route duration. The time window of a locker box station is the same as the one from the depot. A service time of 9 min is assumed for every customer, following the setting of the VRPTW Solomon instances (Solomon 1987). We assume that service at a locker box station takes about twice as long as service at a customer's home address. Thus, the service time for a locker box station is set to 20 min .

At each locker box station there is a number of homogeneous slots available calculated as $m * 1.5$, where $m$ is the total number of customers.

A customer always accepts home delivery. The number of locker box stations that a customer accepts for delivery is determined randomly. It may also happen that a customer does not accept any locker box delivery. When a customer accepts locker box delivery, he or she always accepts the locker box station that is closest to the home address. Depending on the number of accepted stations, a customer further accepts stations within a certain radius $\rho$ of the home address. This parameter $\rho$ is chosen to be 15 in this study, following the conclusions of Mancini and Gansterer (2020b) suggesting that it represents a reasonable travel distance (in relation to the predefined area) that customers are willing to accept to visit locker box stations for pickup and to study the problem on hand. Moreover, a customer may accept other stations that are chosen randomly and represent stations either close to his or her workplace or a railway station or on the way home.

The compensation cost $c$ for serving a customer at a locker box station is set to 5 for the following experiments. The value of this parameter is again chosen based on the study of Mancini and Gansterer (2020b) providing a reasonable value based on the predefined area and expected total route lengths.

The used set of instances can be found online under Grabenschweiger et al. (2020).
The results are given in Table 1. The name of an instance is given by " $X_{-} Y \_Z$ ", where $\mathrm{X}, \mathrm{Y}$ and Z correspond to the number of customers, number of locker box stations and instance number respectively. For solving the problem with the MIP, we set a time limit of 12 h and report the best known solution (BKS) that was found in that time. $\mathrm{t}^{\text {opt }}$ shows the time in seconds that was needed to solve the MIP. "time limit" indicates that no proven optimal solution could be found within the time limit. In that case, the optimality gap is shown in the column opt gap.
Table 1 Comparison between MIP and metaheuristic

| Instance | MIP BKS | Opt gap (\%) | $\mathrm{t}^{\text {opt }}$ (s) | $\mathrm{f}^{\text {best }}$ | $\mathrm{f}^{\text {avg }}$ | $\mathrm{f}^{\text {worst }}$ | gap ${ }^{\text {best }}$ (\%) | gap ${ }^{\text {avg (\%) }}$ | gap ${ }^{\text {worst }}$ (\%) | $\mathrm{t}^{\text {avg }}$ (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10_1_1 | 163.14 | 0.00 | 0.70 | 163.14 | 163.14 | 163.14 | 0.00 | 0.00 | 0.00 | 0.23 |
| 10_1_2 | 164.19 | 0.00 | 0.46 | 164.19 | 164.19 | 164.19 | 0.00 | 0.00 | 0.00 | 0.27 |
| 10_1_3 | 166.87 | 0.00 | 3.15 | 166.87 | 166.87 | 166.87 | 0.00 | 0.00 | 0.00 | 0.34 |
| 10_1_4 | 231.60 | 0.00 | 0.38 | 231.60 | 231.60 | 231.60 | 0.00 | 0.00 | 0.00 | 0.31 |
| 10_1_5 | 250.53 | 0.00 | 7.14 | 250.53 | 250.53 | 250.53 | 0.00 | 0.00 | 0.00 | 0.40 |
| 10_2_1 | 218.82 | 0.00 | 21.45 | 218.82 | 218.82 | 218.82 | 0.00 | 0.00 | 0.00 | 0.88 |
| 10_2_2 | 231.29 | 0.00 | 9.64 | 231.29 | 231.29 | 231.29 | 0.00 | 0.00 | 0.00 | 0.66 |
| 10_2_3 | 227.28 | 0.00 | 2.63 | 227.28 | 227.28 | 227.28 | 0.00 | 0.00 | 0.00 | 0.51 |
| 10_2_4 | 207.41 | 0.00 | 6.77 | 207.41 | 207.41 | 207.41 | 0.00 | 0.00 | 0.00 | 0.58 |
| 10_2_5 | 148.28 | 0.00 | 2.90 | 148.28 | 148.28 | 148.28 | 0.00 | 0.00 | 0.00 | 0.64 |
| 14_1_1 | 256.41 | 0.00 | 7.51 | 256.41 | 256.41 | 256.41 | 0.00 | 0.00 | 0.00 | 1.14 |
| 14_1_2 | 253.28 | 0.00 | 6.26 | 253.28 | 253.28 | 253.28 | 0.00 | 0.00 | 0.00 | 0.60 |
| 14_1_3 | 311.09 | 0.00 | 7.96 | 311.09 | 311.09 | 311.09 | 0.00 | 0.00 | 0.00 | 1.09 |
| 14_1_4 | 216.93 | 0.00 | 49.57 | 216.93 | 216.93 | 216.93 | 0.00 | 0.00 | 0.00 | 0.89 |
| 14_1_5 | 156.78 | 0.00 | 1.20 | 156.78 | 156.78 | 156.78 | 0.00 | 0.00 | 0.00 | 0.98 |
| 14_2_1 | 239.39 | 0.00 | 40.62 | 239.39 | 239.39 | 239.39 | 0.00 | 0.00 | 0.00 | 1.59 |
| 14_2_2 | 288.75 | 0.00 | 100.83 | 288.75 | 288.75 | 288.75 | 0.00 | 0.00 | 0.00 | 1.24 |
| 14_2_3 | 220.68 | 0.00 | 14.63 | 220.68 | 220.68 | 220.68 | 0.00 | 0.00 | 0.00 | 1.61 |

Table 1 continued

| Instance | MIP BKS | Opt gap (\%) | $\mathrm{t}^{\text {opt }}$ (s) | $\mathrm{f}^{\text {best }}$ | $\mathrm{f}^{\text {avg }}$ | $\mathrm{f}^{\text {worst }}$ | gap ${ }^{\text {best }}$ (\%) | gap ${ }^{\text {avg (\%) }}$ | gap ${ }^{\text {worst }}$ (\%) | $\mathrm{t}^{\text {avg }}$ (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 14_2_4 | 229.48 | 0.00 | 8.02 | 229.48 | 229.92 | 231.00 | 0.00 | 0.19 | 0.66 | 2.09 |
| 14_2_5 | 242.01 | 0.00 | 48.31 | 242.01 | 242.01 | 242.01 | 0.00 | 0.00 | 0.00 | 1.82 |
| 18_1_1 | 242.54 | 0.00 | 11.07 | 242.54 | 242.54 | 242.54 | 0.00 | 0.00 | 0.00 | 2.25 |
| 18_1_2 | 399.59 | 0.00 | 1775.82 | 399.59 | 399.59 | 399.59 | 0.00 | 0.00 | 0.00 | 1.21 |
| 18_1_3 | 331.69 | 0.00 | 83.06 | 331.69 | 331.69 | 331.69 | 0.00 | 0.00 | 0.00 | 1.73 |
| 18_1_4 | 446.82 | 0.00 | 570.15 | 446.82 | 446.82 | 446.82 | 0.00 | 0.00 | 0.00 | 2.32 |
| 18_1_5 | 259.62 | 0.00 | 7.66 | 259.62 | 259.62 | 259.62 | 0.00 | 0.00 | 0.00 | 1.79 |
| 18_2_1 | 429.60 | 9.46 | Time limit | 429.60 | 429.60 | 429.60 | 0.00 | 0.00 | 0.00 | 1.59 |
| 18_2_2 | 271.74 | 0.00 | 2460.15 | 271.74 | 271.74 | 271.74 | 0.00 | 0.00 | 0.00 | 2.12 |
| 18_2_3 | 252.90 | 0.00 | 9.57 | 252.90 | 252.90 | 252.90 | 0.00 | 0.00 | 0.00 | 1.67 |
| 18_2_4 | 281.61 | 0.00 | 982.36 | 281.61 | 282.92 | 283.79 | 0.00 | 0.46 | 0.77 | 2.58 |
| 18_2_5 | 345.47 | 0.00 | 89.40 | 345.47 | 345.47 | 345.47 | 0.00 | 0.00 | 0.00 | 2.32 |
| 22_2_1 | 386.71 | 0.00 | 2508.39 | 386.71 | 386.71 | 386.71 | 0.00 | 0.00 | 0.00 | 2.61 |
| 22_2_2 | 349.82 | 0.00 | 151.52 | 349.82 | 350.36 | 352.54 | 0.00 | 0.16 | 0.78 | 3.86 |
| 22_2_3 | 255.58 | 0.00 | 30.14 | 255.58 | 255.58 | 255.58 | 0.00 | 0.00 | 0.00 | 2.68 |
| 22_2_4 | 303.80 | 0.00 | 1245.01 | 303.80 | 303.80 | 303.80 | 0.00 | 0.00 | 0.00 | 3.22 |
| 22_2_5 | 360.86 | 0.00 | 11,804.50 | 360.86 | 360.86 | 360.86 | 0.00 | 0.00 | 0.00 | 3.72 |
| 23_2_1 | 330.46 | 6.42 | Time limit | 330.46 | 330.46 | 330.46 | 0.00 | 0.00 | 0.00 | 3.35 |
| 23_2_2 | 302.26 | 0.00 | 27,855.10 | 302.26 | 302.26 | 302.26 | 0.00 | 0.00 | 0.00 | 4.79 |
| 23_2_3 | 306.97 | 11.30 | Time limit | 297.96 | 297.96 | 297.96 | -2.93 | -2.93 | -2.93 | 4.86 |
| 23_2_4 | 447.65 | 0.00 | 15,276.30 | 447.65 | 447.65 | 447.65 | 0.00 | 0.00 | 0.00 | 5.28 |
| 23_2_5 | 297.46 | 0.00 | 551.76 | 297.46 | 297.46 | 297.46 | 0.00 | 0.00 | 0.00 | 3.22 |
| 24_2_1 | 323.65 | 0.00 | 18,005.70 | 323.65 | 323.65 | 323.65 | 0.00 | 0.00 | 0.00 | 4.07 |
| 24_2_2 | 340.98 | 0.00 | 399.08 | 340.98 | 340.98 | 340.98 | 0.00 | 0.00 | 0.00 | 4.63 |

Table 1 continued

| Instance | MIP BKS | Opt gap (\%) | $\mathrm{t}^{\text {opt }}(\mathrm{s})$ | $\mathrm{f}^{\text {best }}$ | $\mathrm{f}^{\text {avg }}$ | $\mathrm{f}^{\text {worst }}$ | gap ${ }^{\text {best }}$ (\%) | gap ${ }^{\text {avg (\%) }}$ | gap ${ }^{\text {worst }}$ (\%) | $\mathrm{t}^{\text {avg }}(\mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 24_2_3 | 321.50 | 0.00 | 1002.77 | 321.50 | 321.50 | 321.50 | 0.00 | 0.00 | 0.00 | 4.40 |
| 24_2_4 | 369.35 | 0.00 | 492.02 | 369.35 | 369.35 | 369.35 | 0.00 | 0.00 | 0.00 | 3.94 |
| 24_2_5 | 396.29 | 3.77 | Time limit | 396.15 | 396.15 | 396.15 | -0.03 | -0.03 | -0.03 | 3.12 |
| 25_2_1 | 455.76 | 22.70 | Time limit | 432.39 | 432.39 | 432.39 | -5.13 | -5.13 | -5.13 | 3.81 |
| 25_2_2 | 354.90 | 0.00 | 21,099.80 | 354.90 | 354.90 | 354.90 | 0.00 | 0.00 | 0.00 | 11.48 |
| 25_2_3 | 338.60 | 0.00 | 4417.50 | 338.60 | 338.60 | 338.60 | 0.00 | 0.00 | 0.00 | 3.90 |
| 25_2_4 | 429.63 | 0.00 | 14,348.60 | 429.63 | 429.63 | 429.63 | 0.00 | 0.00 | 0.00 | 4.16 |
| 25_2_5 | 302.61 | 0.00 | 11,454.60 | 302.61 | 302.61 | 302.61 | 0.00 | 0.00 | 0.00 | 4.23 |
|  |  |  | 3043.83 | 292.56 | 292.61 | 292.69 | -0.16 | -0.15 | -0.12 | 2.46 |

For the metaheuristic method, we did 5 runs for every instance. $\mathrm{f}^{\text {best }}, \mathrm{f}^{\text {avg }}$ and $\mathrm{f}^{\text {worst }}$ report the total cost of the best, average and worst solution of those 5 runs respectively. The objective values are compared to the BKS from the MIP and the corresponding gaps are given in the column gap ${ }^{\text {best }}$, gap ${ }^{\text {avg }}$ and gap ${ }^{\text {worst }}$ respectively. ${ }^{\text {avg }}$ gives the average computation time in seconds over the 5 runs.

When we compare the results with respect to solution quality, we can see that the metaheuristic could find the optimal solution for every instance. In some cases, when the MIP did not provide the proven optimal solution, we are able to find new best known solutions.

Concerning computational time, we can see that for the instances with 10 and 14 customers, the MIP is quite fast. However, with increasing instance size, computational time increases considerably. Solving some of the instances with more than 22 customers already takes a few hours and for some instances no optimal solution could be found within the given time limit of 12 h . In comparison, the metaheuristic method needs on average only a couple of seconds to provide comparably good solutions.

### 5.1.2 Comparison with Mancini/Gansterer

There is a publicly available instance set by Mancini and Gansterer (2020a) which the authors used for solving the "vehicle routing problem with private and shared delivery locations" (see Literature Review in Sect. 2). The characteristics of these instances are such that we can use them for solving the problem with unit-size locker boxes and parcels with our metaheuristic method. We then compare the obtained results to those of Mancini and Gansterer (2020b), for which they used an exact solution approach (MIP) and a matheuristic based on Iterated Local Search (ILS) for solving the given instances.

The instance set comprises of 10 instances with 25 customers, 10 instances with 50 customers and 10 instances with 75 customers. In each instance, 5 locker box stations are available. Customers are randomly distributed in a $[10 \times 10]$ area and the depot is located in the southern part of the customer area. The locker box stations are in every instance at the same locations which are in the South-east, South-west, North-east, North-west and centrally. Travel distances between two points are calculated based on the Euclidean distance and multiplied by a factor 3. The maximal duration of a tour (which corresponds to the time window of the depot) is 12 h . The length of the customers' time windows is 60 min .

At each locker box station there is a number of homogeneous slots available which is always slightly larger than the total number of parcels ( 30,55 and 80 slots for instances with 25,50 and 75 customers respectively). There is always one bigger station that has more capacity than the others. The other 4 stations have equal capacity. For example, for the instances with 25 customers, there is 1 station with 10 slots and 4 stations with 5 slots each. For 50 customers, it is 1 station with 15 slots and 4 stations with 10 slots, and for 75 customers, it is 1 station with 20 slots and 4 stations with 15 slots.

We assume that a customer accepts all locker box stations within a radius $\rho$ of the home address. The radius $\rho$ and the compensation value $c$ are taken as before in Sect. 5.1.1, that is, $\rho$ is 15 and $c$ is 5 .

In the routing problem of Mancini and Gansterer (2020b), a cost is charged for every vehicle that is used, which is part of the total costs that are to be minimized. However, we do not consider this in our model when comparing the results; we add posteriori the value for each used vehicle to the total cost of our solution.

The results can be seen in Table 2. An instance is denoted as rX_Y_Z, where X, Y, and Z are the number of customers, the number of locker box stations and the instance number respectively.

The results from Mancini and Gansterer (2020b) are shown in the columns MIP and ILS, where for the ILS average results are reported.

Following that, the results that we obtained with the proposed metaheuristic method are shown. We did 5 runs for every instance. $\mathrm{f}^{\text {best }}, \mathrm{f}^{\text {avg }}$, and $\mathrm{f}^{\text {worst }}$ report the best, average, and worst solution across the performed runs respectively. $\mathrm{t}^{\text {avg }}$ shows the average runtime in seconds. gap ${ }^{\text {best }}$, gap ${ }^{\text {avg }}$, and gap ${ }^{\text {worst }}$ report the percentage gap from the corresponding $f$ to the best known solution from the MIP. We average the values over all instances from one size category (i.e., the 25 , 50 , and 75 customer instances) and over all instances together.

It can be seen that the metaheuristic method outperforms the ILS with respect to solution quality and is competitive with respect to runtime. For the small instances, we can find the optimal solution for every instance almost every time. For the medium instances, we can find in the best case the optimal solution or BKS for every instance and have on average and, in the worst case, only a very small gap. For the large instances, we can report for 9 out of 10 instances a new BKS.

### 5.2 Vehicle routing problem with heterogeneous locker boxes

### 5.2.1 Extended Mancini/Gansterer instances

In order to perform computational experiments for the VRPHLB as a complete problem, that is, using the multi-size model where packing is considered, we extend the Mancini/Gansterer instances. This means that we take the spatial and time information of those instances and add the needed information for demand and capacity which have to be given now for different sizes.

The size categories of the parcels are small (S), medium (M), and large (L), where $S$ corresponds to $a_{1}=1, \mathrm{M}$ to $a_{2}=2$, and L to $a_{3}=4$. Each customer has a demand of up to 5 parcels in total, where it is now decided with a uniform probability distribution if total demand is $1,2,3,4$ or 5 parcels. The size of each parcel is determined randomly and each size is equally likely to appear.

The locker box stations have slots of size $\mathrm{S}, \mathrm{M}$, and L equivalent to the parcel sizes. Thus, slot sizes are $b_{1}=1, b_{2}=2$, and $b_{3}=4$. At each station the number of available slots is equal for each size; we take for each size just the capacity that was given in the unit-size setting. So if there were 10 slots for one size, now there are 10 slots of every size.

Everything else remains as described before in Sect. 5.1.2.
The instances that were used in the following sections for the VRPHLB can be found under Grabenschweiger et al. (2020).
Table 2 Comparison with Mancini/Gansterer

| Instance | MIP |  | ILS |  | Metaheuristic |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BKS | Opt gap (\%) | gap ${ }^{\text {avg }}$ (\%) | t (s) | $\mathrm{f}^{\text {best }}$ | $\mathrm{f}^{\text {avg }}$ | $\mathrm{f}^{\text {worst }}$ | $\mathrm{t}^{\text {avg }}$ (s) | gap ${ }^{\text {best }}$ (\%) | gap ${ }^{\text {avg }}$ (\%) | gap ${ }^{\text {worst }}$ (\%) |
| r25_5_1 | 161.37 | 0.00 | 0.00 | 1.60 | 161.37 | 161.37 | 161.37 | 30.5 | 0.00 | 0.00 | 0.00 |
| r25_5_2 | 166.63 | 0.00 | 0.00 | 6.69 | 166.63 | 166.63 | 166.63 | 22.6 | 0.00 | 0.00 | 0.00 |
| r25_5_3 | 146.56 | 0.00 | 0.00 | 7.08 | 146.56 | 146.56 | 146.56 | 35.8 | 0.00 | 0.00 | 0.00 |
| r25_5_4 | 161.04 | 0.00 | 0.00 | 62.27 | 161.04 | 161.04 | 161.04 | 33.1 | 0.00 | 0.00 | 0.00 |
| r25_5_5 | 157.95 | 0.00 | 0.00 | 2.40 | 157.95 | 157.95 | 157.95 | 30.1 | 0.00 | 0.00 | 0.00 |
| r25_5_6 | 160.83 | 0.00 | 0.00 | 4.90 | 160.83 | 160.83 | 160.83 | 35.9 | 0.00 | 0.00 | 0.00 |
| r25_5_7 | 152.69 | 0.00 | 0.75 | 30.44 | 152.69 | 152.73 | 152.90 | 35.4 | 0.00 | 0.03 | 0.14 |
| r25_5_8 | 165.16 | 0.00 | 0.45 | 60.43 | 165.16 | 165.16 | 165.16 | 22.0 | 0.00 | 0.00 | 0.00 |
| r25_5_9 | 151.54 | 0.00 | 0.00 | 4.34 | 151.54 | 151.54 | 151.54 | 38.5 | 0.00 | 0.00 | 0.00 |
| r25_5_10 | 151.99 | 0.00 | 0.00 | 5.18 | 151.99 | 151.99 | 151.99 | 31.1 | 0.00 | 0.00 | 0.00 |
|  |  | Avg. | 0.12 | 18.53 |  |  |  | 31.5 | 0.00 | 0.00 | 0.01 |
| r50_5_1 | 266.80 | 0.00 | 0.94 | 263.50 | 266.80 | 267.50 | 267.68 | 200.1 | 0.00 | 0.26 | 0.33 |
| r50_5_2 | 267.97 | 0.00 | 2.19 | 224.99 | 267.97 | 268.49 | 269.82 | 197.3 | 0.00 | 0.19 | 0.69 |
| r50_5_3 | 273.05 | 5.29 | 3.13 | 352.20 | 273.05 | 273.05 | 273.05 | 188.4 | 0.00 | 0.00 | 0.00 |
| r50_5_4 | 268.89 | 0.00 | 3.91 | 171.50 | 268.89 | 268.89 | 268.89 | 170.8 | 0.00 | 0.00 | 0.00 |
| r50_5_5 | 271.32 | 0.00 | 1.32 | 303.90 | 271.32 | 271.60 | 272.69 | 256.3 | 0.00 | 0.10 | 0.51 |
| r50_5_6 | 268.32 | 0.00 | 3.62 | 293.90 | 268.32 | 268.32 | 268.32 | 241.4 | 0.00 | 0.00 | 0.00 |
| r50_5_7 | 253.18 | 0.00 | 3.41 | 145.70 | 253.18 | 253.18 | 253.18 | 219.5 | 0.00 | 0.00 | 0.00 |

Table 2 continued

| Instance | MIP |  | ILS |  | Metaheuristic |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BKS | Opt gap (\%) | gap ${ }^{\text {avg (\%) }}$ | t (s) | $\mathrm{f}^{\text {best }}$ | $\mathrm{f}^{\text {avg }}$ | $\mathrm{f}^{\text {worst }}$ | $\mathrm{t}^{\text {avg }}$ (s) | gap ${ }^{\text {best }}$ (\%) | gap ${ }^{\text {avg (\%) }}$ | gap ${ }^{\text {worst }}$ (\%) |
| r50_5_8 | 266.68 | 0.00 | 3.42 | 350.10 | 266.68 | 266.68 | 266.68 | 213.9 | 0.00 | 0.00 | 0.00 |
| r50_5_9 | 267.56 | 6.81 | 1.71 | 328.60 | 267.56 | 267.70 | 268.30 | 206.5 | 0.00 | 0.05 | 0.28 |
| r50_5_10 | 273.60 | 0.00 | 3.82 | 332.60 | 273.60 | 273.60 | 273.60 | 178.1 | 0.00 | 0.00 | 0.00 |
|  |  | Avg. | 2.75 | 276.70 |  |  |  | 207.2 | 0.00 | 0.06 | 0.18 |
| r75_5_1 | 362.33 | 9.70 | 0.60 | 647.60 | 358.50 | 359.57 | 361.20 | 757.8 | -1.06 | -0.76 | -0.31 |
| r75_5_2 | 383.73 | 11.10 | 0.12 | 660.72 | 372.52 | 374.88 | 377.38 | 749.4 | -2.92 | -2.31 | -1.65 |
| r75_5_3 | 377.57 | 13.55 | 4.02 | 804.05 | 375.72 | 378.42 | 380.12 | 623.8 | -0.49 | 0.23 | 0.68 |
| r75_5_4 | 395.68 | 11.79 | 0.66 | 840.28 | 387.94 | 388.59 | 391.19 | 577.3 | - 1.96 | -1.79 | -1.13 |
| r75_5_5 | 410.07 | 19.23 | -2.11 | 911.89 | 378.09 | 378.09 | 378.09 | 551.7 | -7.80 | -7.80 | -7.80 |
| r75_5_6 | 386.60 | 14.20 | 2.18 | 1001.57 | 377.79 | 380.50 | 382.32 | 769.9 | $-2.28$ | $-1.58$ | $-1.11$ |
| r75_5_7 | 378.68 | 9.21 | 2.90 | 670.05 | 377.10 | 378.35 | 379.44 | 646.4 | -0.42 | -0.09 | 0.20 |
| r75_5_8 | 378.07 | 12.84 | 2.71 | 752.47 | 365.39 | 366.77 | 367.96 | 678.0 | -3.35 | -2.99 | -2.67 |
| r75_5_9 | 379.16 | 16.77 | 2.93 | 680.17 | 372.78 | 373.18 | 373.45 | 781.5 | -1.68 | -1.58 | $-1.51$ |
| r75_5_10 | 360.79 | 3.25 | 3.33 | 754.99 | 361.44 | 361.64 | 362.11 | 832.8 | 0.18 | 0.24 | 0.37 |
|  |  | Avg. | 1.73 | 772.38 |  |  |  | 696.8 | -2.18 | $-1.84$ | -1.49 |
|  |  | Total avg. | 1.53 |  |  |  |  |  | -0.73 | -0.59 | -0.43 |

### 5.2.2 The cost of packing

We now want to get an insight on what we call the cost of packing. We compare the two different models for tackling the problem with heterogeneous locker boxes, which we formulated in Sect. 3.1 with unit-size locker boxes and parcels and in Sect. 3.2 with multi-size locker box stations and parcels taking into account packing of the different sized parcels.

When we solve the problem with unit-size locker boxes and parcels, we use the instance that was generated with different sizes and add up parcels and capacities. In more detail, we add up the demands of the different sizes of a customer to get the unified, total demand of that customer; we also add up the capacities of the different sizes of a locker box station to get the total capacity of that locker box station.

Then we also solve the problem according to the multi-size model, where packing decisions are included when feasibility of locker box station capacity is checked or when capacity usage is reduced. For the multi-size model, we just take the instance as given.

Table 3 shows the obtained results; " f " gives the total cost, "HD" the number of customers that are served at home, "stations" the number of used locker box stations and "vehicles" the number of used vehicles in the solution. All values are averaged over 5 runs.

The percentage gap reports the difference of the multi-size model to the unit-size model in terms of total cost. We can see that, on average, over all instances, the multisize model is $1.57 \%$ more expensive than the unit-size model. This value is not as high as one would expect. A reason for that may lie in the compensation cost which may induce in both models equally well balanced solutions with respect to routing and compensation costs, since it is rather the cost for compensating locker box customers than the restriction on locker box capacity that prevents serving more customers at locker box stations. Thus, with a lower compensation value $c$ the cost of packing may increase since capacity constraints may become binding earlier in the multi-size model where feasible packing is required.

Moreover, we observe that the cost of packing is $2.06 \%$ on average higher for the small instances compared to $1.32 \%$ and $1.34 \%$ for the medium and large instances. This could be due to the fact that, for small instances, it is more significant that the different sized parcels are packed properly and feasibly into the different sized slots, while for larger instances this effect evens out over the larger number of locker box customers.

Another observation is that, for some of the large instances, the average number of customers that are served at home in the multi-size model is lower than that in the unit-size model. One may think that, on the contrary, more customers have to be served at home when packing is taken into account, since more capacity may be used, leaving less space for other customers to be served at locker boxes. This unexpected result can be explained with the already described characteristics of the problem, that is, the compensation cost and the lower importance of proper packing with an increasing number of locker box customers.
Table 3 The cost of packing

| Instance | Unit-size model |  |  |  | Multi-size model |  |  |  | f gap (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bar{f}$ | HD | Stations | Vehicles | f | HD | Stations | Vehicles |  |
| r25_5_1 | 161.37 | 8.0 | 4.0 | 1.0 | 169.43 | 8.2 | 5.0 | 1.6 | 4.99 |
| r25_5_2 | 166.63 | 5.0 | 4.0 | 1.0 | 166.63 | 5.0 | 4.0 | 1.0 | 0.00 |
| r25_5_3 | 145.01 | 9.0 | 2.0 | 1.0 | 147.55 | 9.6 | 2.0 | 1.0 | 1.75 |
| r25_5_4 | 161.04 | 6.0 | 3.0 | 1.0 | 161.04 | 6.0 | 3.0 | 1.0 | 0.00 |
| r25_5_5 | 157.95 | 8.0 | 4.0 | 1.0 | 162.78 | 8.0 | 4.0 | 1.0 | 3.06 |
| r25_5_6 | 162.39 | 7.0 | 4.0 | 1.0 | 167.93 | 10.2 | 4.0 | 1.2 | 3.41 |
| r25_5_7 | 150.85 | 9.0 | 2.0 | 1.0 | 154.10 | 10.0 | 3.0 | 1.0 | 2.15 |
| r25_5_8 | 165.16 | 7.0 | 4.0 | 1.0 | 170.89 | 9.0 | 4.0 | 1.0 | 3.47 |
| r25_5_9 | 151.54 | 9.0 | 3.0 | 1.0 | 151.54 | 9.0 | 3.0 | 1.0 | 0.00 |
| r25_5_10 | 151.99 | 6.0 | 3.0 | 1.0 | 154.70 | 9.2 | 3.0 | 2.0 | 1.79 |
| Avg. | 157.39 | 7.4 | 3.3 | 1.0 | 160.66 | 8.4 | 3.5 | 1.2 | 2.06 |
| r50_5_1 | 266.80 | 18.0 | 4.0 | 2.0 | 266.80 | 18.0 | 4.0 | 2.0 | 0.00 |
| r50_5_2 | 268.11 | 15.8 | 4.0 | 2.0 | 271.02 | 16.4 | 4.2 | 2.0 | 1.09 |
| r50_5_3 | 273.05 | 13.0 | 4.0 | 1.0 | 273.30 | 13.4 | 4.0 | 1.0 | 0.09 |
| r50_5_4 | 268.89 | 13.0 | 4.0 | 1.0 | 283.37 | 20.8 | 5.0 | 2.0 | 5.39 |

Table 3 continued

| Instance | Unit-size model |  |  |  | Multi-size model |  |  |  | f gap (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | f | HD | Stations | Vehicles | $\bar{f}$ | HD | Stations | Vehicles |  |
| r50_5_5 | 271.60 | 18.0 | 4.0 | 1.2 | 274.24 | 22.8 | 5.0 | 2.0 | 0.97 |
| r50_5_6 | 268.32 | 17.0 | 4.0 | 1.0 | 275.74 | 20.6 | 4.4 | 1.4 | 2.77 |
| r50_5_7 | 253.18 | 17.0 | 4.0 | 1.0 | 253.18 | 17.0 | 4.0 | 1.0 | 0.00 |
| r50_5_8 | 266.68 | 21.0 | 4.0 | 2.0 | 266.99 | 21.8 | 4.0 | 2.0 | 0.12 |
| r50_5_9 | 268.30 | 18.0 | 4.0 | 2.0 | 270.69 | 21.6 | 4.2 | 2.0 | 0.89 |
| r50_5_10 | 273.60 | 13.0 | 4.0 | 1.0 | 278.67 | 12.0 | 5.0 | 1.0 | 1.85 |
| Avg. | 267.85 | 16.4 | 4.0 | 1.4 | 271.40 | 18.4 | 4.4 | 1.6 | 1.32 |
| r75_5_1 | 359.28 | 40.0 | 3.0 | 3.0 | 361.18 | 39.6 | 3.6 | 2.4 | 0.53 |
| r75_5_2 | 375.65 | 22.8 | 4.0 | 1.8 | 376.77 | 30.8 | 4.4 | 2.2 | 0.30 |
| r75_5_3 | 378.92 | 31.6 | 4.2 | 2.0 | 379.90 | 36.2 | 4.4 | 2.2 | 0.26 |
| r75_5_4 | 389.65 | 26.8 | 4.2 | 1.6 | 390.41 | 22.4 | 5.0 | 1.6 | 0.19 |
| r75_5_5 | 378.96 | 18.2 | 4.2 | 2.0 | 391.17 | 26.6 | 5.0 | 2.2 | 3.22 |
| r75_5_6 | 380.28 | 32.8 | 4.0 | 2.6 | 381.15 | 34.2 | 4.4 | 2.8 | 0.23 |
| r75_5_7 | 377.91 | 28.8 | 4.0 | 2.0 | 378.48 | 26.6 | 5.0 | 2.4 | 0.15 |
| r75_5_8 | 366.41 | 28.0 | 4.4 | 2.4 | 367.68 | 28.2 | 5.0 | 2.4 | 0.35 |
| r75_5_9 | 372.85 | 36.0 | 3.6 | 3.0 | 374.14 | 36.0 | 4.0 | 3.0 | 0.35 |
| r75_5_10 | 361.44 | 39.6 | 3.4 | 4.0 | 362.31 | 38.0 | 4.2 | 3.4 | 0.24 |
| Avg. | 374.13 | 30.5 | 3.9 | 2.4 | 376.32 | 31.9 | 4.5 | 2.5 | 1.34 |
| Total avg. | 266.46 | 18.1 | 3.7 | 1.6 | 269.46 | 19.6 | 4.1 | 1.8 | 1.57 |

### 5.2.3 Configuration of locker box stations

We now analyze the relation between different demand scenarios and different locker box station configurations and their impact on total costs.

For this purpose, we generate four different demand scenarios varying in the percentage regarding the number of parcels that are of small, medium, and large size.

- demand333: This is the base case of Sect. 5.1.2, where each size is equally likely to appear. Thus, across all customers there will be in total around $1 / 3$ small parcels, $1 / 3$ medium parcels, and $1 / 3$ large parcels.
- demand622: $60 \%$ S, $20 \%$ M, $20 \%$ L
- demand262: $20 \%$ S, $60 \%$ M, $20 \%$ L
- demand226: $20 \%$ S, $20 \%$ M, $60 \%$ L

We further generate four different configuration scenarios of locker box stations. For that we assume that the total size of a station remains unchanged across all configuration scenarios. The total size of a station is the one of the base configuration where there are the same number of slots for each size (as described in Sect. 5.2.1). Each slot adds to the total size correspondent to its slot size. Therefore, total size of a station $k$ can be calculated by $1 * Q_{k 1}+2 * Q_{k 2}+4 * Q_{k 3}$. The four configuration types vary in the share of total size that corresponds to a certain slot size. A different total number of slots arises in every scenario, because, for example, when most of the space is used for small slots, a higher number of slots can become available in total compared to when most of the space is used for large slots.

The four configuration types are as follows:

- config333: $1 / 3$ of the total size corresponds to slots of size $S, 1 / 3$ to slots of size $M$, and $1 / 3$ to slots of size $L$.
- config622: $60 \%$ S, $20 \% \mathrm{M}$, and $20 \% \mathrm{~L}$
- config262: $20 \%$ S, $60 \% \mathrm{M}$, and $20 \% \mathrm{~L}$
- config226: $20 \% \mathrm{~S}, 20 \% \mathrm{M}$, and $60 \% \mathrm{~L}$

Each demand scenario is then compared to each configuration. The proposed metaheuristic is used to solve the problems according to the multi-size model with packing.

The results can be found in Table 4. The values shown are the total costs averaged over all instances of the group of small, medium, large instances. Total average values over all instances are also given for each demand scenario and each configuration.

One can observe that across all demand scenarios, config226, that is, the one where most of the space is used for large slots, always gives the best solutions. The second best configuration is config 333 where the space is shared equally between the different slot sizes. The configurations config622 and config262 are worst in every demand scenario. The cost difference between the different configurations becomes bigger when more parcels are of medium or large size.

The observation that config226 works best for demand scenarios with a lot of large parcels is not surprising, since large parcels can only be packed into large slots. However, the fact that it also performs well for scenario demand622, where most of the parcels are small, is somewhat unexpected. One possible explanation can be that in instances with many small parcels also, there will likely be many customers that have
Table 4 Configuration of locker box stations

| Instance | config333 | config622 | config262 | config226 | Instance | config333 | config622 | config262 | config226 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| demand333 | demand622 |  |  |  |  |  |  |  |  |
| r25_5 avg. | 172.47 | 182.82 | 182.68 | 160.75 | r25_5 avg. | 159.31 | 165.46 | 164.48 | 157.22 |
| r50_5 avg. | 282.90 | 296.53 | 295.88 | 271.22 | r50_5 avg. | 272.18 | 280.09 | 277.93 | 268.18 |
| r75_5 avg. | 383.44 | 401.99 | 402.50 | 375.21 | r75_5 avg. | 378.33 | 388.77 | 388.38 | 373.27 |
| Total avg. | 279.60 | 293.78 | 293.69 | 269.06 | Total avg. | 269.94 | 278.10 | 276.93 | 266.22 |
| demand262 |  |  |  |  | demand226 |  |  |  |  |
| r25_5 avg. | 164.71 | 173.44 | 172.48 | 159.08 | r25_5 avg. | 187.12 | 202.44 | 202.38 | 168.66 |
| r50_5 avg. | 274.53 | 284.01 | 285.02 | 268.40 | r50_5 avg. | 290.57 | 311.52 | 311.95 | 276.34 |
| r75_5 avg. | 381.62 | 398.57 | 397.14 | 375.79 | r75_5 avg. | 397.19 | 422.47 | 422.98 | 380.05 |
| Total avg. | 273.62 | 285.34 | 284.88 | 267.76 | Total avg. | 291.63 | 312.14 | 312.44 | 275.02 |

many small parcels and these can be stored together in a large box. Furthermore, even when $60 \%$ of the space is used for large slots and $20 \%$ for small and medium slots, a comparably high number of small and medium slots is still available since they do not need to use so much space.

Moreover, when comparing a configuration across the four demand scenarios, it can be seen that total costs increase when more parcels of larger size are present in the problem. This can be, on the one hand, due to the fact that more locker box stations may be needed to serve a comparable number of customers at locker boxes. On the other hand, capacity at locker box stations may be used up earlier, thus allowing for less customers to be served at locker boxes, which may lead to a worse trade-off between routing and compensation costs.

## 6 Conclusion

We presented the vehicle routing problem with heterogeneous locker boxes. A mathematical formulation was given for the problem with unit-size locker boxes and parcels where no packing decisions have to be taken and for the complete problem with multisize locker box stations and parcels where packing is part of the problem. Furthermore, a metaheuristic solution method was proposed. The numerical experiments for small self-generated instances with unit-size locker boxes and parcels show that the metaheuristic provides for every instances the optimal solution or a new BKS (in case the exact model did not find the proven optimal solution within the given time limit of $12 \mathrm{~h})$. We solved instances from the literature for the problem with one request and one size and compared the results obtained with our proposed metaheuristic method to those from the literature. Our metaheuristic method performs better with respect to solution quality and it is competitive with respect to runtime. It can find the optimal solution for every instance or can give a new BKS. For the problem with different locker box and parcel sizes, we extended the instances from the literature and added information about demand for different sized parcels and capacity information for different sized slots at the locker box stations. We then compared the unit-size model (without packing) to the multi-size model (with packing) and found that the cost of packing is $1.57 \%$ which is not as high as one would expect. However, we concluded that this behavior depends on the choice of the compensation cost value $c$; with a lower compensation value the cost of packing may increase, since capacity constraints may become more binding in the multi-size model where feasible packing is required. As the last part of our computational study, we generated different configuration settings for the locker box stations, which vary in terms of how the total space of a station is shared among slots of the different size categories and different demand scenarios which vary in the percentage of the number of parcels that are of small, medium, and large size. We then compared each configuration to each demand scenario and observed that across all demand scenarios, the configuration where most of the space is used for large slots gives on average the best solution. The second best configuration is one where the space is shared equally between the different slot sizes. The configurations where most of the slots are small or medium sized should not be chosen in the
given setting. Moreover, the results show that total costs are highest when we face a demand scenario with many large parcels.

Acknowledgements The financial support by the Austrian Federal Ministry for Digital and Economic Affairs and the National Foundation for Research, Technology and Development and the Christian Doppler Research Association is gratefully acknowledged.

Funding Open Access funding provided by University of Vienna.
Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

## References

Campbell AM, Savelsbergh M (2004) Efficient insertion heuristics for vehicle routing and scheduling problems. Transport Sci 38(3):369-378
Delorme M, Iori M (2020) Enhanced pseudo-polynomial formulations for bin packing and cutting stock problems. INFORMS J Comput 32(1):101-119
Friesen DK, Langston MA (1986) Variable sized bin packing. SIAM J Comput 15(1):222-230
Fuellerer G, Doerner KF, Hartl RF, Iori M (2009) Ant colony optimization for the two-dimensional loading vehicle routing problem. Comput Oper Res 36(3):655-673
Gendreau M, Laporte G, Semet F (2004) Heuristics and lower bounds for the bin packing problem with conflicts. Comput Oper Res 31(3):347-358
Grabenschweiger J, Doerner KF, Hartl RF, Savelsbergh MWP (2020) The vehicle routing problem with heterogeneous locker boxes (instances). Mendeley Data V1. https://doi.org/10.17632/8xrvghrkbn. 1
Haouari M, Serairi M (2009) Heuristics for the variable sized bin-packing problem. Comput Oper Res 36(10):2877-2884
Hemmelmayr VC, Cordeau J-F, Crainic TG (2012) An adaptive large neighborhood search heuristic for two-echelon vehicle routing problems arising in city logistics. Comput Oper Res 39(12):3215-3228
Iori M, Salazar-González J-J, Vigo D (2007) An exact approach for the vehicle routing problem with two-dimensional loading constraints. Transport Sci 41(2):253-264
Jansen K (1999) An approximation scheme for bin packing with conflicts. J Comb Optim 3(4):363-377
Kang J, Park S (2003) Algorithms for the variable sized bin packing problem. Eur J Oper Res 147(2):365372
Kovacs AA, Parragh SN, Doerner KF, Hartl RF (2012) Adaptive large neighborhood search for service technician routing and scheduling problems. J Sched 15(5):579-600
Lloyd S (1982) Least squares quantization in PCM. IEEE Trans Inf Theory 28(2):129-137
Mancini S, Gansterer M (2020a) VRP with private and shared delivery locations (instances). Mendeley Data V1. https://doi.org/10.17632/55x6z7r5bf. 1
Mancini S, Gansterer M (2020b) VRP with private and shared delivery locations. Technical report, University of Klagenfurt, Department of Operations, Energy, and Environmental Management
Orenstein I, Raviv T, Sadan E (2019) Flexible parcel delivery to automated parcel lockers: models, solution methods and analysis. EURO J Transport Logist 8(5):683-711
Ortega EJA, Schilde M, Doerner KF (2020) Matheuristic search techniques for the consistent inventory routing problem with time windows and split deliveries. Oper Res Perspect 7:100-152
Reyes D, Savelsbergh M, Toriello A (2017) Vehicle routing with roaming delivery locations. Transport Res Part C Emerg Technol 80:71-91
Ropke S, Pisinger D (2006) An adaptive large neighborhood search heuristic for the pickup and delivery problem with time windows. Transport Sci 40(4):455-472

Savelsbergh M, Van Woensel T (2016) 50th anniversary invited article-city logistics: challenges and opportunities. Transport Sci 50(2):579-590
Schwerdfeger S, Boysen N (2020) Optimizing the changing locations of mobile parcel lockers in last-mile distribution. Eur J Oper Res 285(3):1077-1094
Sitek P, Wikarek J (2019) Capacitated vehicle routing problem with pick-up and alternative delivery (CVRPPAD): model and implementation using hybrid approach. Ann Oper Res 273(1-2):257-277
Solomon MM (1987) Algorithms for the vehicle routing and scheduling problems with time window constraints. Oper Res 35(2):254-265
Zhou L, Baldacci R, Vigo D, Wang X (2018) A multi-depot two-echelon vehicle routing problem with delivery options arising in the last mile distribution. Eur J Oper Res 265(2):765-778

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

## Affiliations

Jasmin Grabenschweiger ${ }^{1}$ • Karl F. Doerner ${ }^{1}$ • Richard F. Hartl ${ }^{2}$. Martin W. P. Savelsbergh ${ }^{3}$

Karl F. Doerner

karl.doerner@univie.ac.at
Richard F. Hartl
richard.hartl@univie.ac.at
Martin W. P. Savelsbergh
martin.savelsbergh@isye.gatech.edu
1 Josef Ressel Center for Adaptive Optimization in Dynamic Environments, Department of Business Decisions and Analytics, University of Vienna, Vienna, Austria
2 Department of Business Decisions and Analytics, University of Vienna, Vienna, Austria
3 H. Milton Stewart School of Industrial and Systems Engineering, Georgia Institute of Technology, Atlanta, USA


[^0]:    Jasmin Grabenschweiger
    jasmin.grabenschweiger@univie.ac.at
    Extended author information available on the last page of the article

