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Abstract
Warm season moist diurnal convection can be particularly sensitive to changes in land surface characteristics such as snow 
cover and soil moisture. Over regions of mountainous terrain, climate change is expected to reduce snow cover along the low-
elevation seasonal snowpack margin. These snow reductions alter surface albedo and soil moisture content, leading to changes 
in surface fluxes and alterations in mesoscale orographic circulations that act to transport moisture and provide ascent. A set 
of convection-permitting regional climate simulations centered on the Rocky Mountains of Colorado are conducted from 
April through July across a period of 12 years (2002–2013). These include a reanalysis forced control run (CTR), a pseudo 
global warming run (PGW), and an additional altered land surface run (DSURF) used to isolate the effects of the snow 
albedo and soil moisture changes on orographic convection. Over the mountains, daytime hourly precipitation accumulation 
(0900–1800 MST) decreased in PGW by an average of 4.2% while precipitation in DSURF increased by 12.5%. On days with 
weak synoptic forcing, the PGW response more closely follow the DSURF response with daytime hourly increases averaging 
29.7% for PGW and 28.7% for DSURF. For PGW, hourly daytime precipitation intensity increases of up to 82% overcome 
reductions in precipitation frequency to produce higher accumulations. DSURF shows smaller increases in intensity of up 
to 23% and broad increases in daytime frequency indicating that surface changes act to moderate reductions in the frequency 
of convective precipitation. Reduced snow cover contributes to this convective response by increasing convective instability 
and boundary layer moisture and decreasing lifting condensation level over the high terrain. Alterations in orographic ther-
mal circulations contribute to this response by converging moisture over the high terrain and enhancing mesoscale ascent.

Keywords  Orographic convection · Convection permitting modeling · Land surface-atmosphere interactions · Regional 
climate

1  Introduction

In the event of prevailing flow traveling over a mountain bar-
rier, orographic ascent may cause lifted air to become satu-
rated, leading to condensation of clouds and precipitation in 
the form of rain or snow. In the absence of strong prevailing 
flow, thermally forced orographic circulations can also initi-
ate convective clouds and precipitation through orographic 
ascent (e.g, Kirshbaum et al. 2018). Within the western 
United States, diurnal orographic convective precipitation 

is a recurring feature of warm season weather and largely 
contributes to local spatial maxima in thunderstorm occur-
rence (Wallace 1975; Carbone and Tuttle 2008). Typically, 
the warm season over the Intermountain West is character-
ized by weak large-scale forcing (Davis and Walker 1992). 
As such, diurnal convection is often forced locally over 
orography.

Local circulations driven by thermal contrasts between 
elevated terrain and the adjacent free atmosphere can help 
to initiate convection through leeside convergence zones 
during the day between upslope thermal flow and down-
wardly mixed prevailing synoptic flow (Banta 1984; Pielke 
2001). These convergence zones also increase local insta-
bility through heat and moisture convergence (Barthlott 
et al. 2006; Mahrt 2006). Alternatively, observations taken 
during the CuPIDO field campaign in the Santa Catalina 
Mountains of Arizona by Demko and Geerts (2010) suggest 
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that convective initiation can also occur independent of 
mesoscale convergence, triggered through elevated destabi-
lization and an extension of the convective boundary layer. 
Kalthoff et al. (2011) similarly highlight the importance 
of elevated instability, noting a distinct reduction in con-
vective inhibition (CIN) for mountain observation sites in 
Germany’s Black Forest when compared to low-elevation 
sites as part of the Convective and Orographically-Induced 
Precipitation Study.

This dependence on local mechanisms for convective 
initiation makes convective precipitation influenced by 
topography highly sensitive to land surface characteristics, 
including snow cover and soil moisture. Snow cover can 
considerably impact local temperatures through its alteration 
of surface albedo and thermal properties (Cohen and Rind 
1991). These modifications of the local temperature and 
energy budget can drive or modulate thermally forced cir-
culations. Observations show that “snow breezes” can occur 
near the boundary between snow and bare ground on clear 
sky days with weak background flow (Taylor et al. 1998). 
Snow breezes over mountains can interact with topography 
to facilitate daytime drainage flow through suppression of 
the temperature gradient that drives thermal upslope flow 
(Segal et al. 1991). These drainage flows may increase con-
vergence near the snow margin through interaction with 
upslope flow over snow free regions. High-resolution large-
eddy simulations show that the contrast between snow-
covered and snow-free ground can drive buoyancy induced 
flows that play an important role in the distribution of sur-
face sensible heat fluxes (Mott et al. 2015).

Furthermore, soil moisture can also have a considerable 
impact on orographic convection (Imamovic et al. 2017). 
The spatial variability of soil moisture can be related to the 
spatial variability of snow cover due to the dependence of 
soil moisture on replenishment through snow melt (Williams 
et al. 2009). Soil moisture can have a considerable impact 
on rainfall through the soil-moisture precipitation feedbacks 
(e.g., Findell and Eltahir 1997). However, results vary with 
regards to the sign of the feedback. Over wet soils, enhanced 
convection can be caused by a combination of a reduction 
in the level of free convection and an increase in the con-
centration of moist static energy within the boundary layer 
(Schär et al. 1999; Eltahir 1998; Zhou and Geerts 2013). 
On the other hand, over dry soils, enhanced convection can 
be caused by an increase in the magnitude of dynamic forc-
ing through invigorated thermal circulations and turbulent 
sensible heat fluxes that overcome increases in local stability 
(Wetzel et al. 1996; Taylor and Ellis 2006; Hauck et al. 2011; 
Barthlott and Kalthoff 2011). The sign of this feedback is 
dependent upon the long term soil moisture distribution 
(Rodriguez-Iturbe et al. 1991; Grayson et al. 1997) and can 
vary both seasonally and regionally (Ferguson and Wood 
2011; Roundy et al. 2013; Song et al. 2016). Recent work 

has also demonstrated that the simulated soil moisture-pre-
cipitation feedback can be dependent on the heterogeneity of 
the soil moisture (Baur et al. 2018). In idealized convection-
permitting ensembles, dry soil heterogeneity can induce a 
negative soil moisture-precipitation feedback that weakens 
with increasing terrain height (Imamovic et al. 2017). Over 
the European Alps, Hohenegger et al. (2009) show that the 
sign of this response can depend upon model grid spacing 
and the use of a convective parameterization. Similar to Ima-
movic et al. (2017) they note that, at convection-permitting 
resolutions, drier soils lead to stronger turbulent heat fluxes 
that dynamically overcome stable layers aloft, leading to 
a negative soil moisture-precipitation feedback. Similar 
convection-parameterizing simulations at 12 km were also 
outperformed by convection-permitting simulations when 
determining the frequency and location of heavy precipita-
tion events for the same region (Ban et al. 2014). Froidevaux 
et al. (2014) synthesize these results, using idealized cloud 
resolving simulations, and show how both a positive and 
negative soil moisture-precipitation feedback can exist 
dependent on the backgrounds winds. Similar to prior con-
vection permitting simulations (e.g., Hohenegger et al. 2009; 
Ban et al. 2014), convective initiation is favored over dry 
soils. However, in an environment with stronger background 
winds, these storms may propagate over wetter soils where 
the intensification and maintenance of convection is favored.

Recently, regional climate models (RCM) at convection-
permitting scales have been used to examine changes in 
convective precipitation over the United States. In regions 
of high terrain, these simulations prove particularly use-
ful because of their ability to capture complex snow and 
soil moisture patterns across the terrain and simulate fine-
scale interactions between the atmosphere and topography 
(Di Luca et al. 2012; Prein et al. 2015; Kendon et al. 2017; 
Scaff et al. 2019). Prein et al. (2017) examined the change 
in distribution of convective precipitation events using out-
put from a continental-scale convection-permitting RCM, 
finding that extreme summertime precipitation events show 
an increase for the entire domain due to increases in atmos-
pheric moisture content while moderate precipitation events 
substantially decrease across large areas in the Great Plains 
and Midwestern United States but increase over the Inter-
mountain West. Rasmussen et al. (2017) use the same simu-
lations to examine changes in convective precipitation over 
the continental United States. They find a clear decrease 
in weak precipitation events (simulated reflectivity of 0–20 
dBZ) and an increase in extreme precipitation events (50–60 
dBZ). They connect these to changes in the convective envi-
ronment, specifically, increases in both mixed layer convec-
tive available potential energy (MLCAPE) and mixed layer 
convective inhibition (MLCIN) for May and June. Looking 
at the regional response, there is a persistent increase in the 
frequency of precipitation events ranging from 20 to 50 dBZ 
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over the Intermountain West. These results agree with simi-
lar studies over the European Alps that also note a shift in 
the distribution of precipitation events towards less frequent, 
more intense systems (Ban et al. 2015; Giorgi et al. 2016).

Over the Rocky Mountains, anthropogenic climate change 
is expected to coincide with large reductions in snow cover 
(Rasmussen et al. 2011; Gao et al. 2011; Wi et al. 2012; 
Rasmussen et al. 2014; Liu et al. 2017; Truettner et al. 2019) 
and soil moisture (Wang 2005; Sheffield and Wood 2008; 
Zhao and Dai 2015; Mankin et al. 2017) which may influ-
ence the response of convective precipitation. Within this 
region, reductions in albedo associated with snow loss are 
the dominant driver of spatial variability in simulated winter 
and springtime warming through the snow-albedo feedback 
(SAF) (Letcher and Minder 2015; Rupp et al. 2017; Minder 
et al. 2018). Letcher and Minder (2017) analyzed high-res-
olution RCM simulations to examine the effects of SAF-
modulated warming patterns on mountain slope circulations 
over the Rockies. They found that locally enhanced warm-
ing over mountains due to the SAF drove enhanced daytime 
upslope flow. These changes in slope winds also resulted in 
a convective response with an increase in clouds simulated 
along the snowpack margin. On a broader scale, Letcher and 
Minder (2018) perform a similar experiment looking at the 
relationship between projected snow cover reductions and 
the Front Range Mountain-Plain Circulation. They found 
that reduced snow cover resulted in a more vigorous daytime 
upslope branch of the solenoidal circulation. An enhanced 
convective response was also detected over the convergence 
zone between snow-covered and bare ground. However, the 
12-km grid spacing used in the study mandated the use of a 
convective parameterization which adds uncertainty to fidel-
ity of the simulated convective response.

To more closely examine the response of orographic con-
vection to snow cover, this study uses convection-permitting 
numerical simulations to address how changes in snow cover 
and soil moisture contribute to changes in convective pre-
cipitation over the Rocky Mountains. We hypothesize that 
reductions in snow cover will lead to strengthened local ther-
mal circulations and reductions in local stability that in turn 
will lead to increases in convective rainfall.

Section 2 describes the model, experimental configura-
tion, and analysis techniques. Results from these experi-
ments are presented in Sect. 3, with an emphasis placed on 
changes in diurnal convective precipitation and how surface 
conditions may affect these changes, via modification of the 
local thermodynamical environment and thermally driven 
mesoscale circulations. Lastly, conclusions will be discussed 
in Sect. 4.

2 � Methodology

We perform three sets of RCM experiments using version 
3.8.1 of the Weather Research and Forecasting (WRF) 
Model (Skamarock et al. 2008). Model configuration is sum-
marized in Table 1. These experiments include a control run, 
a run designed to represent a future climate, and an addi-
tional run dedicated to isolating the influence of snow cover 
and soil moisture changes. The domain is centered on the 
Colorado Rocky Mountains (Fig. 1). The model is initialized 
and forced on the lateral boundaries using output from a set 
of continental-scale convection-permitting RCM simulations 
(CONUS) forced by ERA-interim reanalysis data (Liu et al. 
2017). Compared to SNOTEL observation sites and PRISM 
gridded observations, the CONUS simulations show a per-
sistent positive bias in total May–Oct seasonal precipitation 
over the Colorado Front Range of approximately 20% (Liu 
et al. 2017). This wet bias can partially be attributed to a 
tendency for the CONUS simulation to initiate precipitation 
more frequently based on comparison to Stage IV observa-
tions (Dai et al. 2017). Further comparison of the CONUS 
simulation against the Stage IV and SNOTEL observational 
datasets again show a wet bias but with very good agree-
ment on the timing and propagation of afternoon precipita-
tion over the Rocky Mountains (Scaff et al. 2019). Given 
the emphasis on surface conditions, the Noah land surface 
model with multiparameterization options (Noah-MP) is 
used as it offers a sophisticated multi-layered approach for 
handling snow cover and vegetation (Niu et al. 2011). Soil 
moisture is paramaterized by Noah-MP across the top 2 m 
of the land surface using four layers that are 0–10, 10–40, 

Table 1   WRF configuration for 
all simulations

Model parameter Configuration

Time 0000 UTC 25 March-0000 UTC 1 June (2002–2013)
Horizontal grid spacing 4 km
Initial and lateral boundary conditions 4 km continental-scale RCM simulations (Liu et al. 2017)
Microphysics Thompson (Thompson et al. 2004)
Radiation RRTMG (Iacono et al. 2008)
Boundary layer Yonsei University (YSU) (Hong et al. 2006)
Cumulus None
Land surface model Noah-MP (Niu et al. 2011)
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40–100, and 100–200 cm thick. Additionally, we use a con-
vection-permitting horizontal grid spacing of 4-km with 45 
vertical model levels in order to accurately model diurnal 
convection and its response to changes in snow cover and 
soil moisture.

All simulations are run from 25 March until 31 May each 
year for a 12 year period extending from 2002 through 2013. 
The first week is used to spin-up the model and is not consid-
ered during analysis. We choose April and May to focus on 
a period in which strong solar insolation overlaps with sub-
stantial regional snow cover. During this period, reductions 
in snow cover along the high-elevation snowpack margin can 
strongly enhance localized warming via the SAF (Letcher 
and Minder 2015) and strengthen thermally driven circula-
tions (Letcher and Minder 2017, 2018) at a time of year 
when the primary mode of convective initiation becomes 
less synoptically driven (Davis and Walker 1992) and thus 
more sensitive to land surface perturbations.

The first experiment, control (CTR), seeks to mimic the 
CONUS RCM experiments performed by Liu et al. (2017) 
and is intended to be representative of the current climate. 
The second experiment uses the pseudo-global warming 
(PGW) technique to emulate the thermodynamic environ-
ment of a future climate (e.g., Schär et al. 1996; Rasmus-
sen et al. 2011). The PGW approach calculates a mean 
climate perturbation and applies it to the lateral boundary 

conditions. The advantage of this technique is that it allows 
for the preservation of synoptic scale patterns, minimizing 
the change in internal climate variability between simula-
tions, offering an estimate of the potential impacts of climate 
warming absent of any alterations in the large-scale flow 
(Schär et al. 1996). Perturbed initial and lateral boundary 
conditions are acquired from a separate series of CONUS 
PGW experiments performed by Liu et al. (2017). The per-
turbations applied to the boundary conditions in the CONUS 
simulations were derived from the RCP8.5 CMIP5 ensemble 
monthly mean difference between a 30-years end of cen-
tury period (2070–2100) and the present (1975–2005). The 
RCP8.5 scenario (Riahi et al. 2011) is representative of a 
pathway with high, but plausible, greenhouse gas emissions 
and radiative forcing, which lead to large end-of-century 
warming in the CMIP5 ensemble (Collins et al. 2013). The 
use of this relatively strong forcing contributes to substantial 
snow loss and snow albedo feedbacks (e.g. Minder et al. 
2018) that facilitate the diagnosis of the processes stud-
ied here. Actual future snow loss and the corresponding 
atmospheric response may be weaker if a lower concentra-
tion pathway occurs. These climate perturbations varied 
spatially and were updated monthly. The fields perturbed 
include temperature, specific humidity, horizontal wind, 
geopotential, sea surface temperature, sea level pressure, and 
sea ice. Soil temperature is also perturbed but only during 

Fig. 1   WRF regional climate 
model domain. Elevation from 
the 4-km model grid resolution 
is shaded. The two regions con-
tained within the black dashed 
contours correspond to the 
domains used for averaging in 
Figs. 3, 4, 6, 7. The red dashed 
box transecting the Colorado 
Front Range corresponds to the 
region used for spatial averaging 
in the cross sections in Fig. 12
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the intialization period and is then allowed to freely evolve. 
Spectral nudging is also employed by Liu et al. (2017) to 
inhibit any inconsistencies that may occur during long-
term simulations. Nudging only occurs above the boundary 
layer height and only spectral scales of around 2000 km are 
nudged. Additionally, to be consistent with the methodol-
ogy performed in Liu et al. (2017), we adjust the radiative 
transfer scheme to account for increased concentrations of 
greenhouse gases including CO2, N2O, and CH4 based on 
global mean prescribed concentrations for 2085 from the 
RCP8.5 emissions scenario (Riahi et al. 2007).

A third delta surface experiment (DSURF) is run to iso-
late the role of surface snow cover and soil moisture changes 
in modifying orographic convection under climate warming. 
This experiment uses the same lateral boundary conditions 
and initial conditions as CTR but artificially fixes the snow 
water equivalent, snow depth, and soil moisture to be equal 
to that of the PGW simulation. Soil temperature is not per-
turbed in DSURF. Instead, it is allowed to evolve interac-
tively in response to the prescribed snow and soil perturba-
tions, consistent with the parameterized physical processes 
in Noah-MP. These fields are reset at every timestep and 
the values are updated hourly based on output from CTR. 
Thus, DSURF simulates the effects of reduced snow cover 
and altered soil moisture from a future climate state absent 
the PGW atmospheric forcing. Through comparison of this 
experiment to CTR, we isolate and quantify the effect these 
changing land surface variables have on convection.

Additional preliminary work not used in the analysis was 
performed to gauge model sensitivity to the perturbed varia-
bles. A modified DSURF simulation was performed wherein 
just snow water equivalent and snow depth were perturbed 
without the soil moisture perturbations. Comparison of these 
simulations to DSURF showed little change in the overall 
response due to the inclusion of soil moisture. However, as 
springtime soil moisture is strongly determined by snowmelt 
(e.g. Williams et al. 2009), we fixed both soil moisture and 
snow to maintain consistency.

We limit most of our analysis to days with minimal syn-
optic forcing so as to better isolate the mesoscale thermal 
circulations that often help to initiate convection over com-
plex terrain and concentrate on periods most strongly influ-
enced by the land surface. Using an approach similar to that 
used in Stewart et al. (2002) and Letcher and Minder (2017), 
days are considered sufficiently synoptically weak if they 
meet two criteria: the ratio of full model domain averaged 
downwelling shortwave radiation at the surface is at least 
80% of the clear sky downwelling shortwave radiation at the 
surface and domain averaged wind speeds at 650 hPa are less 
than 9 ms−1. This reduces the dataset to 150 days, approxi-
mately 20.5% of the total simulated days, with 10.3% of the 
total CTR precipitation over the mountains falling within 
these days. Days that meet this criteria primarily occur in 

May and overall show a more pronounced 500-hPa ridge 
situated over the western United States with much sparser 
snow cover and snow depth comapred to April (not shown).

To highlight the dependence of changes in orographic 
convection on snow loss, spatial averages are calculated 
for all cells in the Central Rocky Mountains with a terrain 
height of 3000 m or greater (black dashed outline over the 
high-elevation regions in Fig. 1). For comparison of cer-
tain quantities, a domain to the east, over the plains, is also 
selected as representative of the low-elevation response 
(eastern black dashed box in Fig. 1).

Validation of hourly simulated precipitation is evalu-
ated against Stage IV gridded observational estimates (Lin 
and Michell 2005) in Sect. 3.2. Stage IV is a quantitative 
precipitation estimate generated by the National Center for 
Environmental Prediction based on the NEXRAD Precipi-
tation Processing System and the National Weather Service 
River Forecast Center precipitation processing. In the west-
ern United States, Stage IV can produce large underestima-
tions due to the scarcity of radar observations in complex 
terrain and limited sampling from surface gauges (Nelson 
et al. 2016). Additional validation of precipitation and 2-m 
temperature is done in Appendix 1. Similar to the CONUS 
model used to initialize and force the lateral boundaries, 
the CTR demonstrates a wet bias over the plains towards 
the east of the domain and a persistent cool bias over the 
topography in central Colorado when compared to several 
observational datasets.

We determine statistical significance of changes in 
spatially averaged quantities over the above two analyzed 
regions using a bootstrapping technique. This is accom-
plished by creating 10,000 arrays using samples with 
replacement from an array of daily spatially averaged dif-
ferences between two simulations. Each array is the same 
size as the original. The mean of each array is calculated 
to create a distribution of sample means. We then calcu-
late confidence intervals at the 95% confidence level for the 
distribution of sample means using the percentile method 
outlined in Efron and Gong (1983). If zero falls outside this 
range, then the mean difference between climate states is 
considered to be significantly different than zero.

3 � Results

3.1 � Surface response

Figure 2 shows an overview of the CTR conditions along 
with the PGW-CTR and DSURF-CTR differences for 
snow cover, soil moisture, and 2-m temperature. These 
are averages of all hourly output for April and May across 
the 12-years simulation period. There are clear contrasts 
between the high terrain and plains. In CTR, over the 
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mountains, cooler temperatures allow for widespread per-
sistent seasonal snowpack that helps to keep soil moisture 
values high into April and May through insulation and snow 
melt (Fig. 2a, d, g).

When considering the full climate change response, 
PGW-CTR, there is a considerable reduction in snow cover 
for the high terrain (Fig. 2b). This is a result of the per-
turbed warmer temperatures averaging 5.2 °C above 3000 m 
(Fig. 2h) that act to melt snow quicker and convert snow 
events to rain events. Additionally, there are reductions 
in soil moisture for much of the low-elevation regions in 
the domain (Fig. 2e) likely due to increased evaporation in 
response to warmer temperatures. Over the mountains, this 

reduction is muted, and in some areas reversed, because of 
warmer temperatures causing snow cover to melt sooner in 
the season and replenish soil moisture. Two-meter tempera-
tures show broad increases for the entire domain in response 
to the perturbed boundary conditions (Fig. 2h).

In the isolated land surface response, DSURF-CTR, the 
changes in snow cover and soil moisture are identical to 
those of the full climate change response by design (Fig. 2c, 
f). Average warming of 0.56 °C occurs above 3000 m where 
snow loss is greatest and the effects of the SAF are strong-
est. Even below 3000 m, outside of regions of snow loss, 
average temperature increases of 0.24 °C are found likely 
due to a combination of enhanced sensible heat fluxes due 

Fig. 2   April and May mean fractional snow-cover, soil moisture at 0.1 m depth, and 2-m temperature for CTR (a, d, g), PGW-CTR differences 
(b, e, h), and DSURF-CTR differences (c, f, i)
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to drier soils and advection of air warmed by the SAF over 
the mountains to low lying regions.

Figure 3 shows the diurnal cycle of near-surface 2-m 
temperature, specific humidity, and relative humidity for 
the mountain and plains domains outlined in Fig. 1. At the 
time of peak temperatures, 1500 MST, a warming of 5.8 °C 
is found in PGW and 1.0 °C in DSURF for the mountain 
domain (Fig. 3a). For comparison, over the plains there is 
warming of 5.0 and 0.3 ◦ C respectively at the same time 
(Fig. 3b). This stronger regional warming over the moun-
tains in the PGW simulation can be attributed to enhanced 
warming due to snow reductions as shown in DSURF.

2-m specific humidity (qv ) shows increases of 1.2 g kg−1 
at 1500 MST over the mountains within the PGW response 
(Fig. 3c). A stronger moistening is found over the plains 
with an increase of 2.0 g kg−1 at the same time (Fig. 3d). 
For both regions, this moistening is inherited from the per-
turbed boundary conditions of the PGW experiment. For 
the DSURF response at 1500 MST, there is a reduction of 
0.2 g kg−1 present in both domains. Over the plains, this 
may be caused by reduced soil moisture (Fig. 2f), which 
limits evaporation, and reduces near-surface humidity while 
over the mountains, where soil moisture changes vary in 
sign, it is less clear what may be driving these changes. 
Both experiments show reductions in near-surface relative 
humidity (RH) over the mountains of 7.4% and 4.7% at 
1500 MST for the PGW and DSURF respectively (Fig. 3e) 
while only minimal changes in RH are shown over the plains 
(Fig. 3f). In the PGW case, the reduction in RH over the 
mountains occurs despite increases in the 2-m q v , indicating 
that the near-surface warming outpaces surface moistening. 
The DSURF simulation similarly shows reductions in RH, 

though in this case RH reductions coincide with reductions 
in q v and increases in temperature. This can be attributed to 
a combination of strong surface warming and drying asso-
ciated with extensions in boundary layer height. This latter 
mechanism is discussed further in Sect. 3.4.

An examination of the surface energy budget is presented 
in Fig. 4. Similar to the changes in Fig. 3, changes in the sur-
face radiation budget are more prominent over the mountains 
compared to the plains. Over the mountains, for both PGW 
and DSURF, reductions in albedo from reduced snow cover 
increase net shortwave radiation at the surface by 58 W m −2 
at 1300 MST (Fig. 4a). This contributes to enhanced surface 
warming and an increase in the net emitted longwave radia-
tion at the surface of 10 W m −2 for the same time (Fig. 4c). 
To balance the large increase in net radiation at the surface, 
the PGW-CTR mountain difference shows increases in both 
surface latent and sensible heat fluxes of 37 W m −2 and 19 
W m −2 respectively (Fig. 4e, g). Warmer atmospheric tem-
peratures strengthen evaporation which enhances the surface 
latent heat flux. Similarly, the warmer surface also acts to 
enhance upward sensible heat fluxes. Bowen ratios for PGW 
are reduced by 0.4 over the mountains and 0.03 over the 
plains, indicating an increased importance of turbulent latent 
versus sensible heat fluxes. The DSURF-CTR difference 
over the mountains shows increases in the sensible heat flux 
of 40 W m −2 at 1300 MST and minimal changes in latent 
heat flux. The Bowen ratio for DSURF is increased by 0.28 
over the mountains and 0.32 over the plains. Without the 
warmer atmospheric temperatures present in PGW, latent 
heat fluxes are not nearly as enhanced in DSURF despite 
the identical soil moisture fields. As such, the warmer sur-
face releases a larger proportion of sensible heat relative to 

Fig. 3   April and May mean diurnal cycle for 2-m temperature (T) (a, b), 2-m specific humidity (qv ) (c, d), and 2-m relative humidity (RH) (e, f) 
for the mountain and plains domains in Fig. 1
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latent heat. Over the plains, there are only modest PGW-
CTR changes in the surface energy budget partitioning while 
DSURF-CTR changes are much closer to those found over 
the mountains. DSURF shows small increases in net emit-
ted longwave and an increase in surface sensible heat flux 
(Fig. 4h) while the latent heat flux is reduced by 20 W m −2 
at 1300 MST (Fig. 4f) likely due to reduced soil moisture.

3.2 � Convective response

Figure 5a–c shows the accumulated precipitation and differ-
ences between experiments. In CTR, the greatest accumu-
lations are found over the high terrain, especially over the 
western slopes where synoptic westerlies are mechanically 
lifted (Fig. 5a). Similarly large accumulations are found 
east of the high terrain, likely due to eastward-propagating 
orographic convection. The full PGW-CTR climate change 
response is spatially varied with reductions in precipitation 
accumulation over the western slopes contributing to an 
average reduction of 172 mm for the mountains (Fig. 5b). 
As shown in Fig. 5e, these large reductions disappear when 
days with strong synoptic forcing are removed from the 
analysis. We believe these alterations in total precipitation 
shown in Fig. 5b can possibly be explained by modifications 
of mechanically lifted air on the westward slopes. While this 

non-convective response falls outside of the scope of this 
paper, these precipitation reductions may be due in part to 
this drying of the surface and raising of the lifted condensa-
tion level (LCL). West of the mountains, LCLs increase by 
200–260 m (not shown). Additionally, Fig. 2e shows concen-
trated reductions in soil moisture southwest of the San Juan 
mountains and, to a lesser extent, east of the Rocky Moun-
tains. In the DSURF-CTR isolated land surface response 
(Fig. 5c), the mountain response differs from PGW and 
shows an increase in accumulated precipitation of a similar 
magnitude that is closely tied to the terrain, suggesting that 
the atmospheric response to land surface changes helps to 
mitigate precipitation reductions that occur in the full PGW 
response.

Figure 5d–f show results for days with minimal synoptic 
influence, using the filtering criteria described in Sect. 2, 
which are hereafter referred to as synoptically filtered days. 
Here, the regions of maximum precipitation accumula-
tion are shifted east (Fig. 5d). Under weak synoptic forc-
ing, the role of mechanical lifting on the western slopes is 
reduced and convection tends to initiate over the high ter-
rain and propagate eastward under weak westerly flow. This 
leeside shift of precipitation accumulation with weaken-
ing synoptic influence is consistent with results from Jing 
et al. (2018) who note a higher prevalence for stratiform 

Fig. 4   April and May mean diurnal cycle for net surface shortwave 
radiation (a, b), net surface longwave radiation (c, d), latent heat 
flux (e, f), and sensible heat flux (g, h) for the mountain and plains 

domains outlined in Fig.  1. Radiative fluxes are defined as positive 
downwards while turbulent fluxes are defined as positive upwards



2923The impact of snow loss and soil moisture on convective precipitation over the Rocky Mountains…

1 3

precipitation events on the windward side while convective 
events often drifted more towards the lee. Within the PGW-
CTR response, eliminating days with strong synoptic forc-
ing largely removes the reduced precipitation accumulation 
signature along the western edge of the terrain (Fig. 5e). The 
DSURF-CTR response for synoptically filtered days shows 
a similar pattern to the response found for all days, though 
precipitation increases are more localized over the high ter-
rain (Fig. 5f). Figure 5g–i further limit the analysis to day-
time precipitation accumulations from 0900 to 1800 MST 
to focus on the times when thermally driven circulations 

and land-atmosphere interactions are expected to be strong-
est. During these hours a PGW-CTR increase emerges over 
much of the high terrain (Fig. 5h), which was otherwise 
obscured by decreases in nocturnal precipitation. The spa-
tial pattern of the DSURF-CTR response is not significantly 
affected when limiting the analysis to daytime precipitation 
accumulation though the amount of precipitation is lessened 
due to the shorter time window considered (Fig. 5i).

In order to understand the diurnal nature of these changes 
in precipitation, the average diurnal cycle of precipitation 
rate is presented in Fig. 6a for both the simulations and Stage 

Fig. 5   April-May precipitation plots for: (a–c 12-years total accu-
mulated precipitation, (d–f synoptically filtered total accumulated 
precipitation, and g–i synoptically filtered daytime total accumulated 

precipitation from 0900 to 1800 MST for CTR (a, d, g), PGW-CTR 
difference (b, e, h), and DSURF-CTR difference (c, f, i)
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IV data. The CTR simulated diurnal cycle of precipitation 
is consistent with prior observational studies over the Rock-
ies, showing convective activity building throughout the day 
and peaking in the afternoon hours (Wallace 1975; Carbone 
and Tuttle 2008). However, it disagrees with the timing and 
intensity of Stage IV observations. Stage IV shows an earlier 
peak in precipitation around 1200 MST while the simulated 
precipitation does not peak until around 1800 MST. Further-
more, Stage IV has a lower peak intensity of 0.077 mm h −1 
compared to 0.113 mm h −1 in the CTR.v

The PGW simulation shows no statistically significant 
changes relative to CTR during the daytime from 0900 to 
1600 MST with most of the reduction in hourly precipitation 
occurring in the late afternoon and overnight. In contrast, 
DSURF shows a statistically significant increase in hourly 
precipitation starting at 1000 MST and extending until 0100 
MST with a peak increase of 0.015 mm h −1 at 1600 MST.

Results are shown for synoptically filtered days in Fig. 6b. 
Precipitation on these days is dominated by diurnal convec-
tion and is almost entirely absent in the late night and early 
morning hours (0000–0800 MST). Here, Stage IV more 
closely matches the CTR simulation during the morning 

and early afternoon hours though the peak intensity is 2 h 
earlier and lower by 0.037 mm h −1 . Relative to CTR, both 
the PGW and DSURF simulations have similar statistically 
significant increases in daytime precipitation rates of 43.7% 
and 29.37% averaged from 1300 to 1600 MST, suggesting 
that land surface changes are contributing to increases in 
afternoon convective rains in the full PGW response. The 
DSURF increases are statistically significant across a much 
broader time period (1100–0200 MST). Furthermore, the 
PGW simulations show significant reductions in nocturnal 
precipitation from about 0100 to 0600 MST which act to 
partially balance the increases in daytime precipitation.

To test for changes in convective cloud properties, Fig. 6c 
shows the average diurnal cycle for cloud liquid water path 
(CLWP). In CTR, the diurnal cycle of CLWP is similar to 
that of hourly precipitation accumulation, though it peaks 
earlier in the day since convective cloud development pre-
cedes precipitation. For both the PGW and DSURF simula-
tions, significant increases in hourly CLWP are simulated 
throughout much of the day relative to CTR. The timing 
of the peak differences vary, occurring around 1500 MST 
for PGW and 1300 MST for DSURF. The timing of these 

Fig. 6   Diurnally averaged time 
series within the mountain 
domain outlined in Fig. 1 for a 
total precipitation, b synopti-
cally filtered total precipitation, 
c synoptically filtered cloud 
liquid water path, and d synopti-
cally filtered cloudy updraft 
strength for CTR (solid black), 
PGW (solid red), and DSURF 
(dashed black). Red (PGW-
CTR) and black (DSURF-CTR) 
dots are representative of hours 
where mean differences deviate 
from zero at 95% confidence
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maximum changes in CLWP precede the peak time for pre-
cipitation, consistent with changes in cloud properties during 
the early stages of convective development.

To test for changes in the strength of convective motions, 
we plot a time series of cloudy updraft strength in Fig. 6d. 
Grid-points containing upward motion and cloud water mix-
ing ratio values exceeding 0.1 g kg−1 are classified as “cloudy 
updrafts”. Their vertical velocities are vertically averaged to 
produce a two-dimensional field of cloudy updraft strength. 
Using a cloud water threshold that varies 50% in either 
direction does not significantly change the result. Cloudy 
updraft strength shows similar timing to that of CLWP with 
peak intensities occurring around 1500 MST. In the PGW 
simulation, there are moderate reductions in cloud updraft 
strength, maximizing at – 0.09 m s −1 , primarily from 1200 
to 1500 MST. This suggests that PGW increases in CLWP 
and convective precipitation are not driven by more vigor-
ous ascent. The DSURF simulation shows slight increases, 
maximizing at 0.08 m s −1 , in cloudy updraft strength from 
1000 to 1400 MST and minimal changes during the period 
of strongest ascent. These increases in updraft strength may 
contribute somewhat to increases in CLWP and precipita-
tion, particularly in the morning hours. However, since they 
are modest and do not persist into the afternoon, they are 
unlikely to be the primary cause of increased convective 
precipitation in DSURF.

We further break down the convective precipitation 
response into changes in the frequency and intensity for 
synoptically filtered days in Fig.  7. Precipitation fre-
quency is represented by the percent of grid cells within 
the mountain and plains boxes in Fig. 1 with non-zero sur-
face precipitation while precipitation intensity is the aver-
age hourly precipitation rate excluding cells where there 
was no hourly accumulated precipitation. Despite similar 
magnitude increases in total precipitation, the response 
of precipitation frequency for the mountains is of oppo-
site sign for PGW and DSURF when compared to CTR. 

DSURF shows increases in precipitation frequency from 
0900 until 0200 MST while PGW shows reductions in 
precipitation frequency for every hour. This PGW reduc-
tion is minimized during the daytime when the largest 
increases are found in DSURF, suggesting that the land 
surface response acts to mitigate reductions in precipita-
tion frequency. This is further supported by looking at the 
change in PGW precipitation frequency over the plains 
in Fig. 7b. The lack of any strong surface forcing over 
the plains removes this ability for the surface to modulate 
precipitation frequency, notably from 1100 to 1700 MST, 
and results in larger decreases in frequency.

For precipitation intensity over the mountains, DSURF 
shows small increases, peaking during the evening hours. 
In contrast, PGW shows a much stronger increase in day-
time precipitation intensity within the same time period, 
with the largest increases occurring during the early to 
mid afternoon hours. Thus, for DSURF, increases in both 
the frequency and intensity of convective precipitation are 
working together to increase convective precipitation. In 
contrast, PGW shows reductions in frequency overcome 
by increases in intensity during the daytime, indicating 
that the daytime precipitation increases are due to larger 
precipitation intensity. During the overnight hours, the 
absence of any increases in precipitation intensity allows 
for reduced nocturnal precipitation solely due to lower fre-
quency of occurrence. Over the plains, PGW also shows 
increases in precipitation intensity that maximize during 
the day at 1700 MST, with a secondary peak occurring 
overnight. Unlike the mountains, the DSURF precipitation 
intensity and frequency over the plains shows no strong 
response owing to the lack of any significant changes to 
the land surface for this region to drive these changes. 
Next, we examine the mechanisms responsible for changes 
in convective precipitation, first focusing on changes in 
the thermodynamic environment and then on changes in 
mesoscale circulations.

Fig. 7   Diurnally averaged time 
series for synoptically filtered 
days within the mountain 
domain (a, c) and plains domain 
(b, d) in Fig. 1 for (a, b) pre-
cipitation frequency and (c, d) 
precipitation intensity for CTR 
(solid black), PGW (solid red), 
and DSURF (dashed black) 
simulations
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3.3 � Thermodynamic mechanisms

To investigate changes in aspects of the thermodynamic 
environment that may influence convection, Fig. 8 shows 
maximum convective available potential energy (MCAPE), 
convective inhibition for the most unstable parcel (MCIN), 
lifting condensation level corresponding to the most unsta-
ble parcel (LCL), and precipitable water within the lowest 
12 model levels approximating the boundary layer height 

over high terrain (1.5–1.7 km AGL) (PWAT​PBL ). MCAPE, 
MCIN, and LCL are calculated using parcels that begin 
at the maximum equivalent potential temperature level 
within the lowest 3000 m AGL. These fields are averaged 
between 0800 and 1200 MST to represent the pre-convec-
tive environment. In CTR, contrasts between the highest 
elevation regions and the plains are present for all fields. 
Over the high terrain, MCAPE averages to 85 J kg−1 while 
the average over the eastern plains is much larger at 356 J 

Fig. 8   Synoptically filtered 
April and May mean MCAPE 
(a), �MCAPE (b, c), MCIN 
(d), �MCIN (e, f), PWAT​

PBL
 

(g), �PWAT​
PBL

 (h, i), LCL 
(j), and �LCL (k, l) averaged 
between 0800 and 1200 MST. 
Columns are organized by CTR 
(left), PGW-CTR (center), and 
DSURF-CTR (right)
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kg−1 (Fig. 8a). MCIN values over the high terrain are also 
small, averaging to 8 J kg−1 , relative to average values of 
78 J kg−1 over the plains (Fig. 8d). Over the mountains, a 
combination of cooler temperatures and persistent snow 
cover act to limit the amount of energy available for con-
vection. In contrast, the eastern plains are warmer and 
moister owing to the lower elevation and snow free ground 
in addition to a larger amount of available moisture due to 
southerly advection. PWAT​PBL at high elevations is typi-
cally lower, averaging at 2.9 kg m −2 , relative to values over 
the plains, averaging at 6.5 kg m −2 (Fig. 8g). LCLs over 
the mountains and plains are comparable, with heights 
averaging 2110 m AGL (Fig. 8j).

When considering the climate change response, the 
contrast between the higher and lower elevations persists. 
The PGW-CTR difference for MCAPE, MCIN, and PWAT​
PBL all show large increases east of the terrain (Fig. 8b, e, 
h). The large-scale warming and moistening of the tropo-
sphere associated with the PGW forcing are the primary 
cause of these changes, as shown by Rasmussen et al. 
(2017). Additionally, Chen et al. (2020) show a similar 
PGW response for CAPE and CIN across the CONUS 
and directly attribute the increases in both quantities to 
higher atmospheric specific humidity concentrations. 
Similarly, this warming and moistening can also help to 
explain the large increases in PGW precipitation intensity 
that occurs over both the mountains and plains despite 
different surface forcings (Fig. 7d). This overall warmer 
and moister near-surface environment drives increases in 
MCAPE through surface destabilization. Additionally, the 
vertical profile of PGW-CTR � T maximizes at 6 ◦ C in the 
mid to lower troposphere (6000 m) which acts to further 
increase MCIN through a strengthening of lower tropo-
spheric stratification. In addition to strengthening MCIN, 
this enhanced stratification can also help to explain reduc-
tions in precipitation frequency found over the mountains 
for PGW (Fig. 7b). Over the high terrain, smaller total 
changes are found, associated with the lower amount of 
MCIN present over this region in CTR. LCL increases 
across most of the domain with the largest increases found 
west of the San Juan Mountains (Fig. 8k), correspond-
ing to regions with large reductions in soil moisture. Sub-
stantial drying and surface warming (Fig. 3e, f) lead to 
increases in the near-surface dewpoint depression and 
explain these increases in LCL. MCAPE and PWAT​PBL 
also show large increases for most of the domain with the 
largest values east of the terrain.

The DSURF response shows a contrasting signal 
between the mountains and plains. DSURF MCAPE 
increases maximize at 51 J kg−1 relative to CTR over the 
high terrain and decreases by a similar magnitude over 
the eastern low elevation portions of the domain (Fig. 8c). 
Much of the domain exhibits minimal changes in MCIN 

with only minor reductions in the northern portions of the 
high terrain (Fig. 8f). Over the mountains, the small MCIN 
values found in CTR (Fig. 8d) place a limit on potential 
MCIN reductions. PWAT​PBL differences show a sharp 
contrast between the mountains and plains. High-eleva-
tion regions exhibit increases maximizing at 0.17 kg m −2 
while the plains show a mixed response that skews nega-
tive ranging from – 0.18 to 0.06 kg m −2 (Fig. 8i). These 
patterns in the PWAT​PBL differences contribute to similar 
changes in LCL that vary with elevation. The moistening 
of the PBL over the mountains prompts reductions in LCL 
as large as 302 m with a mean reduction of 38 m while 
low elevation regions with no clear moistening signal see 
mean increases of 37 m concentrated west of the terrain 
(Fig. 8l).

The contribution of the land surface to the overall 
response can be determined through consideration and com-
parison of the DSURF and PGW convective indices. Over 
the plains, the DSURF reductions in MCAPE and PWAT​
PBL in addition to the increase in LCL are consequences of 
reduced soil moisture inhibiting the amount of available 
moisture at the surface (Figs. 2f, 3d) and the absence of 
any significant warming (Fig. 3b). The mechanisms driv-
ing DSURF-CTR changes in MCAPE, PWAT​PBL , and LCL 
over the high terrain are less clear. Surface warming associ-
ated with the SAF (Fig. 3a) can act to destabilize the envi-
ronment through steeper lapse rates that result in higher 
MCAPE. However, the cause of the moistening needed to 
explain increases in PWAT​PBL and reductions in LCL is 
less clear given the reductions in near-surface q v and RH 
(Fig. 3) along with the lack of significant changes to the 
surface latent heat flux (Fig. 4). While 2-m variables indicate 
a drying near the surface, PWAT​PBL increases over the high 
terrain indicate increases in moisture within the PBL as a 
whole. When the max level of equivalent potential tempera-
ture is above the surface, this increase in PBL humidity can 
contribute to increased MCAPE and decreased LCL, and 
in turn increased convective precipitation. As established 
previously, over regions of high terrain, large accumulations 
of sensible and latent heat can be attributed to transport via 
thermally driven circulations (e.g., Kimura and Kuwagata 
1995; Sato and Kimura 2005). Below we argue that transport 
of moisture by enhanced orographic thermal circulations can 
help to explain the simulated moistening and increase in 
convective precipitation.

3.4 � Dynamic mechanisms

We next investigate how changes in mesoscale ther-
mally driven circulations may influence the convec-
tive response, starting with an analysis of the 10-m 
winds. In Fig. 9 the synoptically filtered mean winds 
for 1000, 1200, and 1400 MST are compared. In the 
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CTR, westerly background flow develops and organizes 
as the day progresses (Fig. 9a, d, g). This f low stops 
at the eastern extent of the high terrain and transitions 
to a much weaker flow over the plains. In response to 
SAF-enhanced warming over the high terrain, both the 
PGW (Fig. 9b, e, h) and DSURF (Fig. 9c, f, i) simula-
tions show an increase in easterly winds over the plains 
directed towards the high terrain becoming stronger as 
the day progresses. There is a similar upslope increase 
in westerly winds west of the highest terrain. Both 

changes in the 10-m wind field are directed towards 
the regions that experience the greatest surface warm-
ing and indicate an increase in convergence along the 
mountain ridgeline. This is similar to the mesoscale air-
flow response to the SAF found in Letcher and Minder 
(2017).

To examine how these wind patterns may influence 
mesoscale uplift and convective initiation, we quantify the 
horizontal mass flux convergence (MFC) of these near-
surface winds defined here as:

Fig. 9   Synoptically filtered April and May mean 10-m vector winds 
averaged at 1000 (a–c), 1200 (d–f), and 1400 (g–i) MST. Columns 
are organized by CTR (a, d, g), PGW-CTR (b, e, h), and DSURF-
CTR (c, f, i). Difference plots show only windspeed differences 

greater than 0.3m s
−1 . The upper decile of surface warming is shown 

in red shading. Terrain elevation is shaded. The 3000-m elevation 
contour is denoted with a dotted line
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where �h is horizontal windspeed, and p 
0
 and p 

1
 is pressure 

corresponding to the lowest model grid (approximately 2 m 
AGL) and the 10th vertical grid level (approximately 1050 m 
AGL). Figure 10a shows MFC averaged in the hours gener-
ally preceding convective initiation from 1000 to 1200 MST. 
There exists a dipole pattern with anomalous divergence on 
the western slopes and anomalous convergence along the 
eastern slopes. This leeward convergence is associated with 
stronger westerly synoptic flow meeting upslope thermally 
driven flow along a convergence boundary on the eastern 
slope (e.g., Fig. 9a, d). The PGW-CTR difference (Fig. 10b) 
shows a strengthening of this dipole signature with enhanced 
divergence and convergence on the western and eastern 
slopes respectively. Positive westerly wind anomalies are 
present throughout most of the troposphere in the PGW 
simulation and act to enhance the leeside convergence 
when mixed downwards into the mountain boundary layer. 
The CTR-DSURF difference (Fig. 10c) shows increased 

(1)MFC = −∇h ⋅ ∫
p
1

p
0

�h

g
dp

convergence largely centered on the highest terrain, associ-
ated with strengthened thermally direct flows that converge 
towards the maxima in SAF induced warming. The lack 
of any leeward displacement in the convergent response is 
likely due to the absence of westerly wind changes between 
the DSURF and CTR simulations. The above-documented 
enhanced low-level convergence can provide a dynamic lift-
ing mechanism that aids convective development, helping to 
explain the enhanced convective precipitation.

To examine how these circulations may affect the evolu-
tion of low-level humidity, we calculate low-level moisture 
flux convergence (QFC) as:

where q v is specific humidity. QFC averaged for the same 
hours in Fig. 10d shows a very similar pattern to that of 
MFC in Fig. 10a. PGW changes in QFC (Fig. 10e) are 
spatially consistent with MFC but show relatively larger 
increases in convergence along the eastern slopes of the 

(2)QFC = −∇h ⋅ ∫
p
1

p
0

qv�h

g
dp

Fig. 10   Synoptically filtered April and May mean mass flux convergence (a–c) and moisture flux convergence (d–f) averaged between 1000 and 
1200 MST
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terrain. This enhanced QFC response is due to the inclusion 
of moisture, which is considerably higher in PGW compared 
to DSURF and CTR (Fig. 3). DSURF changes (Fig. 10f) 
show enhanced QFC largely confined to the mountains. This 
response, through transport of larger amounts of moisture to 
the high terrain, acts to increase PWAT​PBL and lower LCL 
heights (Fig. 8h, k).

Figure 11 shows the average diurnal cycle of MFC and 
QFC over the mountains. To include the lee-side conver-
gence zones, we broaden our mountain analysis region to 
include all cells that have an eastward facing aspect and an 
elevation greater than 2000 m in addition to all cells with 
elevation greater than 3000 m. Figure 11a shows a diur-
nal pattern of MFC that maximizes around 1200 MST in 
the CTR and DSURF simulations and around 1400 MST 
in the PGW simulation. Figure 11b shows a similar timing 
for QFC. The timing of these maxima precedes that of both 
CLWP and hourly precipitation accumulation for all three 
simulations, consistent with the convergent circulations con-
tributing to pre-conditioning the convective environment and 
providing lift to aid in convective initiation. Both the PGW 
and DSURF simulations show similar increases in daytime 
MFC beginning at 0900 MST and maximizing close to 1300 
MST. The similar magnitude of the response suggests that 
changes in snow cover and soil moisture are the primary 
driver of the convergent response over the terrain in both 
experiments. QFC also increases in both PGW and DSURF, 
but with larger increases in PGW due to the higher specific 
humidity associated with the PGW forcing.

To better understand the three-dimensional structure of 
the changes in near-surface winds and their role in facili-
tating convection through moisture transport, meridionally 
averaged vertical cross sections at 1200 MST for the red box 
in Fig. 1 are analyzed in Fig. 12. The Front Range is chosen 
for these cross sections due to its simple shape and proximity 
to a strong region of convergence as seen in Fig. 10. CTR 
shows prevailing westerlies for much of the vertical extent 
with enhanced westerlies in a localized downward plunging 
flow along the eastern slope and a shallow weak easterly 
flow in the foothills east of the Front Range (Fig. 12a). This 
easterly flow is a manifestation of the upslope branch of the 
mountain-plain solenoidal circulation common during the 
daytime.

There is a strengthening of this solenoidal circulation in 
PGW, with anomalous low-level upslope easterly winds and 
westerly return flow above the boundary layer (Fig. 12b). 
The PGW boundary layer over the mountain crest is 240 m 
deeper, likely owing to the larger warming and sensible heat 
fluxes over the high terrain due to the SAF. As discussed 
in Sect. 2, these extensions in boundary layer height may 
contribute to the near-surface reductions in humidity in 
Fig. 3. Over the mountains, where soil moisture was not as 
dramatically reduced, extensions in the depth of the day-
time planetary boundary layer can allow drier air aloft to 
mix down and can mix water vapor across a larger volume. 
Westerly winds throughout the vertical extent of the cross 
section show increases upwards of 0.8 m s −1 at 5000–7000 
m. DSURF (Fig. 12c) shows even deeper anomalous easterly 

Fig. 11   Synoptically filtered April and May mean diurnal time series 
averaged across the mountain domain in Fig. 1 of mass flux (a) and 
moisture flux convergence (b). Red (PGW-CTR) and black (DSURF-

CTR) dots are representative of hours where mean differences deviate 
from zero at 95% confidence
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flow extending through much of the boundary layer giving 
way to anomalous westerly flow aloft. The stronger easterly 
response in the DSURF simulation may be attributed to the 
absence of increased westerly synoptic flow otherwise pre-
sent in the PGW simulation which can partially counteract 
the strengthened thermal circulation. Increases in vertical 
updraft strength upwards of 0.01 m s −1 are observed at the 
convergence zone. The DSURF boundary layer height also 
compares rather well with PGW, with increases found over 
the mountain crest.

Compact PGW-CTR zonal specific humidity gradients 
that slope upwards alongside the eastern slope of the ter-
rain indicate the importance of these enhanced thermal cir-
culations in transporting higher moisture amounts up the 
slope (Fig. 12b). Additionally, DSURF shows that increased 
updraft strength coincides with a deep vertical protrusion of 
higher specific humidity concentrations above the boundary 
layer. Figure 12d–f shows zonal water vapor flux and its 
changes. Zonal water vapor flux maximizes at mid-levels and 
near the crest of the terrain, where both winds and humidity 

are relatively high. The PGW-CTR difference in Fig. 12e 
shows enhanced shallow easterly water vapor flux oriented 
up the eastern slope of the Front Range and enhanced west-
erly fluxes along the western slope. This response is related 
to the stronger convergent winds within the mountains and 
higher specific humidity concentrations. The DSURF-CTR 
easterly upslope flux in Fig. 12f reaffirms the importance of 
snow and soil moisture changes in driving this response by 
producing a similar pattern of anomalous easterly upslope 
water vapor flux. Similar to Fig. 12a–c, the deeper upslope 
water vapor flux in the DSURF response may be due to the 
lack of stronger synoptic westerlies in the PGW experiment 
that serve to mix down into the boundary layer and limit 
the vertical extent of thermally driven upslope flow. Despite 
this, there is good agreement between the PGW and DSURF 
simulations on the location and vertical distribution of these 
specific humidity changes and on a clear accumulation of 
water vapor along the crest of the Front Range.

Cloud water contours in Fig. 12d–f show how the change 
in winds and humidity impact clouds. CTR cloud water 

Fig. 12   Vertical cross sections meridionally averaged within the 
dashed red box in Fig. 1 at 1200 MST of synoptically filtered April 
and May mean zonal wind (shaded) and specific humidity mixing 
ratio contoured every 0.5 g kg−1 (blue dotted line) (a–c). Zonal water 
vapor flux (shaded) and cloud water mixing ratio contoured every 0.5 

g kg−1 (blue dotted line) (d–f). PGW planetary boundary layer height 
(red solid line), control planetary boundary layer height (black solid 
line), DSURF planetary boundary layer height (dashed black line), 
and differences in vertical motion greater than 0.01  ms−1 (green 
dashed line) are also shown across all plots
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concentrations show low clouds clustered around the moun-
tain peak at altitudes of less than 1000 m AGL (Fig. 12d). In 
PGW, increases in cloud water mixing ratio are observed in 
two primary locations: above the mountain peak and within 
the boundary layer extending from the leeside convergence 
zone to the adjacent plains (Fig. 12e). DSURF also shows 
positive anomalies in cloud water over the mountain peak 
that colocate with areas of positive anomalous vertical 
motion. This ability of the orographic thermal circulation 
to accumulate moisture near the mountain peak and loft it 
above the surface allows for the higher PWAT​PBL concentra-
tions and lower LCLs in Fig. 8 i, l that may in turn contribute 
to enhanced convective precipitation.

4 � Discussion and conclusions

We have presented results from a series of RCM simulations 
characterizing the convective precipitation response to cli-
mate warming and the resulting perturbations in springtime 
snow cover and soil moisture for the Rocky Mountains. A 
control (CTR) and two experimental convection-permitting 
RCM simulations are conducted. The experimental simula-
tions are used to represent a warmer and moister climate 
(PGW) and an isolated response to surface snow and soil 
changes (DSURF). Results show average reductions in day-
time total precipitation of 4.2% for PGW and increases of 
12.5% for DSURF over the high terrain. For synoptically 
weak days, the daytime precipitation increases by 29.7% in 
PGW and 28.7% in DSURF. Agreement between the PGW 
and DSURF simulations on the location and magnitude of 
this increase in daytime precipitation suggest that reductions 
in snow cover are largely responsible.

The DSURF convective response over the mountains 
(Fig. 6a, b) is attributed to increases in both frequency 
and intensity of precipitation that also contribute to the 
PGW response (Fig. 7a, c). In PGW, during the daytime, 
much larger increases in intensity (Fig. 7a) are facilitated 
by a large-scale moistening of the atmosphere (Fig. 3c, d) 
along with increased low-level moisture flux convergence 
that maximize in the mountains where diurnal thermal 
orographic circulations sensitive to land surface changes 
converge (Figs. 10e, 11b). Precipitation frequency in PGW 
(Fig. 7a, b) is reduced due to increased large-scale stratifica-
tion in the mid-troposphere. However, during the daytime, 
land surface changes act opposite this reduction and moder-
ate the reductions in precipitation frequency. At night and 
in the early morning, the absence of solar heating eliminates 
the influence of snow loss on the convective environment, 
and reductions in frequency become larger while changes 
in intensity become small (Fig. 7a). Increases in daytime 
CLWP are found in both experimental simulations showing 
that precipitation enhancements are coincident with changes 

in simulated cloud properties (Fig. 6c). A small increase in 
cloudy updraft strength during the late morning and early 
afternoon may contribute somewhat to the enhanced pre-
cipitation in DSURF, though minimal changes in updraft 
strength are found in the afternoon (Fig. 6d). Additionally, 
PGW results show reductions in updraft strength during the 
daytime, suggesting that invigorated convective motions are 
not the primary cause of the precipitation increases.

The convective changes in DSURF are driven by the 
influence of snow cover and soil moisture changes on land-
atmosphere interactions. In the warmed climate, simulated 
fractional snow cover is reduced across the high terrain 
(Fig. 2c). Snow melt that occurs earlier in the season due 
to warmer temperatures helps to drive this response and 
also serves to produce positive soil moisture anomalies due 
to earlier replenishment (Fig. 2f). Over snow free portions 
of the domain, soil moisture is largely reduced through 
enhanced evaporation. High-elevation regions where snow 
loss is greatest experience large increases in absorbed short-
wave radiation and strong surface warming through the 
snow-albedo feedback (Fig. 4a). Over low-elevation regions, 
the DSURF simulation shows a warming signal weaker than 
that over the high terrain driven by drier soils (Fig. 2f) and 
higher sensible heat fluxes (Fig. 4h).

The DSURF simulation, lacking the large-scale ther-
modynamic forcing, isolates the contribution of these land 
surface changes to the convective response. Over the plains, 
drier soils produce a warmer yet drier near-surface environ-
ment (Fig. 3b, d). Over the mountains, MCAPE and PWAT​
PBL (Fig. 8c, i) increase while LCLs are lowered (Fig. 8l). 
Strong surface warming via the SAF contributes to increased 
MCAPE. Soil moisture increases associated with snow melt 
can not sufficiently explain higher PWAT​PBL and lower 
LCLs. Instead, stronger thermally driven daytime upslope 
circulations increase moisture convergence over, and in the 
lee of, the mountains (Fig. 10e, f). This helps to increase 
MCAPE over the mountains while also increasing the avail-
ability of moisture for cloud condensation and convective 
precipitation. Additionally, stronger convergence over high 
terrain corresponds with strengthened mesoscale ascent 
that can aid in the initiation and development of convection 
(Fig. 12f). Tucker and Crook (2005) note similar mecha-
nisms through which convective initiation can be enhanced. 
They outline that increases in the amount of convective oro-
graphic precipitation can be realized through modification to 
precipitation frequency via lapse rate changes or modifica-
tion of precipitation intensity through an increase of avail-
able moisture. In DSURF, both of these mechanisms act in 
conjunction to produce the simulated increase in convective 
precipitation.

The PGW simulation allows for an analysis of the contri-
bution of the mechanisms observed in DSURF to the over-
all climate response influenced by the imposed large scale 
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warming and moistening. The vertical profile of PGW-CTR 
warming acts to increase stability and reduce the overall 
precipitation frequency. Across most of the domain, the 
warmer and moister atmosphere results in greater MCIN, 
MCAPE, and PWAT​PBL (Fig. 8b, e, h) which contribute 
to increased precipitation intensity (Fig. 7c, d). Over the 
mountains strengthened thermally driven orographic cir-
culations (Fig. 11a, b), caused by SAF-enhanced warming, 
act to compound on these changes to the thermodynamic 
environment through localized moisture convergence that 
enhances destabilization and precipitable water, allowing for 
increases in convective precipitation intensity. Both PGW 
and DSURF produce similar magnitudes of enhanced mass 
flux convergence, but the moister PGW atmosphere leads 
to larger increases in moisture flux convergence (Fig. 11b). 
Larger background humidity and moisture accumulations in 
the mountains help to produce the increase in precipitation 
intensity that makes up the PGW convective response. In 
DSURF, these increases in intensity are also accompanied 
by increases in frequency. In PGW, the precipitation fre-
quency is reduced by the large scale warming pattern, but the 
land surface response helps to mitigate this reduction during 
the daytime (Fig. 7a). Warming that maximizes in the mid 
troposphere acts to increase stability and reduce the overall 
frequency of precipitation. However, over the plains, where 
land surface effects are weaker than the mountains, reduc-
tions in precipitation frequency for PGW are much greater 
(Fig. 7b) due to the absence of the significant moistening 
and warming of the mountains through the SAF. Alterna-
tively, reductions in precipitation frequency may also be 
partially explained by energy budget constraints as a result 
of increased precipitation intensities, whereby the time for 
evaporation to replenish atmospheric moisture content takes 
longer (e.g., Dai et al. 2017).

Similar increases in warm-season orographic precipita-
tion were found in Giorgi et al. (2016) who utilize a set of 
convection-permitting and convection parameterizing RCM 
simulations to evaluate the convective precipitation response 
over the European Alps. They find an increase in precipita-
tion over the Alps during the months of June through August 
in an RCM ensemble that contrasts with the large-scale dry-
ing signal shown in global climate models. Similarly to the 
PGW experiment, these increases are attributed to reduc-
tions in stability connected to large localized atmospheric 
moisture concentrations over the mountains. Although their 
study did not look further at this moisture accumulation, 
importance was placed on alterations in thermal circulations 
in response to land surface changes.

In North America, Dai et al. (2017) also examine results 
from the simulations performed in Liu et al. (2017). Consist-
ent with what was simulated in PGW, they note a reduction 
in the March, April, and May averaged light to moderate 
precipitation frequency over the Rocky Mountains. This 

reduction in PGW precipitation frequency also agrees well 
with prior work from Rasmussen et al. (2017) who note 
a reduction in the occurrence of May–June precipitation 
events over the high terrain in central Colorado ranging 
from 0 to 20 dBZ. Additionally, they find an increase in the 
occurrence of high reflectivity events (20–50 dBZ) compa-
rable to the increase in the intensity of precipitation events 
noted in PGW. We note that enhanced warming above the 
surface in PGW acts to stabilize the near surface environ-
ment and inhibit precipitation frequency. These conclusions 
agree with recent work from Chen et al. (2020) who find 
an increase in the occurrence of high CAPE and high CIN 
values.

Results that show the intensification of diurnal orographic 
circulations in response to alterations in high elevation snow 
agree well with earlier results from Letcher and Minder 
(2017) who examine the thermal circulation response to 
changes in albedo. Later results from Letcher and Minder 
(2018) who note the intensification of the mountain-plain 
solenoidal circulation to reductions in surface albedo also 
show good agreement with results from the DSURF simula-
tion that find a similar response to reductions in snow.

This study has focused on the response over high ter-
rain on days with minimal synoptic forcing. However, a 
brief consideration of precipitation differences across all 
days indicates there may be also be changes in synoptically 
disturbed events. We show that the land surface, primarily 
snow cover, substantially contributes to the PGW daytime 
convective precipitation response. This is achieved through 
a modification of local thermal circulations that can be spa-
tially captured using grid spacings as large as 12 km (e.g., 
Letcher and Minder 2018). However, while the larger scale 
thermal circulations can be captured at such resolutions, 
explicit representation of orographic convection necessitates 
the use of convection-permitting grid spacings. Future stud-
ies attempting to examine orographic convection should note 
this dependency of orographic precipitation on snow cover. 
Our results show that errors in the initialization and para-
materization of snow cover may affect convective precipita-
tion over regions of complex terrain. Additional analysis is 
also needed to determine the sensitivity of these results to 
other model configurations. Alterations in how land surface 
cover, surface fluxes, and the boundary layer are parama-
terized may influence the strength of the land-atmosphere 
interaction. Further work could also consider the influence 
of land-atmosphere interactions downstream of the moun-
tains and into the summer months. Early snow melt, while 
allowing soil moisture to replenish sooner in the springtime, 
can translate to reduced soil moisture values later in the sea-
son and have an indirect impact on warm season orographic 
convection through influence on local convective initia-
tion or advection of elevated mixed layers. Furthermore, 
soil moisture perturbations may have much stronger effects 
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later into the warm season during the months of July and 
August, which were not considered here. Studies on topics 
such as these can allow for a better understanding of how 
land-atmosphere interactions may shape climate change over 
complex terrain.
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Appendix A Model verification

Additional verification of the CTR simulation is carried out 
here. We compare the CTR total precipitation and mean 2-m 
temperature fields against the original CONUS dataset (Liu 
et al. 2017), the Parameter-Elevation Regressions on Inde-
pendent Slopes Model (PRISM; Daly et al. 1994, 2008), 
and the Gridded Meteorological Ensemble Tool (GMET; 

Newman et al. 2015; Monaghan et al. 2015). Additional 
verification of total precipitation is done with the inclusion 
of Stage IV (Lin and Michell 2005; Lin 2011), PERSIANN 
(Ashouri et al. 2015), and Daymet (Thornton et al. 2016) 
gridded precipitation datasets. The CTR simulation, along 
with all listed observational datasets, are compared against 
PRISM and GMET to gauge the spread of uncertainty in 
total seasonal precipitation. For 2-m temperature, the CTR 
simulation is compared to the seasonal standard deviation 
derived from daily values across all ensemble members for 
GMET.

Comparison of the total accumulated precipitation 
for April and May across the 12 years period is shown in 
Fig. 13. Broadly speaking, CONUS, PRISM, and GMET 
agree well on the location of the largest precipitation accu-
mulations over the topography (Fig. 13a–c). Figure 13d–f 
shows the difference between the CTR precipitation field 
(Fig. 5) against the CONUS dataset used to initialize the 
model and force lateral boundaries and two observational 
datasets. Compared to CONUS, the CTR simulation pro-
duces less precipitation over the mountains (Fig. 13d). The 

Fig. 13   Total 12-years April–May precipitation accumulation (mm) 
for a CONUS, b PRISM, and c GMET. Difference against CTR total 
accumulated precipitation (%) (Fig. 5a) for d CONUS, e PRISM, and 

f GMET. Stipling in e, f is used to indicate cells where the CTR dif-
ference exceeds the difference from all other observational datasets 
(CONUS, PRISM, GMET, DAYMET, PERSIANN, STAGE IV)
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CTR-CONUS difference does not exceed 30% and is –4% 
when averaged over the mountains (Fig. 13d). Further east 
over the plains, the CTR produces up to 60% more total 
precipitation than CONUS. Comparing to PRISM, the CTR 
simulation under-predicts precipitation by a larger margin 
that exceeds 30% over some higher elevation regions and 
extends towards the western portions of the model domain 
(Fig. 13e). To the east, the CTR simulation over-predicts pre-
cipitation, with biases exceeding 60% across a large swath 
of the domain. This bias in precipitation over the plains is 
largely consistent with prior verification of the CONUS 
model which found higher springtime precipitation east of 
the Rocky Mountains (Liu et al. 2017; Dai et al. 2017; Scaff 
et al. 2019). Lastly, compared to GMET, the CTR simula-
tion also shows an underprediction of precipitation over the 
mountains extending west, and an overprediction to the east 
over the plains (Fig. 13f). When evaluating simulated pre-
cipitation over orography, there can be a substantial amount 
of uncertainty among gridded observational precipitation 
datasets (Lundquist et al. 2019). We place these differ-
ences within the context of the overall observational spread 
(GMET, PRISM, Daymet, Stage IV, PERSIANN, CONUS) 

in differences against PRISM and GMET in Fig. 13e,f. The 
results show that over the mountains, these discrepancies in 
total accumulated precipitation do not exceed the range of 
differences in observations. Towards the lower elevations, 
the PRISM-CTR and GMET-CTR difference is larger than 
the other observational datasets considered. Liu et al. (2017) 
show that the CONUS model does fall within the range of 
observational uncertainty for March-May across a larger 
region than what CTR shows. However, both models still 
show a wet bias for southeastern Wyoming and across the 
northern Colorado plains that exceeds the observational 
uncertainty.

Similarly, we compare the mean 2-m temperature field 
against CONUS, PRISM, and GMET in Fig. 14. CONUS, 
PRISM, and GMET show broad agreement on the spatial 
pattern of temperature across the topography and low-lying 
regions (Fig. 14a–c). Differencing the CTR mean 2-m tem-
perature (Fig. 2g) against CONUS shows slightly lower 
temperatures in the CTR simulation that are on average 
0.65 ◦ C less for the entire domain (Fig. 14d). Compared to 
PRISM, the CTR simulation shows a consistent cold bias 
over the mountains that contrasts with a slight warm bias 

Fig. 14   Same as Fig. 13 but for the mean 12-years April–May 2-m temperature ( ◦C). Stipling in f is used to indicate cells where the CTR differ-
ence exceeds the mean standard deviation of the GMET ensemble members
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everywhere else (Fig. 14e). The average cool bias over the 
topography is 2.5 ◦ C. This cool bias is larger when compar-
ing the CTR 2-m temperature to GMET. Here, temperatures 
over the mountains are on average cooler by 4.1 ◦ C, and fall 
outside the range of uncertainty (represented by the stipling 
in Fig. 14f) in the GMET ensemble for most of the region. 
The results are consistent with prior verification done by 
Liu et al. (2017), who found that the CONUS March-May 
mean 2-m temperature was outside the range of observa-
tional uncertainty for large portions of the same region. This 
CONUS cool bias is strongest during the cold months, sug-
gesting the cause may lie in how snowcover is handled by 
the land-surface model. This would explain why, despite 
good agreement with CONUS on the mean 2-m temperature, 
the CTR near-surface temperature falls outside the range of 
observational uncertainty.

Overall, the CTR demonstrates good performance rel-
ative to CONUS. Many of the biases in CONUS against 
gridded observations, shown by Liu et al. (2017), such as 
the cool bias over the mountains and the wet bias over the 
eastern plains are still present in the CTR. Both the tem-
perature bias for the mountains and precipitation bias for 
the plains fall outside the range of observations. However, 
estimates for precipitation over the mountains are not greater 
than the range of estimates given by observational datasets. 
This provides confidence in our estimate that the overall 
model depiction of precipitation over the region of interest 
is realistic.
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