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Preface

The papers in this book were prepared for and presented at the International
Conference on Information Networking 2004 (ICOIN 2004), which was held from
February 18 to 20, 2004 at Busan, Korea. It was organized by the KISS (Korean
Information Science Society) SIG-IN in Korea and the IPSJ (Information Pro-
cessing Society of Japan) SIG-IN. The papers were selected through two steps:
(1) referral by TPC members and reviewers; and (2) on-site presentation reviews
by session chairs and conference participants.

The theme of ICOIN 2004 was “Convergence in Broadband and Mobile Net-
working”, considering high-speed mobile networks. Even though it seems that
a kind of “slow-speed” mobile Internet service is to be provided in the market
sooner or later, it would not be an ultimate solution for the users, who require
more “QoS-rich” services. In the near future, mobile services will adopt high-
speed networking technology. At the same time, mobile service users will antici-
pate that a reasonable level of quality of service and security is provided. Based
on this, ICOIN 2004 requested papers on technologies for mobility, quality of ser-
vice, security, broadband access, and applications, focusing on enhanced Internet
protocols and algorithms, their implementation, and the convergence technology
required to support wired and wireless Internet.

This book contains articles on the following subjects related to information
networking from the low-layer transmission technologies to the higher-layer pro-
tocols and services.

– Mobility Internet and Ubiquitous Computing: Concerned with mobile ad
hoc networking, mechanisms for ubiquitous environments, routing in mobile
networks, and mobile IP protocols.

– QoS, Measurement and Performance Analysis: Concerned with QoS-related
routing algorithms and protocols, QoS provisioning Internet protocols, mod-
elling and analysis, and performance measurement.

– High-Speed Network Technologies: Concerned with multicast in high-speed
networks, advanced algorithms and protocols, and switching and routing.

– Next-Generation Internet Architecture: Concerned with new Internet proto-
cols such as IPv6, active networks, and optical networks.

– Security: Concerned with security in mobile networks and active networks,
security infrastructures, authentication mechanisms, and detection mecha-
nisms.

– Internet Applications: Concerned with services using Internet protocols, and
application-level protocols for VoIP, multicast, and reliability.

All papers in this book, we believe, will prove rewarding for all computer
scientists working in the area of information networking.

May 2004 Shigeki Goto
Hyun-Kook Kahng
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Abstract. Mobile Ad-Hoc Network (MANET) is a multi-hop wireless
network without any prepared base station. It is capable of building a mo-
bile network automatically with no help from DHCP servers and routers
to forward or route messages. In this paper, we present a new configu-
ration protocol based on two-tiered hierarchical network architecture for
MANET. To guarantee the uniqueness of address and to support a fast
and reliable node configuration, a new model, MUnit (Mobile Unit) is
proposed. In a peer to peer environment, this two-tiered model effectively
carries out well. This architecture ensures facility for address allocation
and duplication check.

1 Introduction

MANET is a multi-hop wireless network without any prepared base station. It
is capable of building a mobile network automatically with no help from DHCP
servers and routers to forward or route messages. Significant difference from
wired and wireless networks is continuous excessive changes of network topology
without base stations. Routing protocols such as DSR [1], AODV [2], TBRPF [3],
etc. to find shortest or optimistic routes have been proposed, but these protocols
assume that nodes have been pre-configured before building a network.

In this paper, we present a new node configuration protocol based on two-
tierd hierarchical network architecture for MANET. To guarantee the uniqueness
of address and to support fast and reliable node configuration, a new model,
MUnit is proposed. This architecture ensures facility for address allocation and
duplication check. Finally, we evaluate the performance of the proposed protocol
and conclude with discussions of further study.

2 Related Works

MANETconf [4] suggests a node configuration protocol based on a flat-hierar-
chical architecture, which is using a two-phase address allocation mechanism. To
� This work was done as a part of Information and Communication fundamental Tech-

nology Research Program supported by Ministry of Information and Communication
in republic of Korea.
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avoid dead-locks and thrashing, it employs the concept of prioritization among
concurrent initiations. The proposed scheme is not scalable in a large network,
viewed in a number of exchanged broadcasting messages because all nodes re-
spond to soliciting or check process. In addition, it applies a proactive approach
in an entire network that every node is required to know all other nodes. [4] does
not guarantee fast restoration and stability when some nodes acting as address
administrator are crashed abruptly.

Prophet Address Allocation for Large Scale MANETs [6] suggests a new
IP address allocation algorithm, namely prophet allocation, which is expectable
by an initiating node. The fragility of this protocol is that a node in superior
position should not leave until a network terminates.

Zeroconfigration is very useful when no configuration information is available.
Zeroconfigration protocol is suitable for wire-lined based networks because the
topology that this protocol serves is a physically or logically single network
segment where all nodes are connected. Zeroconfigration is not pertained for
MANET, which employs multi-hops based communications.

3 Proposed Node Configuration Protocol

In this paper, MANET is grouped into two components; agent and the other
nodes, called consignors. An agent allocates address for other nodes and guaran-
tees the uniqueness of address allocation. A consignor selects one of the nearest
agents. One agent and consignors organize a MUnit, as seen in Fig. 1. The max-
imal number of consignors in MUnit, cmax and the maximal distance between
agent and non-agent, dmax are necessary to be predefined for optimally fast
restoration and communication between nodes. The variables in (1) are depen-
dent on implementations and devices participating on communications.

cmax ≤ m, dmax ≤ n. (1)

Fig. 1. Hierarchical configuration of MANET
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Table 1. Address type

Address Type Description

Allocated address (agent address, allocated address, allocated time,
the number of hop count)

On-pending address (agent address, on-pending address, on-pending time)
Free address (address, de-allocated time)

All members in the same MUnit know each other, but only an agent knows
others in other MUnit. An agent located on tier-2 logically learns member in-
formation belonging to other agents, so agents hold database about all nodes in
a network, and further, an agent knows which nodes belongs to a specific agent
by periodic update message exchanges between agents. Besides, an agent is re-
quired to send periodic inspection message to its MUnit nodes to check whether
they are alive. For stability, non-agents are required to know the nearest agents
to recover from an agent absence, so non-agents holds database about neigh-
bored agents. Thus, non-agents know all allocated addresses in same MUnit,
neighbored agents’ addresses, and further on-pending and free address learned
from their agent.

Three types of address are newly defined as shown in Table 1. The allocated
address is already allocated to a node in some MUnit and should not be al-
located to other nodes. The agent address field specifies the administrator of
a node. If the agent address and allocated address fields in a record have same
value, the record corresponds to an agent. The number of hop count information
is necessary for all nodes to know a distance between nodes. The on-pending
address is under address duplication check process and should not be allocated
to other nodes, either, before originally invoking agent sends any update mes-
sage. The status of on-pending address becomes allocated if address uniqueness
is verified. The free address is allocated once and free, so it is an available ad-
dress resource in a MUnit, but still this address is known as unavailable to other
MUnits. The free address can be allocated to a new node in same MUnit, so
the agent can allocate free address to new node directly without any duplica-
tion address check. Once an agent notifies that some address now available, then
other agents should delete notified address from their allocated address list or
marked as unallocated to use this address later, but unallocated address should
pass a duplication address check. The change of address state is not propagated
to neighbors immediately, but transmitted via periodic update message, which
reduces message exchange overheads.

New message types are defined for node configuration in Table 2. The reply
messages for solicit or request message are not specified. Each reply message
corresponding to request or solicit will be simply named after solicit or request
message. When messages are broadcasted, they should be set with hop limit
not to be propagated to an entire network. In neighbor reply (NR) message,
several flags are defined: M, R, and P flags. At first, M flag indicates whether it
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Table 2. Message type

Message Type Description
(Abbreviation)

neighbor search Used when a new node wants to find neighbors.
(NS)
address request Used when a node wants to configure new IP address.
(AREQ)
address duplication check Used when an agent checks address duplication.
(ADC)
be agent request Used when a node asks other node to be a new agent.
(BAREQ)
consignor move notify Used when a consignor moves other MUnit.
(CMN)
be agent notify Used when an agent wants to leave or move a network.
(BAN)
to join request Used when a node moves and needs to join other agent.
(TJREQ)
agent solicit Used when a node needs the list of agent addresses.
(AS)
address release request Used when a node wants to leave a network.
(ARREQ)
neighbor update Used when there is a change in a network.
(NU)

is an agent, or consignor. R flag informs the availability of agent whether it can
handle more new nodes. M and R flags are only used by an agent. When a reply
message set one of these flags from non-agent is received, it should be ignored.
P flag is used to notify whether the response node can be a preliminary agent. If
the soliciting node receives reply message set P flag at first, it should remember
the response node.

Fig. 2. Joining step
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Fig. 3. Flowchart for address allocation

Joining and Address Allocation When a new node enters network, it broad-
casts NS message to find neighbors, and it starts a timer. This node will wait
until it gets any response, or this timer is expired. If soliciting node gets no
response after, it retries this process threshold times which are dependent on
implementations. When every trial is ascertained as fail, this node becomes an
agent and builds one MUnit.

Once the soliciting node gets reply message, it starts buffering for prefixed
time. The order of buffering is response latency between nodes. The node re-
members the first response set P flag to 1. If the node finds an agent satisfying
(1), it request address, and then the agent will find new address and allocate it
to the node. Unless there is any response from agents, the new node requests
the first responding node marked P flag to be an agent. Once a node receives
with BAREQ message, it requests its original agent to which it belongs once,
gets agent information, builds new database, and notifies other agents of a new
agent. Now, this new agent can allocate address for other nodes. The joining
process is shown in Fig. 2. The address allocation algorithm is given in Fig. 3,
whose time complexity is O(n) even in the worst case.

Address Duplication Check To guarantee the uniqueness of address is very
important to identify hosts in MANET. In this paper, avoiding duplication policy
is employed. When a node requests an address, the requested agent lookups its
database, selects temporary IP address, updates on-pending address list and
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Fig. 4. Handling the moving nodes

sends ADC multicast message to other agents. If agents receive ADC message,
they check their database at first, make negative or positive response, and update
on-pending address list in case of available address.

Once the agent gets every response from all other agents inner (2), it allo-
cates address to the requesting node. Else, the agent will send check message to
non-responding agents. When agents causing trouble do not response even after
several trials, new agent is under forming with some reason, such as crashed
agent or agent leaving. The requesting agent goes through suspension state un-
til new agents notify of their presence. The waiting time with an assumption
that every agent answers to the source agent with no collision can be formulized
as (2), where distmax is a distance between an agent and the furthest agent,
and tpropa is a normalized propagation time.

wtime = 2 × distmax × tpropa. (2)

If there is any reply indicating duplication, the source agent gives up the
on-pending address, selects other one and restarts the address duplication check
until there is no address duplication. Once the agent verifies address, address can
be allocated. Finally, the agent multicasts new allocated address to its MUnit
immediately. Notifying other agents of change in address status is delayed to
avoid communication overhead. If two agents solicit same address concurrently,
what is called collision, a priority from an arbitrary contention algorithm can be
used to solve the problem.

Handling Moving Nodes When a consignor moves one MUnit to another, it
does not need to be allocated new address but need to know to which MUnit it
belongs. For example, in Fig. 4, if a consignor in MUnit1 moves to MUnit2, and
this node is not able to get inspection message from Agent1, then it floods NS
message to locate Agent1. If the consignor gets reply messages from any other
agents except the previous Agent1, then it selects the most adequate agent,
Agent2 and sends TJREQ message. When Agent2 receives TJREQ message, it
updates its database and notifies Agent1 of the moving node.
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Handling Agent Release When an agent wants to be released from its role,
it should select the next agent before leaving. Some contention-based selection
algorithm, for instance, node residence time in the network, or power level of
device may be adopted to designate or select a new applicant. Once one con-
signor is appointed, it learns information from the releasing one and configures
new database. This newly elected agent informs the other agents of new agent
immediately. In case of the leaving agent, address release should be followed by
agent release.

Handling Crashed Agents An agent is possibly disappeared with unexpected
situations, due to battery life, electrical problem, etc., so crashed agent should
be replaced with new one, and one of consignors is elected by some contentions.
Once a new agent selected, it should learn all agents’ addresses, so new agent
sends AS message to its one of neighbored agents and learns the list of agent
addresses. The newly elected agent informs the other agents of new agent im-
mediately. The address belonging to crashed agent should be released.

Handling Address Release Nodes which do not want to be a member of
network any longer are required to release their addresses. Agents and non-
agents are equally in the limit of this application, so ARREQ message should
be delivered to an agent before leaving. In case a node unexpectedly leaves
a network, agents are required to send inspection packets periodically to check
if consignor is alive. Unless there is an answer after several attempts, the agent
frees the address. An address duplication problem can be occurred, and it is
advised to allocate new address to the deprecated node.

4 Performance Evaluation

Three types of messages are exchanged between nodes in the network: broadcast,
multicast and unicast. A broadcast message is flooded to all nodes in a network,
so this message expends lots of network resource and causes very high commu-
nication overhead. Proposed scheme broadcasts only NS message to all nodes
to attain maximal availability of network resources. A multicast message is sent
to only the member of targeted group. This message shortens communication
overhead from a broadcast message but still has higher overhead than a unicast
message does. A unicast message is forwarded only to a destination node so
causes the lowest overhead.

The proposed protocol employs hierarchical two-tiered model, and it lessens
decently the number of broadcast, unicast and multicast messages. Only agents
participate in address allocation process except the formation new agent, so
joining new node requires a minimal number of packets compared the model
in [4]. For example, if we consider the workload, W of one NS broadcast messages
from one new node to the other nodes to join a network with fault rate r, which
identifies a wrong delivery due to collision or crashed node, etc., W becomes

n
1−r , where n is the number of nodes in a network. The proposed scheme limits
the range of broadcast message, so this message uses less than W . Further,
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Fig. 5. Communication overhead to allocate address. The agent rate is 10% and 25%
respectively when 25 nodes exists in the network

if there is m (1 ≤ m � n) agents in a network, and l is duplication rate,
proposed protocol requires only (m+1)

(1−r)(1−l) for address duplication check. In [4],
every node is required to respond to address duplication check, so workload
becomes 2n

(1−r)(1−l) . The second comparison ignores multi-hop routing in both
cases, and message is directly forwarded from source to destination. If multi-hop
routing is employed, difference between them will be bigger.

The simulation experiments below are primary focused on gathering the num-
ber of communication packets to join a new node. It is assumed that there is
no collision between packets, and agent rate in the network can be regularly de-
fined. This simulation does not consider the beginning of network formation, so
nodes are supposed to be present in the incipient stage. Address adopted in this
simulation is assumed as EUI-64 based link-local address defined in [9]. Lifetime
of nodes in the network is infinite, and no nodes exit, because this simulation
checks the required packets when new nodes come in and are allocated with
new address. Each new node comes in every 20 seconds, and a update message
is exchanged between agents per every 40 seconds. The expected number of ex-
changed messages whenever newcomer comes in can be computed by a numerical
formula (3), where α is the probability of agent presence in three times of NS
message trials, pi is the probability of agent presence in the buffer, and mi is
the number of exchanged messages between nodes. mi is equal to the sum of
the number of responding nodes to NS messages, number of updates messages
between agents and the number of agents in the network.

P = αp1(1 − p1)n−1mi + (1 − α)(2 + mi). (3)

The first simulation shows communication overheads that agent rate is 10%
and 25% respectively when 25 nodes exist in the network at first, and 15 newcom-
ers arrive one by one. The second simulation displays communication overheads
that 25 nodes and 30 nodes exist respectively in the initial step when agent rate
is 10%, and 20 newcomers arrive one by one.

Fig. 5 remarks that high agent rate gives bad effect upon network availability.
The main reason of rapid increase of unicast message is that the more agents,



Node Configuration Protocol Based on Hierarchical Network Architecture 11

Fig. 6. Communication overhead to allocate address. There are 25 and 30 nodes in
the network respectively when the agent rate is 10%

the more number of exchanged unicast messages between agents for address
duplication check. This curve rate may be diminished by longer update period.
The number of exchanged broadcast message is the infinite series of mean value
of neighbor discovery failure possibility. A broadcast message is not specified in
this picture because it has very low frequency compared to other message types.
When the agent rate is reasonably low, scalability of the protocol is quietly good
independent with the number of nodes in a network. The slope rates of unicast
and multicast message in Fig. 6 are not fluctuating severely as the number
of node increases in both cases, and further, there is a little difference in the
number of messages between two cases. From Fig. 6, we can infer that initial
size of networks has not so big effect over network scalability.

5 Conclusions

We have presented a distributed, dynamic host configuration protocol for nodes
in MANET. This proposed protocol enables nodes in the MANET to config-
ure their address and network formation automatically by two-tiered hierarchal
managed network architecture. We have proposed message types and several
address types, such as allocated, on-pending, and free address. Especially, this
protocol guarantees unique address allocation with reduced overhead by dynamic
configuration of MUnit compared with [4]. Besides, fast and reliable node con-
figuration is strongly supported. This protocol may be able to compatible with
cluster switch gateway routing for routing protocol on a network. How to build
an identifier, i.e., IP address, for each host is necessary to consider as a further
study.
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Abstract. Unlike current clustering methods, the presented vote-based
clustering (VC) algorithm uses not only node location and ID informa-
tion, but also battery time information. In VC, each mobile host (MH)
counts Hello messages from its neighbors. At the same time it calcu-
lates its own vote that is the weighted sum of the normalized number of
valid neighbors and its normalized remaining battery time. The one with
higher vote than its neighbors will be selected preferentially as a cluster
head (CH). When the number of dominated MHs of a CH is more than
a balance threshold, neither of new coming MHs will be permitted to
participate in the current cluster. Analysis and simulation results show
that VC method can improve cluster structure than Lowest ID (LID)
algorithm and Highest Degree (HD) algorithm.1

1 Introduction

A MANET is a multi-hop wireless network in which mobile hosts (MHs) commu-
nicate without the support of a wired backbone [1]. In a MANET, the network
topology changes frequently, the control overhead is very large and a wireless
link is easy to break down. So how to reduce the number of control packets and
repair a wireless route becomes very important. However, people can only get
a tradeoff between the above two ambivalent objects.

Clustering is such an effective method, which is a common method in a com-
munication network topology description, and used to group network nodes into
clusters. It provides a convenient framework for the development of important
features such as code separation (among clusters), channel access, routing, power
control, virtual circuit support and bandwidth allocation. With an underlying
cluster platform, non-ordinary MH can be the dominant forwarding nodes. In
comparison with fixed communication networks, clustering in MANET turns
difficult. Because of node mobility and wireless link weakness, more control in-
formation must be paid to clustering a MANET. A representative of each cluster
1 This work was supported in part by NSFC-60003017, NSFC-60373020, 863-

2001AA114120, 863-2002AA103065, SRF for ROCS. SEM, Shanghai Municipal RD
Foundation under contracts 035107008, 03DZ15019 and 03DZ14015, and Youth
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is named as a cluster head (CH) and a MH belonging to more than 2 clusters
at the same time is called a gateway. Other members are called ordinary MHs.
Generally a cluster is defined by its CH’s transmission range.

Cluster architecture in MANET may be with or without CHs in every clus-
ter [2]. CH-based clustering can reduce storage and exchange information of
ordinary MHs. In clusters without CHs, every MH has to store and exchange
more topology information, thus the bottleneck of CHs can be eliminated. CH
Y. Yi and M. Gera partitioned 2 approaches to construct a MANET cluster
platform, i.e. active clustering and passive clustering [3]. In active clustering,
MHs cooperate to elect CHs by periodically exchanging information, regardless
of data transmission. On the other hand, passive clustering suspends cluster-
ing algorithm until the data traffic commences [4]. It exploits on-going traffic to
propagate ”cluster-related information” (e.g., the state of a node in a cluster, the
IP address of the node) and collects neighbor information through promiscuous
packet receptions. Thus, it eliminates setup latency and major control overhead
of active clustering required collecting neighbor information.

Recently multipoint relays (MPRs) are often used in clustering to reduce
the number of gateways in active clustering. MPR Hosts are selected to forward
broadcast messages during the flooding process [5]. This technique substantially
reduces the message overhead as compared to a classical flooding mechanism,
where every node retransmits each message when it receives the first copy of the
message. Using MPRs, the Optimized Link State Routing (OLSR) protocol can
provide optimal routes, and at the same time minimize the number of control
messages flooded in the network [6]. A good clustering method should be able
to partition a MANET quickly with little control overhead. Because of node
mobility, it is difficult to construct the best clustering structure in a MANET. To
this end, two distributed clustering algorithms are considered. They are Lowest
ID algorithm (LID) [7]. and Highest Degree algorithm (HD) [8]. Both of them
belong to passive clustering.

In LID algorithm, each node is assigned a distinct ID. Periodically, the node
broadcasts the list of nodes that it can hear (including itself). The lowest-ID
node in a neighborhood is elected as the CH. LID method has the following 4
rules:

(1) A node which only hears nodes with ID higher than itself is a CH.
(2) The lowest-ID node that a node hears is its CH, unless the lowest-ID specially

gives up its role as a CH (deferring to a yet lower ID node).
(3) A node which can hear two or more CHs is a gateway.
(4) Otherwise, a node is an ordinary node.

In HD algorithm, the highest degree node in a neighborhood becomes the
CH. The algorithm is described below:

(1) Each node broadcasts the list of nodes that it can hear (including itself).
(2) A node is elected as a CH if it is the most highly connected node of all its

”uncovered” neighbor nodes (in case of a tie, lowest ID prevails).
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(3) A node which has not elected its CH yet is an ”uncovered” node, otherwise
it is a ”covered” node.

(4) A node which has already elected another node as its CH gives up its role
as a CH.

An optimized cluster protocol about LID was proposed in [2]. It ensures MHs
who have not received Hello messages during a certain period can issue a new
cluster or participate in an existing cluster after a while.

LID method is a quick clustering method, which only uses 2 Hello message
periods to get the cluster structure. Also it provides a more stable cluster forma-
tion than HD method. In HD style even if one link drops due to node movement,
the current CH may fail to be re-elected again. HD method can get fewer clusters
than LID. It is very helpful in a large-scale network.

In current clustering schemes, stability, quantity and convergence are of very
importance. However, fewer clusters don’t always mean better. A CH dominates
so many mobile nodes that its resources (e.g. computing, bandwidth, and etc.)
will be exhausted soon. So the control of cluster scale is very important. On the
other hand, under mobile computing environment, apart from position and ID,
power is another important factor for one MH. The fore-mentioned clustering
methods didn’t mention cluster scale and power factor, we do it in this paper.

The rest of the paper is organized as follows: in Section 2, the vote-based
clustering algorithm is presented, which includes 3 parts: vote-based partition
algorithm, mobile management method and cluster load balance method. Per-
formance simulation and analysis are shown in Section 3. Finally, conclusions
and future work are given in Section 4.

2 Vote-Based Clustering Algorithm

In MANET clustering, we should consider not only position and ID but also
other factors. LID is a quick clustering method, which only uses 2 Hello message
periods to get the cluster structure. In LID, only ID information was used to
distinguish every MH. Obviously, it did not make use of MHs’ position informa-
tion and cannot get few clusters. HD method needs 3 Hello message periods, for
that each MH must know its neighbor host’s neighbors’ number. It uses position
information and ID information of one MH.

Fig. 1 shows a simple comparison of HD clustering and LID clustering. In
a MANET including 15 mobile hosts, LID method gets 6 clusters but HD method
gets only 4 clusters. The virtue of VC is using every MH’s mutual location
information. On the other hand, Both of LID and HD method cannot trade
off among different clusters. Maybe one CH dominates fewer MHs, but another
CH holds more MHs. We want to eliminate this possibility to avoid one CH be
exhausted. ID is used to distinguish every MH anywhere, anytime. By position
information, we know a MH’s one-hop neighbors, two-hop neighbors, etc.

In our case, considering the relation between power consumption of one CH
and the number of its dominated MHs, we select the lasting time of MH’s bat-
tery as one performance parameter. Our algorithm is based on two important
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Fig. 1. A simple comparison of HD clustering and LID clustering

performance factors, neighbors’ number and remaining battery time of every
MH. Then we use voting method to select cluster head and determine members
of a cluster.

2.1 Network Model

A MANET can be divided into several overlapped clusters. A cluster is composed
of a subset of nodes, which can communicate directly with a cluster head and
with each other. Hereby the scenario is modelled as an undirected graph G(V, E)
where V is the set of all MHs in the network and E is the set of all links (i, j)
where i, j ∈ E. Each link signifies that two MHs are within transmission range
of each other. Let Si be the set of all nodes that can be reached by node i. We
assume every link is bi-directional so that link (i, j) exists if and only if j ∈ Si.
The topology of G is the set of nodes and edges.

Each MH has a unique identifier (ID) number, which is a positive integer.
The basic information inside the network is Hello message, which is transmitted
in the common channel. Every MH acquires information from neighbor hosts’
periodic Hello message. We assume that only when the 2 MHs lie inside the
mutual transmission range, they can communicate directly with each other, i.e.
a bi-directional link exists. One another important information for every MH is
its battery lasting time, which is a positive integer.

2.2 Vote-Based Clustering Scheme

In our proposal, we consider the clustering architecture with cluster heads. It
is also assumed that one MH can only participate in a unique cluster at the
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Fig. 2. Communication Procedure between Cluster2 and Cluster5

Fig. 3. Hello message format

same time, so Fig. 2 shows this case and the communication procedure between
2 clusters. A cluster is tagged with its CH’s ID, e.g. Cluster2 and Cluster5
in Fig. 2. The proposed vote-based clustering protocol includes 3 parts: vote-
based partition algorithm, mobile management method and cluster load balance
method.

2.2.1 Vote-Based Partition Method

Making use of node location information and power information, we introduce
the concept of ”vote” and proposed vote-based partition algorithm shown later.
Fig. 3. shows the Hello message format in Vote-based clustering algorithm (VC).
MH ID item is MH’s own ID and CH ID item is MH’s CH ID Vote item means
MH’s vote value, i.e. weighted sum of number of valid neighbors and remaining
battery time. Option item is used to realize cluster load balance in part 3.

V ote = w1 × (n/N) + w2 × (m/M). (1)

w1, w2: Weighted coefficient of location factors
and battery time, respectively,

n: Number of neighbors,
N : Network size or the Maximum of members in a cluster,
m: Remaining battery time,
M : The maximum of remaining battery time.

m is a characteristic parameter for every MH. Each MH consumes the battery
energy anytime. Each CH spends more than a common MH, obviously.

The algorithm includes the following steps:
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(1) Each MH sends a Hello message randomly during a Hello cycle. If a MH is
a new user to the MANET, it reset ”CH ID” item. That means the MH does
not belong to any cluster and does not know whether it has neighbor hosts.

(2) Each MH counts how many Hello messages it can receive during a Hello
period, and considers the number of received Hello messages as its own n.

(3) Each MH sends another Hello message, in which ”vote” item is set to its
own vote value and got from Equation 1.

(4) Recording Hello message during 2 Hello cycles, each MH knows the sender
with highest vote and not belongs to any existing cluster is its cluster head.
It set its next sending Hello message item ”CH ID” to the cluster head’s ID
value. One noticeable issue is when two or more mobile nodes receive the
same number of hello packets, the one who owns the lower ID will be prior
to others.

Following the above-mentioned approach, every MH knows its cluster head
ID after 2 Hello message periods. That is to say, we can finish clustering scheme
during 2 Hello cycles. We also know that the cluster head sends a Hello message,
in which ”MH ID” is the same as ”CH ID”.

2.2.2 Mobile Management Method

All moving MHs can be classified into 2 kinds by their current status. For a mov-
ing cluster member, if it receives a Hello message with bigger vote from another
CH or non-CH host, the latter will become its new cluster head. For a moving
CH host, it uses the same method to participate in a new cluster. However in this
case, all its dominated mobile hosts must start a new cluster discovery process.
Once a member host finds its CH turns a member host by analyzing the received
Hello message, it will reset the ”CH ID” item to 0.

Using this kind of mobile management method, real-time modification of the
cluster structure can be realized.

2.2.3 Adaptive Cluster Load Balance Method

In LID or HD clustering scheme, one cluster head can be exhausted when it serves
too many MHs. It is not good and the CH becomes a bottleneck. So we proposed
an adaptive cluster load balance method. In Fig. 3 , there is an ”Option” item.
If a sender MH is a cluster head, it will set the number of its dominated MHs
as ”Option” value. When a sender MH is not a cluster head or it is undecided
(CH or non-CH), ”Option” item will be reset to 0. When a CH’s Hello message
shows its dominated MHs’ number exceeds a threshold (the maximum number
one CH can manage), there will not be any new MH participate in this cluster.
As a result, we can eliminate the CH bottleneck phenomenon and optimize the
cluster structure.

As stated in the above description, VC can get load balance between various
clusters. Thus, resource consumption and information transmission will be dis-
tributed to all clusters, not only to some certain clusters. On the other hand, the
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consideration of battery lasting time can help us to get a steady cluster struc-
ture. Because in VC method, through inducting weighted battery lasting time,
the probability of a MH without enough battery energy will be reduced.

3 Performance Simulation and Analysis

In this part, we simulate the proposed clustering protocol under C++ program-
ming environment. The simulation network is a square plane area with 50m∗50m.
There are totally N mobile hosts in the square space and N can be 10, 20, 30,
and up to 150. Each mobile host stays in the space randomly at the start. Ev-
ery MH will move at a proportional rate between 0 ∼ 5m/s, and at a random
direction. If they move to the boundary, they will be bounced back. The Hello
message is sent at 5ms period. When using VC with load balance method, the
threshold for a dominating MH is defined as 15. Each simulation lasts out 1
minute. The initial battery time of each MH is a random value between 0 and
1, 3, or 5 minutes.

We tested some parameters using LID method and VC method, respectively.
From the fore description, it is easy to see that VC without load balance and
without battery time limit is HD method indeed. The parameters include number
of cluster heads, average change of cluster heads and variance of cluster size.

3.1 Number of Cluster Heads

We count the number of cluster heads every 1s and compute the arithmetic
average every 5 simulations. In our simulation, an isolated MH will not become
a cluster head, because it cannot communicate with any other mobile host.

Fig. 4. Average cluster head number with 3 methods
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Fig. 5. Average cluster head change with 3 methods

Fig. 6. Variance of cluster size with 3 methods

Fig. 4 illustrated the average cluster head number in the MANET. For
a medium-scale network, VC method can reduce clusters obviously. When the
network is very sparse, VC method cannot play very well. However, we know
that in that case clustering will be not a good mechanism at all. In addition,
with the network scale increased, VC with load balance will result in more clus-
ters even than LID. It is because it can save a cluster heads resource to avoid
its premature exhaustion.
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Fig. 7. Average change of CHs with different battery time proportion

3.2 Average Change of Cluster Heads

If we define A and B as aggregate of cluster heads in previous test moment and
current test moment, respectively, the change of cluster heads equation holds:

δ =| (A ∪B− | A ∩ B). (2)

We computed the arithmetic average of every 5 simulations.
Fig. 5 illustrated average change of cluster heads. Since LID only uses not

node location information but ID information, so its cluster status is steadier
than VC. Obviously, VC with load balance is worse than VC without load bal-
ance about this parameter when network size exceeds a certain scale. When N
is bigger than 70, in VC with load balance method cluster heads change very
frequently.

3.3 Variance of Cluster Size

We recorded current cluster size every second, Ci, i = 1, 2, . . . , M (M is number
of cluster heads). We define C and D as below:

C =
M∑
i=1

Ci/M. (3)

D =
M∑
i=1

(Ci − C)2/M. (4)

Fig. 6 illustrated variance of cluster size, D. Simulation results show that
LID methods variance of cluster size is less than VC method.

From the above 3 figures, we know that VC method can optimize cluster
structure by reducing cluster head number. The cost is more cluster head change
and higher variance of cluster size.
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3.4 Average Change of CHs
with Different Battery Time Proportion

Like in 3.2, we can get the average of CHs when w2 is equal to 1, 0.5 and 0.9,
respectively. It is noticeable in the simulation, at every Hello period, a common
MHs battery time drops down at a constant space. For a CH, its battery time
decreases in proportion to the number of current dominated MHs.

Fig. 7 illustrated average change of cluster heads with different battery time
proportion. When w2 is equal to zero, it means battery time is not considered in
clustering. As w2 is increased step by step, battery time takes a more important
role in clustering. The curve shows that the more proportion battery time owns,
the steadier the cluster structure turns. If w2 is equal to 1, the VC method only
uses battery time information, not position information.

4 Conclusions and Future Work

In this paper we present a novel vote-based clustering algorithm for MANET.
Unlike current clustering method, VC not only uses node location information
and ID information, but also battery time information.

In VC method, each MH counts Hello messages from its neighbors. At the
same time it calculates its own vote that is the weighted sum of the normalized
number of valid neighbors and its normalized remaining batter time. The one
with higher vote than its neighbors will be selected preferentially as a CH. When
the number of dominated MHs of a CH is more than a balance threshold, neither
of new coming MHs will be permitted to participate in the current cluster.

Analysis and simulation results show that VC method can improve cluster
structure than LID and HD algorithm. At first, VC can get less cluster number
than LID. Secondly, VC can support adaptive cluster size balance to avoid one
CH of being exhausted, better than LID and HD. Thirdly, VC can get steadier
cluster structure than HD, since it uses battery information.

As to LID and VC, on the one hand, LID uses more clusters since it only
uses ID information, which is constant for every MH. On the other hand, VC
improves stability of cluster structure by inducting battery information. Any
MH with little battery time may be not selected as a CH.

We will study VC-based routing further. In current method, cluster structure
maybe is changed even if only one MH comes or leaves, since many MHs’ vote
is changed. Apparently, it is not very good. In next-step work, we will focus on
boosting up VC’s robustness.

We will also study VC-based routing and multicast algorithms. In clustering,
we reduce the effect of node mobility and link state on cluster structure and
make cluster structure repaired with little spending. However in routing, we
hope discovery in time and little cost to get a route quickly. We ever used spine
structure in multicast [9] and will use VC structure in multicast later.
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Abstract. In this paper, an ad hoc network anonymous data forward-
ing method and an associated routing protocol to prevent traffic analysis
is presented. This method assumes trusted closed group nodes and every
node can play the role of onion relay for the anonymous data forwarding.
The route discovery operation of the protocol adopts the load balanc-
ing concept. The load balancing not only improves the throughput but
also helps the prevention of the traffic analysis since the load cost for
camouflage traffic can be reduce and the routes change dynamically. The
performance of the proposed protocol is evaluated by simulation, and
compared in several major aspects with the fixed mix method for anony-
mous data forwarding that works over existing ad hoc routing protocol.

1 Introduction

Security problem in mobile ad hoc network is essential and important in many
applications. However, the peculiar attributes and limitations of the ad hoc net-
work even make it more difficult. There are numerous types of attacks on both
routing and data forwarding in the network, some of them are specific to ad
hoc network. The attacks on MANET (mobile ad hoc network) routing include
black holes, denial of service, routing table overflow, impersonation, energy con-
summation, information disclosure [1]. Also, possible attacks against anonymity
network are message coding attack, message length attack, replay attack, col-
lusion attack, flooding attack, message volume attack, timing attack, profiling
attack [2, 3]. There have been much work against these attacks, but it seems
to be impossible to have a single protocol that can perfectly protect the ad hoc
network from all kinds of attacks. In order to cover wide range of attacks, it may
be inevitable to have a security framework in which separate security capabilities
that fight for different attacks cooperate together. Thus, most of the literatures
deal with only limited scope of the security problems.

This paper focuses on the prevention of traffic analysis attack. The scope
of the paper covers the anonymous data forwarding and the cooperating rout-
ing protocol, but the security of the routing itself is excluded. For the security
routing, the methods for anonymous route discovery and maintenance using sym-
metric or asymmetric keys proposed in other literatures [4, 5, 6] may be applied
on the routing protocol proposed in this paper.

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 24–33, 2004.
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Section 2 describes the basic assumptions and the rationales of the proposed
method. The proposed load balancing routing and the anonymous data for-
warding scheme are presented in section 3 and 4, respectively. The performance
simulation results are shown and discussed in section 5, and section 6 concludes
this paper.

2 Model of the Proposed Method

The proposed method assumes that the target ad hoc network consists of a finite
number of closed member group, thus there is no severe scalability requirement.
Also, a trusted environment is assumed, that is, all member nodes can be trusted,
and the trust is continuously probed and maintained using some other methods
(such as intrusion detection, key management) that is out of the scope in this
paper. Since, the main focus is on the prevention of traffic analysis, it is assumed
that camouflage traffic is generated by other module or, maybe, by the higher
layer function.

As the mix methods [7, 8], fixed length packets with padding will be used for
data packets to hide the correlation between the incoming and outgoing packets.
However, routing control packet may be used in traffic analysis by the adversary
in ad hoc network, especially in the on-demand routing protocols. Therefore, it
will be desirable to use two different fixed lengths in ad hoc network, one for
data forwarding and the other for the routing control packets since the routing
control packets are usually short and the data packets may have wide range of
lengths. In this case, two different length camouflage packets will be needed.

The proposed LBOR (load-balanced onion relay) method assumes that every
node in the ad hoc network can be relay node for the anonymous data forwarding.
The routing scheme adopts the load balancing concept. The rationales behind
this are

– An ad hoc network consists of peer nodes, thus the assumption of the ex-
istence of mix (or relay) nodes may not be relevant in situations. Also, the
collecting and shuffling of packets as in the wire network mixes [7, 8] may
not be appropriate for ad hoc network applications due to delay, processing
overhead and buffer requirement. Rather, simpler scheme with camouflage
traffic may be needed.

– Unlike the wired network, there is no high capacity back bone network in ad
hoc network, where mixes are located. Instead, all ad hoc network links have
the same, usually, limited bandwidth, even around the mix nodes. As a result,
links around the mix nodes becomes bottleneck, causing the degradation of
network throughput, delay and packet loss that may be unacceptable for the
real-time applications.

– Data forwarding through few mix nodes may cause low reachability (or deliv-
ery ratio) due to the bottleneck as mentioned above, or topological problems
like hop distance, which is very important for military, emergency applica-
tions.
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– Load balancing not only reduces the possible bottleneck due to the limited
bandwidth, but also lowers the required amount of camouflage traffic to
achieve the neural traffic matrix [9, 10] that is pursued to prevent traffic
analysis.

– Relay nodes for anonymity data forwarding can be selected randomly and
dynamically. This helps the reduction of hops by avoiding detours, and makes
it untraceable.

A number of network mix methods [11, 12, 13] provides data forwarding
anonymity assuming separate routing protocols that operate below them. Load
balancing concept of the proposed LBOR requires the cooperation of routing
and data forwarding protocol, thus it covers both routing and data forwarding.

The route discovery and maintenance of LBOR is based on DSR protocol,
but with modifications as described in next section. The modification mainly
includes the adoption of load balancing routing. The anonymous data forwarding
part of LBOR utilizes the well-known onion routing method, but any node in the
network can be relay node for the onion routing. Thus, the route from the source
node to the destination node is selected based on the load balancing routing, and
the nodes that will works as onion routing relays are chosen by the source among
the nodes that are en route.

3 Load Balancing Routing

In this section, the routing operation of LBOR is described. As mentioned in the
previous section, the main idea of LBOR is load balancing concept. The effect
of load balancing on the prevention of traffic analysis is discussed, and the load
balancing routing operation is described.

3.1 Load Balancing and Prevention of Traffic Analysis

Mix methods applied in ad hoc networks have been proposed in [13]. In their
methods, there are a finite number of mix nodes in the ad hoc network. Every
source node has its own designated mix node (fixed mix method) or selects a mix
node dynamically (dynamic mix method). In these methods, the mix nodes are
well-known even to the adversary, which may be irrelevant in such as military
applications. In addition, the link bandwidth of ad hoc networks is limited, and
the links around the mix nodes becomes bottleneck. In this paper, it is assumed
that any node can play the role of onion relay node. This model makes it possible
to eliminate the vulnerable mix nodes and balance the traffic across the network.

The ad hoc network applications are more likely to be time-critical real-time
applications. Also, the amount of network traffic is much smaller than the wired
network. Thus, the function of collecting and shuffling of packets as in the wired
network mix is not appropriate in ad hoc network. Instead, camouflage traffic
will be inevitable to prevent traffic analysis. However, ad hoc network has limited
bandwidth, thus the load balancing is important.
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The proposed method focuses on the prevention of the traffic analysis. The
method assumes that the higher layer generates dummy (or camouflage) packets
to prevent the eavesdropper from gaining useful information from the traffic
pattern. For this end, the camouflage traffic is generated by so that the load on
all links may be equal, achieving so called neural traffic matrix [9]. In the paper,
the minimum load cost (MLC) to achieve the neural traffic matrix is defined
as [9]

MLC = n (n− 1)μ− S (1)

where,

S =
n∑

i=1

n∑
j=1

M [i, j] (2)

and

μ =
max{

n∑
i=1

M [i, j] ,
n∑

i=1

M [j, i] |j = 1, 2, ..., n}
n− 1

(3)

In the equation, n is the number of nodes in the network, and M [i,j ] is the
traffic matrix.

According to this proposition, the maximum of link traffic into or out of the
nodes in the network should be as low as possible to minimize MLC. The routing
protocol of the proposed method tries to find routes so that the traffic on the
links may be balanced to minimize load cost of using dummy packets.

3.2 Routing Operation

The proposed routing protocol is based on DSR (Dynamic Source Routing)
protocol but with following modifications.

– Every node continuously updates LL (link load) of each link that is alive.
LL is defined as

LL = number of all packets on the link / measurement window (packets/sec)

– If no packet arrives for LEDI (link entry delete Interval), the item is deleted
from the LL list. Measurement window (MW) is a sliding time window, and
LL is measured for each direction of a link separately.

– Upon receiving RREQ, each node on the route appends the LL of the cor-
responding link to RREQ before it broadcasts RREQ. RREQ contains the
list of the nodes and LLs of the links it travels.

– Upon receiving RREP, each node on the route updates the route cash with
the following criteria.
1. If the node does not have the same route to the destination, then add

the new route entry.
2. If the cash has route(s) to the destination, add new route and sort.
3. The priorities for the sorting of the route entries are, in order:
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(a) bottleneck load (BL) = max{LLi} of the route,
(b) total route load (TRL) = the sum of LLi’s,
(c) hop count,

4. Each node keeps only top n entries entries for each destination.
– If any destination is not referred for routing for CEDI (cash entry delete

interval), the entries are deleted from the cash.
– Cash entry is updated every CEUI (cash entry update interval) for each

destination alive in the cash.
– Every time an entry is referenced, the BL, TRL, are updated as follows, and

entries are sorted again.
BL+ = BL + 	n hop

2

, TRL+ = TRL + 	n hop

2



Other operations are just like DSR. This routing scheme focuses on the load
balance of the network links to minimize the load cost for the camouflage traffic.
Specifically, the route is chosen so that the bottlenecks of the network can be
prevented in advance. This scheme not only improves the throughput of the
network, but also reduces the required camouflage traffic.

4 Anonymous Data Forwarding

In this section, the proposed method to anonymize the network traffic is de-
scribed. For fixed networks, many solutions for untraceable communication have
been proposed to keep confidential who communicates with whom. Most of them
are based on Chaum’s[8] method. In such solutions, special network node(s)
(called mix) is(are) used to provide unlinkability between the source and the
destination. However, mix method has restricted application since it need to
collect sufficient number of (a batch of) packets to shuffle the order randomly
before it send out a batch of packets. It may cause intolerable delay or camou-
flage traffic. Also, the mix needs high processing power, and if the link capacity
around the mix(s) is limited, the traffic bottleneck degrades the performance of
the network significantly. These aspects make the mix method infeasible for Ad
Hoc network.

The dummy traffic to make network traffic even to prevent the adversary
to deduce useful information from the traffic pattern may congest the limited
bandwidth of the ad hoc network. In order to circumvent some of the drawback of
mix method, NMD was proposed for mobile IP network, but ad hoc network has
additional constraints of the limited bandwidth, the morphosis of the network
topology itself, and the limited processing power of the nodes. In this section,
how to provide the unlinkability of the traffic that is adopted in the proposed
method is described.

A number of protocols for anonymity have been proposed based on the
Chaum’s untraceable electronic email solution [8]. The basic data forwarding
of LBOR is also based on onion routing [12, 14]. The public keys of all nodes are
known to the network members. When a node is to send a packet, the source se-
lects the route according to the routing information. With the selected route, the
source determines the number of ad hoc onion relay nodes (ORNs) as following.
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Step 1: Select the route to the destination according to the routing cash.
(n hop : the number of hops to destination )

Step 2: Decide the number of ORNs (n ORN ) along the route between the
source and destination as follows.

n ORN = max (1, �n hop/α�) (4)

where, α is sparseness of ORNs along the route. α = 1 means that
all node en route to the destination are onion relay nodes.

Step 3: Select randomly n ORN nodes along the route.

SR = {Ri| i = random (1, n hop)}, where |Sr| = n ORN (5)

Once the ORNs along the route to the destination are determined, the packet
goes through a sequence of ORNs{ORN1, ORN2, ..., ORNn ORN}. The onion
sent by the source is

K1 (ORN2, R2, K2 (ORN3, R3, K3 (· · ·Kn (D, Rn, KD (M, R0)) · ··)))

where, Ki ’s are public keys, and M is the message sent from the source to
the destination. If the processing overhead of public key cryptosystem is not
acceptable, the symmetric key cryptosystem can be used instead.

5 Performance Evaluations

To evaluate the performance of the proposed routing protocol in several aspects,
the simulation of the proposed protocol and fixed mix method is implemented
using ns-2 [15]. The ad hoc network consists of 40 wireless nodes moving in 675m
x 675m space with mobility model of random waypoint [16]. The moving speed
has a uniform distribution between 0m/s and 20m/s. The nodes are initially
paced randomly in the space, and the radio bandwidth is 2Mb/s. The range
of the transmission power is 250m. The simulation is done for several different
pause times as indicated in the figures. The simulation time is 900s excluding
100s initial warm up time. 15 pairs of source and destination are randomly chosen
and the connections are set up. The sources are constant bit rate (CBR) sources,
and send 3 data packets of 512 bytes every second. The source nodes begin the
transmission starting at random time between 0 to 8 second. All simulation
results are obtained by averaging 5 different simulations with different seeds.
The parameters for routing operation are MW=LEDI=2 seconds, n entries=3,
CEDI=7.5 seconds, CEUI=45 seconds.

To compare the performance, fixed mix (FM) method is also simulated. In
the fixed mix method, every node has its designated mix node among a finite
number of ad hoc network mix nodes. We assume that the fixed mix method
operates over DSR (Dynamic Source Routing) protocol, and there are 6 mix
nodes among 40 nodes including the mix nodes. Other environments are the
same as the above.
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Fig. 1. The bottleneck load is the load of the link of which the load is the maximum
in the network in a given measurement window. The maximum bottleneck load is the
highest one throughout the simulation

Fig. 2. The comparison of the minimum load cost of fixed mix method and LBOR is
shown

In Fig. 1, the maximum bottleneck loads (MBLs) of two methods are com-
pared. The bottleneck load (BL) is defined as the load of the link of which the
load is the maximum in the network in a measurement interval. MBL is the
maximum of BLs throughout the simulation. As expected the links of mix node
and links around mix nodes are crowded by heavy load, and this phenomenon
becomes severe as the traffic increases.

In Fig. 2, MLC (minimum load cost defined in section 3.1) to achieve neu-
tral traffic matrix is shown. Due to the load balancing routing, it is shown that
required MLC for LBOR is remarkably lower than that of fixed mix method.
Similar MLC comparison results were obtained for different pause times by sim-
ulation.
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Fig. 3. The successful packet delivery ratio

Fig. 4. Average hop count from the source to the destination

Military and emergency applications are the examples of the important appli-
cations of ad hoc network. In such circumstances, the successful packet delivery
ratio is very important. In Fig. 3, the successful packet delivery ratios of the
two methods are compared. The successful packet delivery ratio is defined as the
ratio of the number of successfully delivered packets to the number of the total
generated packets by the sources.

In the case of fixed mix method, the detour to go through a mix node causes
the increase of the hop count between the source and the destination. On the
other hand, LBOR does not choose the optimal route in terms of hop count,
but it tries to choose the best route by avoiding bottleneck link. Even so, Fig. 4
shows that the average hop count of LBOR is much smaller than that of fixed
mix method.

In Fig. 5, the ratio of the number of the routing control packets sent to the
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Fig. 5. Control packet overhead

number of total packets sent is shown. LBOR shows better successful packet de-
livery ratio, but the routing control packet overhead is slightly higher than the
fixed mix method over DSR. This overhead implies the efficiency of the combined
routing and data forwarding protocol.

6 Conclusion

The prevention of traffic analysis is an important part of network security. In
this paper, we presented an anonymous data forwarding method accompanied by
an associated routing protocol. The method assumes the nodes to be a trusted
group and all nodes can take the role of onion relay node. The routing protocol
is based on well-known DSR, but the load balancing concept is adopted and
some operations are modified to help data anonymity and to improve other
performances. The simulation results show the improved performance of the
proposed method compared to the fixed mix method. The load balancing routing
efficiently avoids bottleneck links in the network, which not only improves the
throughput and delay but also reduces the amount of required camouflage traffic
to prevent traffic analysis. Also, the packet delivery ratio is shown to be improved
remarkably, which is important in ad hoc network applications.
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Abstract. In a mobile ad hoc network (MANET), packet broadcast is
common and frequently used to disseminate information. Broadcast con-
sume large amount of bandwidth resource, which is scarce in MANET
environment. The problem is to find the ideal forward node set so as to
minimize the bandwidth consumed, which is a NP-Complete problem. In
this paper we will investigate three dominant node approximation algo-
rithms: dominant pruning, total dominant pruning and partial dominant
pruning algorithm. An extension to the original algorithms, modified
termination criteria, is proposed. Simulation results show that the new
termination criteria ensure the same coverage using a reduced number
of forward nodes.

1 Introduction

A mobile ad hoc network (MANET) is a self-constructing network that consists
of mobile hosts roaming around and communicating with each other freely. Due
to the radio transmission range limit, packets transmitted from the source may
need intermediate hosts to help relaying before they can reach the destination.
Such network finds applicability in military environment, wherein a platoon of
soldiers may establish an ad hoc network in the region of their deployment. It
has been used as well in non-military environment, e.g. Inter-vehicular commu-
nication.

There are several types of message communication services in ad hoc net-
work. When one packet needs to be sent from one node to all other nodes in
the network, a broadcast service is needed. The straightforward approach for
broadcast is flooding, in which each node retransmits the received packet once.
Many MANET routing protocols such as Ad Hoc On Demand Distance Vec-
tor (AODV) [1], Dynamic Source Routing (DSR) [2], Location Aided Routing
(LAR) [3] and Zone Routing protocol (ZRP) [4] use flooding or its derivation to
establish routes. This traditional flooding causes excessive redundant retransmis-
sions, contention and congestion, which is referred as broadcast storm problem.

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 34–43, 2004.
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Some related works have been done to reduce redundant broadcast. Mul-
tipoint Relaying [6] restricts the number of neighbor nodes, which can reduce
the retransmission by efficiently selecting a small set of neighbor nodes, which
can cover the same region as the whole. This is a distributed mechanism; each
node independently selects its own multipoint relaying set without the informa-
tion of others’ selection. In [7] Jie Wu and Wei Lou used a greedy algorithm
to select the forward node set at each node, and then broadcast in clustered
networks based on forward node set. H. Lim and C. Kim proposed a dominant
pruning algorithm [8], and later, in [9] Wei Lou and Jie Wu proposed other
two algorithms: total dominant pruning algorithm and partial dominant prun-
ing algorithm, which reduced some of the redundancy in the dominant pruning
algorithm. They also discussed two termination criteria: marked and relayed.

In this paper, we modify the termination criteria, and proposed a hybrid ter-
mination criterion that shows marked improvement in the reduction of number
of forwarding nodes. The rest of this paper is organized as follows: section 2
introduces some graph definitions and forward node selection algorithms. Sec-
tion 3 proposes the modification of the marked/relayed mechanism and the hy-
brid termination criteria, and examples are given at section 4. Section 5 shows
the simulation results. Finally section 6 concludes the paper.

2 Problem Definition

An ad hoc network can be represented by a graph, G = (V, E), where V is the
set of nodes in the network, and E is the set of edges between every two nodes.
An edge exists between two nodes only when they are within the transmission
range of each other, and then each one is called one-hop neighbor by the other
node.

For a node v, we use N(v) to represent its one-hop neighbor set (including v),
and N(N(v)) to represent its two-hop neighbor set (the union of the N(v)’s
one-hop neighbor). The hosts can get the one-hop or two-hop neighborhood
information by periodically exchanging their “Hello” messages.

The ideal way for broadcast is to select the minimum connected dominating
set (MCDS) [5] nodes to do the rebroadcast. Finding MCDS is a NP-Complete
problem, and extensive work has been done in the theoretical community on
finding a good approximation of MCDS. The author in [5] proposed an approxi-
mation algorithm (AMCDS), which assumes that it has full network connectivity
information.

AMCDS Process:

1. Color all the nodes in V white.
2. Select the node with the maximum node degree, and put it into the set C.

color this node black and all its neighbors white.
3. Select the grey node with the maximum white node degree, and put it into

the set C. Color this selected grey node black and all its white neighbors
grey.

4. If there are still some nodes white, go to 3; else go to 5.
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5. The set C is an approximation for the MCDS.

However, in the real MANET environment the nodes will only have limited in-
formation, eg. 1-hop or 2-hop neighbor information. Distributed algorithms [8][9]
that make use of 1-hop and/or 2-hop information, has been proposed to find the
forwarding node set in the MANET environment. These algorithms have two
major tasks: selection of forwarding nodes and termination of broadcast.

2.1 Forward Node Selection Algorithms

Three distributed algorithms for forward node selection were investigated. In the
discussion that follows, the following parameters are defined:

– N(v) is defined as the 1-hop neighbors of node v.
– N(N(v)) is defined as the 2-hop neighbors of node v.
– B(u, v) = N(v) − N(u). This is the set of nodes in the neighborhood of

node v that are not the 1-hop neighbors of node u.
– Ux(u, v): the set of forwarding nodes that would relay the packet based on

the algorithm X .
– F (u, v): the forwarding node set, initialized to zero members.
– Z: initialized to zero members (empty set).

The general algorithm for forward node selection when node v receives a
broadcast packet from node u is as follows:

1. For every node wi∈B(u, v), Si = N(wi)∩U(u, v).
2. Find wj with the maximum size of its corresponding set Si.
3. Add wj to F (u, v), Z = Z∪Sj , and for all the Si, Si = Si − Sj .
4. If no new node is added to Z, exit; otherwise return to step 2.

Dominant Pruning (DP) Algorithm When node v receives a broadcast
packet from node u, it will do the following steps to select the minimum for-
warding nodes based on the process described above. For DP [7] the set of nodes
that should be considered for forwarding the packet are as follows:

UDP (u, v) = N(N(v)) −N(v) −N(u). (1)

Thus, they are the nodes that are 2-hops away from node v, which are not
member of the nodes that are 1-hop away from node v and node u. UDP (u, v) is
shown as shaded areas in Figure 1. The two nodes u and v are marked as black
dots.

Total Dominant Pruning (TDP) Algorithm In TDP [8] the forwarding
nodes set is given by:

UTDP (u, v) = N(N(v)) −N(N(u)). (2)
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Fig. 1. Elimination of neighbor in DP

Fig. 2. Elimination of neighbor in TDP

Fig. 3. Elimination of neighbor in PDP

TDP makes full use of the 2-hop neighbor information in the selection of the
forwarding nodes.

Figure 2 shows the coverage of the neighbor nodes for TDP. The shaded
region represents UTDP (u, v), the neighbor nodes area that would act as the
broadcast forwarding nodes. The area is less than that of DP, thus less number
of forwarding nodes. However, it suffers from the need for node u to piggyback
its 2-hop neighbor set along with the broadcast packet.

Partial Dominant Pruning (PDP) Algorithm In PDP [8], they remove
the nodes that are 1-hop neighbors of node u and node v as well as the 2-hop
neighbors of the nodes that are 1-hop neighbors of both node u and v.

Let
P = N(N(v)N(u)). (3)
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then
UPDP (u, v) = N(N(v)) −N(v) −N(u) − P. (4)

The shaded areas in Figure 3 represent the area where the forwarding nodes
can reside as defined by equation 4, i.e. UTDP (u, v). The area covered is slightly
larger than TDP. The advantage of PDP over TDP is that it does not need to
piggyback the 2-hop neighbor set information of the sender with the broadcast
packet. Thus, reducing the overhead.

2.2 Termination Criteria

When a broadcast packet is sent, every intermediate node will use the DP/PDP/
TDP algorithm to select the forward nodes, and every selected forward node will
use termination criteria to determine whether to broadcast the packet. Wei Lou
and Jie Wu [9] proposed two termination criteria:

– Marked: When node v receives a broadcast packet it will not rebroadcast if
all its one-hop neighbors’ status are marked.

– Relayed : When node v receives a broadcast packet it will not rebroadcast if
it has previously relayed the packet.

3 Modified Marked/Relayed

3.1 Modified Marked

We modify the marked termination criterion described above, and propose a hy-
brid one based on the two termination criteria, which is as follows:

When node v is performing its forward node selection process, it will drop
its marked neighbors out of consideration. Node v will stop rebroadcast
only if all its one-hop neighbors’ status are marked.

Theorem 1. If node v is marked, then its one-hop neighbor N(v) has been
marked before or will be marked later.

Proof. Node v is marked, assume that it receives the packet from its neighbor u,
there are then two conditions: (1) u will select v as the forward node, if v really
broadcasts the packet using the termination criteria, then its one-hop neighbor
N(v) will receive that packet and be marked later, otherwise its N(v) has been
marked before. The theorem is thus correct; (2) u will not select v as the forward
node, then u will select other forward nodes to mark N(N(u)), N(v)⊆N(N(u)),
so N(v) will be marked later thus the theorem is correct.

Theorem 2. All the nodes in the network will receive the packet through the
termination criteria, when initializing one source node as the forward node.

Proof. When one source node is a forward node and is marked, then from theo-
rem 1, the one-hop neighbor of source will be marked later. By iteratively putting
theorem1 into application, all the nodes will be marked later.
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3.2 Modified Relayed

In the modified relay, node v will not rebroadcast the packet if it checks its status
as having received the packet previously, irrespective of whether it was selected
as a forward node or not.

Theorem 3. If a node v receives the packet from node u and is not selected by u
as its forward node, then there is no need for another node w to select v as its
forward node.

Proof. If node u does not select v as its forward node, then it will select other
nodes to cover N(N(u)) including N(v), so N(v) will later be set as relayed, so
does not need w to select v as the forward node to cover N(v)∪N(N(w)).
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Fig. 4. Example MANET topology with source node 0

Table 1. Forward nodes list for Figure 4 with different algorithm and termination
criteria

Original Marked Modified Marked Original Relayed Modified relayed

DP 0,1,2,3,4,7,8,10,12 0,1,2,3,7,8,10,12 0,1,2,3,4,7,8, 9,10,12,13 0,1,2,3,7,8,10,12,13

PDP 0,1,2,3,4,7,8,10 0,1,2,3,7,8,10 0,1,2,3,4,7,8,9,10,13 0,1,2,3,7,8,10,13

TDP 0,1,2,3,4,7,8,10 0,1,2,3,7,8,10 0,1,2,3,4,7,8,10 0,1,2,3,7,8,10

4 Example

Figure 4 shows the connectivity map of the MANET environment used in our
example to illustrate the difference between the forwarding algorithms and termi-
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nation criteria. Table 3.2 depicts the differences between “modified” and “orig-
inal” in the DP algorithm. Using the original marked termination algorithm,
node 2 will select node 4 as its forward node, and for the termination criteria,
node 4 will do the rebroadcast, since node 6 is unmarked. When the new modi-
fied marked termination algorithm is used, node 2 will not choose node 4 as its
forward node. This is because after node 1 has selected node 3 as its forward
node, node 4 will be marked, then node 2 will drop node 4 out of consideration
as a forward node.

In the relay termination algorithm, node 13 will select node 9 as its forward
node. Since node 9 has not relayed the packet before, it will act as the forward
node. In the case of modified relay, node 13 will select node 9 as its forward node.
When node 9 receives the packet, based on the new but termination criteria, node
9 will not rebroadcast the packet since its status is relayed. In this example,
we have illustrated how the different dominant nodes selection algorithms have
benefited from using the “modified” termination mechanism. The number of
forward nodes is reduced in this example.

5 Simulation Results

Simulations are done using the unit disk graph [10]. The set-up for the simulation
is as follows:

– Graph area = 100x100
– Transmission range = 40
– Number of nodes = 20 to 100
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Fig. 5. Average number of forward nodes for DP algorithm



Performance of New Broadcast Forwarding Criteria in MANET 41

TDP

0

2

4

6

8

10

12

14

16

18

20

20 30 40 50 60 70 80 90 100
node number

nu
m

be
r 

of
 fo

rw
ar

d 
no

de

mark
modified mark
relay
modified relay
AMCDS

Fig. 6. Average number of forward nodes for TDP algorithm
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Fig. 7. Average number of forward nodes for PDP algorithm

A total of 400 sample graphs are generated and for each graph 20 nodes
are selected as the broadcast source. The results on number of forward nodes
are then averaged across all the experiment and plotted. The experiments were
carried out for the three dominant node selection algorithms: DP, TDP, and
PDP.

Figure 5, Figure 6 and Figure 7 show the average number of forward nodes
with different termination criteria and different dominant node algorithm. In all
the figures, AMCDS is the lower bound for the performance as it’s a centralized
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system, while the others use a distributed algorithm. All the algorithms perform
poorly when they use the relay termination criteria. This is to be expected as it
only makes use of its own information, i.e. whether it had previously forwarded
the packet. The other termination criteria makes use of its 1-hop neighbors
information.

The modified termination criteria reduces the number of forwarding nodes.
The performance of the algorithm using different termination criteria increases
as the number of nodes increase. Example for node number of 100, the percentage
reduction in the number of forward nodes based on modified marked compared
with original marked termination criteria is 16.8% for DP, 14.6% for PDP, and
11.7% for TDP. The percentage of the reduced forward nodes based on modified
relay compared with the original relay is 78.3% for DP, 60.0% for PDP and
51.5% for TDP.

6 Conclusions

In this paper, we have summarized some previously promising algorithms to se-
lect the forward nodes, and related termination criteria to determine whether
node should broadcast or not. Since the number of forward nodes depends largely
on the termination criteria, we have modified one termination criteria and pro-
posed a hybrid one. From the simulation results, we can see that the new termi-
nation mechanisms show marked improvement when incorporated with existing
forwarding node selection algorithms, especially when the number of nodes in
the network increases.
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Abstract. Most ad-hoc routing protocols such as AODV and DSR do
not try to search for new routes if the network topology does not change.
Hence, with low node mobility, traffic may be concentrated on several
nodes, which results in long end-to-end delay due to congestion at the
nodes. Furthermore, since some specific nodes are continuously used for
long duration, their battery power may be rapidly exhausted. Expiration
of nodes causes connections traversing the nodes to be disrupted and
makes many routing requests be generated at the same time. Therefore,
we propose a load balancing approach called Simple Load-balancing Ap-
proach (SLA), which resolves the traffic concentration problem by allow-
ing each node to drop RREQ or to give up packet forwarding depending
on its own traffic load. Meanwhile, mobile nodes may deliberately give
up forwarding packets to save their own energy. To make nodes vol-
unteer in packet forwarding we also suggest a payment scheme called
Protocol-Independent Fairness Algorithm (PIFA) for packet forwarding.
To evaluate the performance of SLA we compare two cases where AODV
employs SLA or not. Simulation results show that SLA can distribute
traffic load well and improve performance of entire ad-hoc networks.

1 Introduction

The mobile ad-hoc network (MANET) is a wireless network that has neither
fixed communication infrastructure nor fixed base stations. Nodes in an ad-hoc
network can freely move, hence the network topology may continuously change.
In addition, the characteristics of wireless channels such as the limited data
transmission range, low bandwidth, high error rate, and limited battery power
make routing on an ad-hoc network a difficult problem to deal with. The most
prominent ad-hoc routing protocols are AODV [1] and DSR [2]. AODV tries to
find a new route by broadcasting route request (RREQ) messages and maintains
only one route for a destination. On the other hand, DSR performs source routing
and maintains more than one route for a destination. Therefore, if a current route
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�� Corresponding author

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 44–53, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



A Simple Load-Balancing Approach in Secure Ad Hoc Networks 45

is not available, DSR selects one of the alternate routes as a new route without
triggering the route discovery mechanism.

According to the study [3] about both AODV and DSR, as the node mobility
decreases, the packet delivery ratio increases and the routing overhead decreases.
An interesting result in [3] is that the packet delivery delay increases as the node
mobility decreases. If nodes do not move much, current routes become used for
long duration because AODV and DSR reinitiate route discovery mechanisms
only when current routes are stale. This may result in traffic concentration on
several specific nodes, and this traffic concentration not only causes a high trans-
mission delay but also forces a few specific nodes to consume their all power to
forward others’ packets. In turn, expiration of some nodes makes other nodes
increase their transmission power to make up packet relaying roles of expired
nodes. As a result, the lifetime of entire ad-hoc networks becomes far shorter
than the cases where traffic is distributed well.

Thus, we propose a new routing approach called Simple Load-balancing Ap-
proach (SLA) which considers load balancing in the ad-hoc network. The concept
of SLA differs from load balancing in the wired network. In the wired network,
the main objective of load balancing is to reduce congestion to enhance the over-
all network performance. On the other hand, SLA tries to extend the expiration
of mobile node power by preventing traffic concentration on a few nodes, which
may frequently occur under the low mobility situation. AODV and DSR do not
search for new routes as long as current routes are available. In the case with low
mobility, this feature may cause nodes on the current routes to be congested.
Hence, SLA allows each node to determine whether it is under heavy load con-
dition or not and to let some other nodes take its place by explicitly giving up
packet forwarding or implicitly dropping RREQ from other nodes. Consequently,
this spreads traffic uniformly on a whole network and extends the lifetime of an
entire ad-hoc network by making all MANET nodes fairly consume their energy.

SLA is not an independent routing protocol but a supplementary part to any
existing ad-hoc routing protocols like AODV and DSR. SLA is a simple method
based on the autonomy of each node, assuming that it is operating in a secure
ad-hoc networks where all MANET nodes honestly forward other nodes’ packets.
Actually, however, some selfish nodes may deliberately give up packet forwarding
to save their own energy, if they do not receive an appropriate compensation.
We propose a credit-based scheme called Protocol-Independent Fairness Algo-
rithm (PIFA) for urging nodes to voluntarily participate in forwarding packets.
Although PPM and PTM in [4] and Sprite [5] were designed for the same pur-
pose, they require full path information from source to destination to apply their
schemes. Thus they can be used only with DSR, not with AODV. On the other
hand, PIFA is compatible to all types of routing protocol.

The paper is organized as follows: Section 2 introduces previous load balanc-
ing approaches and fairness schemes for power consumption. In Sections 3 and 4,
we describe the operations of SLA and PIFA respectively. Section 5 shows the
results of performance evaluation for SLA and Section 6 concludes this paper.
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2 Related Work

Both Load-Balanced Ad hoc Routing (LBAR) [6] and Dynamic Load-Aware
Routing (DLAR) [7] consider load balancing in the MANET environment. They
try to find the least loaded route by checking the network traffic condition. As
the cost of each route LBAR uses the node activity and the traffic interference,
which mean the number of paths through each node and the sum of activity of all
its neighboring nodes respectively. For DLAR, the number of packets buffered in
the interface of intermediate nodes is used as the primary route selection criteria.
In LBAR, a setup message broadcast by a source node carries the cost, which
is updated by every intermediate node based on its node activity value. Similar
to LBAR, DLAR ROUTE REQUEST messages collect load information, or the
number of packets in buffers, of every intermediate node while they proceed to
destination.

The above algorithms assume that all the nodes in MANETs cooperate for
a common object. However, some research have raised a question that some
selfish nodes may attempt not to forward others’ packets for saving their own
energy. To remove this possibility, Packet Purse Model (PPM) and Packet Trade
Model (PTM) in [4] pay for packet forwarding in virtual currency named nugget.
Sprite (a s

¯
imple, cheat-p

¯
roof, cr

¯
edi

¯
t
¯
-based syste

¯
m) [5] also utilizes credit to give

incentive to the nodes that forward packet. Unlike PPM and PTM depending
on any tamper-proof hardware, Sprite suggests a security algorithm to prohibit
cheating by the help of a credit management server called Credit Clearance
Service (CCS). However, since Sprite should report a receipt for every message
to CCS, it can be too much overhead to MANET. All of PPM, PTM, and
Sprite should know full path information from source to destination to apply its
algorithm, so they are compatible only to DSR not to AODV.

3 Simple Load-Balancing Approach (SLA)

When MANET nodes move fast, AODV and DSR can automatically achieve the
load balancing effect because they search for new paths whenever the network
topology changes. On the other hand, in low mobility situation, AODV and DSR
do not need to discover new routes, which forces the same routes to be used for
long duration. This may cause severe congestion on the routes, which eventually
degrades the network performance.

To overcome this problem we propose Simple Load-balancing Approach
(SLA) that can be implemented as an additional module to any existing routing
protocols. In SLA each node independently determines whether it is suffering
from traffic concentration or not. Calculating the ratio of its own traffic load to
the whole average, each node periodically checks if the ratio is over two threshold
values τl and τh (τl ≤ τh). According to the result, it selects one of the three
states: the normal state, the passive load-balancing state, and the active load-
balancing state. In the normal state, a node operates as a common MANET
node, broadcasting RREQs and forwarding data packets. On the other hand, in
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Table 1. The traffic load ratios presented by M1, M2, and M3

Pi Ei Ri Li(M1) Li(M2) Li(M3)

node A 100 1000 800 1.33 0.8 0.56

node B 50 200 100 0.67 2 4.5

average 75 600 450
(Required energy to forward one packet, f = 2)

the passive and active load-balancing state each node tries to balance its own
traffic load with the average in the MANET.

Meanwhile, the traffic load ratio Li of node i can be presented by the following
three different ways M1, M2, and M3. Ei and Pi are node i’s current energy and
the number of buffered packets, and E and P are their averages in the whole
network. The way to calculate the averages is described in Appendix.

– M1: considering only the number of packets buffered in queues

Li =
Pi

P

– M2: considering the ratio of the number of packets to the residual power

Li =
Pi/Ei

P/E

– M3: considering the ratio of the expected power Ri left over after all buffered
packets are forwarded

Li=
R

Ri
=

E−f×P

Ei−f×Pi
, where f is the energy required to forward one packet

M1 is very simple but it does not consider node energy information at all. On
the other hand, both M2 and M3 take into account it. M2 is simpler than M3,
but M3 is more effective in load-balancing as shown from the example in Table 1.
Although node A has two times as many packets as node B, its energy also is
five times more. Thus it is desirable for node A to deal with more packets for
balancing the speed of node expiration. Comparing between Li(M2) and Li(M3),
we can see that M3 reflects this desirability more clearly. To the contrary, M1
misjudges that it is desirable that node B treats more packets than node A from
now on, since M1 does not consider node energy at all.

3.1 Ignore Route Requests (IGN REQ)

When the ratio of its own traffic load to the average is between τl and τh, node i
moves to the passive load-balancing state called IGN REQ. In this state RREQs
from other nodes are ignored until Li goes below τl. As a result, new routes
passing through node i are prevented from being established, in turn the traffic
passing through node i is reduced eventually.
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3.2 Give Up Packet Forwarding (GIVE UP)

When a node is overloaded over τh times as much as the average, it changes
its state to the active load-balancing state called GIVE UP. In this state the
node tries to reduce traffic load by giving up forwarding some packets, not to
mention that it ignores new RREQs. A node i in the GIVE UP state sends
a GIVE UP message to the source node of the first packet passing through node i
after it enters the GIVE UP state. The GIVE UP message contains the source
identification and the destination list of the source initiated routes traversing
node i. When the source node receives the message, it initiates a route discovery
mechanism to the destinations to find new routes detouring the node i.

One thing to notice is that node i in the GIVE UP state does not discard the
corresponding routing table entry as long as data packets come from the source,
since the timer for the entry will not be expired due to those data packets.
As a result, even though a new route cannot be found, node i can continue to
forward data packets along the current route passing through node i. On the
other hand, if a new route is found, the routing table entry will be discarded
in the timer expiration since no more data packets arrive. As in the IGN REQ
state, node i in the GIVE UP state does not participate in any route discovery
procedure. Node i returns to the IGN REQ or the normal state if its traffic load
ratio Li goes below the specified thresholds τh or τl respectively.

SLA allows each node to resolve its own congestion situation so that the
limited resource of mobile nodes can be fairly used. Irrespective of the degree
of node mobility, SLA works well in terms of traffic distribution as we will see
in Section 5. Also SLA can be easily applied to any existing ad-hoc routing
protocols as an additional SLA-specific module. SLA is independent of the types
of routing protocol.

4 Protocol-Independent Fairness Algorithm (PIFA)

Nodes in the preceding section are assumed to volunteer in packet forwarding,
in other words they honestly decide whether they should enter the IGN REQ
or the GIVE UP state or not. Some selfish nodes, however, may not cooperate
with one another and may attempt not to forward others’ packets for saving
their own energy. To isolate selfish nodes or to make them voluntarily partici-
pate in forwarding packets, we suggest a credit-based payment scheme for packet
forwarding. Although PPM/PTM [4] and Sprite [5] are also credit-based meth-
ods, they can be used only with a source routing protocol like DSR, but our
method called Protocol-Independent Fairness Algorithm (PIFA) can be adopted
irrespective of the types of routing protocol.

In MANETs using PIFA, nodes can originate packets only when they have
enough credits, and they earn the credits by forwarding others’ packets. PIFA
can detect and isolate a single malicious node which tries to cheat others on the
number of forwarding packets to acquire more credits than it should actually
receive. PIFA assumes that there is no collusion between two or more nodes and
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Fig. 2. Process to compute the current topology from reports

that nodes do not know full path information from source to destination just
like the case of AODV. One hop packet transmission between two nodes always
succeeds.

PIFA needs a server node called Credit Manager (CM), which manages nodes’
Credit Database (CDB). Other MANET nodes periodically report to CM on
the number of packets they forwarded in each time interval; and CM verifies the
credibility of the reports and infers the current MANET topology from them.

Fig. 1 shows the fields of a report message that a MANET node sends to CM
for each of its neighbors. The meaning of each field is as follows:

– RID: the ID of a reporter
– NID: the ID of a neighbor node
– SEQ: the sequence number of the current node’s reports for synchronizing

report messages
– I: the number of input packets from the neighbor
– O: the number of output packets to the neighbor
– S: the number of packets starting at the current node among ones going to

the neighbor
– T: the number of packets terminated at the current node among ones coming

from the neighbor
– OFN: the number of packets originated from the neighbor itself among ones

coming from the neighbor
– RFU: reserved for future use

Fig. 2 (a) gives an example of report messages to CM. Having collected
report messages with the same sequence number, CM verifies the credibility of



50 Younghwan Yoo and Sanghyun Ahn

the reports by three checkpoints. First, for every link the number of output
packets from a node should be the same as the number of input packets to the
opposite side node. For instance, if nodes n and m are neighbors, and An,m is
the A field of a message whose RID and NID are n and m, then On,m = Im,n .

Second, the difference between the total number of input packets (
∑

I) and
the total number of terminated packets (

∑
T) at a node is the number of for-

warding packets. Also, the difference between the total number of output packets
(
∑

O) and the total number of starting packets (
∑

S) is the same as the number
of forwarding packets. Therefore, if Fn is the number of packets forwarded by
node n and An is the set of adjacent nodes of node n, then

Fn =
∑

m∈An

In,m −
∑

m∈An

Tn,m =
∑

m∈An

On,m −
∑

m∈An

Sn,m . (1)

Each node receives credits in proportion to this Fn from CM; and these credits
are spent as much as

∑
S×Havg, where Havg is the average hop count between

two nodes in the network. In principle the credits of a node should decrease in
proportion to the number of nodes which forward its packets until they arrive
at destination, but because actual full path information is not known in AODV,
we utilize the average hop count.

Finally, S at a node’s report has to be identical with OFN of the next hop
node. The purpose of OFN is to prevent a malicious node from manipulating the
number of forwarding packets by changing both

∑
T and

∑
S in Equ. (1). This

OFN is recorded by counting the number of packets originated at a neighbor out
of ones coming from the neighbor. If S at a node’s report does not accord with
OFN of the next hop node, CM adopts the OFN since the next hop node has
no motive to cheat on the number of forwarding packets of the preceding node.
After passing these all checkpoints, CM infers the topology from the reports as
shown in Fig. 2 (b). This topology may not be the same as the actual current
topology due to node mobility, but it does not matter because it does not have
an effect on the calculation of forwarding packet numbers.

In MANETs using PIFA, nodes would not deliberately enter the IGN REQ
or GIVE UP state because they need to earn credits to send their own packets.
At the initial time, CM assigns a fixed amount of credits to all nodes so that
they can send some packets before earning credits for themselves.

5 Performance Evaluation

To evaluate the performance of SLA, we used the ns−2 simulator. The simulation
environment consists of 50 mobile nodes in the range of 1000m × 1000m, and
the transmission range of each node and the channel capacity are set to 250m
and 2Mbps respectively. The moving direction of each mobile node is randomly
chosen and we apply the free space propagation model in which the power of
the signal decreases 1/d2 for the distance d. The IEEE 802.11 is adopted as the
medium access control protocol and AODV is used as the underlying unicast
routing protocols. Source and destination node pairs are randomly selected and



A Simple Load-Balancing Approach in Secure Ad Hoc Networks 51

�������

�������

�������

	������


������

������	

������	

������	

��� ��� ��� ��� ��� ��� ��� �����

High threshold (%)

V
ar

ia
nc

e 
of

 fo
rw

ar
di

ng
 p

ac
ke

t n
um

be
rs

����������	
� ����������	
� ����������	� ����������	�

Fig. 3. Variance of forwarding packet
numbers with node mobility
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Fig. 4. End-to-end delay with node mo-
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Fig. 5. Packet delivery ratio with node mobility

each source generates two 512 byte packets per second in constant bit rates
(CBR). The total simulation time is set to 1000 seconds.

Figs. 3, 4, and 5 show the performance with changing the average speed of
node mobility (10, 15, 20, and 25 m/s). Nodes stay for 60 seconds on every
new location. The horizontal axes of all the figures represent the high threshold
τh. If the ratio of a single node traffic to the whole network average, say Li

of M1, is higher than τh, the node changes its state to GIVE UP. The low
threshold τl is fixed at 150. The results of the basic AODV without SLA are
shown at the rightmost part of all the figures. Fig. 3 shows the variance of
the number of packets that each node forwards for 10 seconds. As shown in
the figure, SLA balances load remarkably better than the basic AODV, but
its effect gradually diminishes as the node mobility increases. This is because
AODV naturally initiates the route discovery procedure more frequently with
higher mobility, resulting in a better traffic distribution. Also, we can see that
the lower threshold, the better traffic distribution. Figs. 4 and 5 show the end-
to-end delay and the packet delivery ratio. The delay of SLA is slightly longer
than the basic AODV, since new routes found after GIVE UP messages arrive
are generally longer than the shortest path which the basic AODV uses. The
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lower threshold induces the more frequent route discovery procedures, in turn
the longer end-to-end delay. Meanwhile, the packet delivery ratio goes down
as the delay increases because nodes move more times and fartherer during
the longer delay. However, the difference in the delay and packet delivery ratio
can be ignored, considering SLA’s outstanding achievement in load-balancing.
Therefore, we can conclude that SLA improves the performance of AODV since
it works pretty well in terms of traffic distribution without compensating other
performance criteria.

6 Conclusion

In AODV and DSR, some nodes may be overburdened with forwarding packets
especially when the network mobility is low. This traffic concentration problem
is undesirable since MANET nodes undergoing this concentration will be shortly
expired due to its limited power. To overcome this problem, we proposed a sim-
ple method for load-balancing, SLA, in which each node autonomously checks
its traffic condition and asks a source node to find an alternate route detouring
it. SLA can be added to any ad-hoc routing protocols as an independent module.
Simulation results showed that SLA can distribute traffic load well without sac-
rificing the overall packet delivery performance and can achieve the fairness of
energy consumption among mobile devices. In addition, we suggested a credit-
based payment scheme PIFA to make some selfish nodes volunteer to forward
packets, which can be used regardless of the types of routing protocol.

Appendix

In this Appendix, we propose a simple method to calculate the whole average
of energy or buffered packets in the entire MANET. Our method utilizes Hello
Message [1], which is a RREP message with TTL = 1. The Hello Messages are
broadcast to confirm link connectivity when a RREQ or another appropriate
layer 2 message is not broadcast for HELLO INTERVAL whose default value is
1,000 milliseconds. The operation of our method is similar to a distance vector
protocol. A RREP that is used as the Hello Message has a reserved field of nine
bits in its header. Putting its own energy and buffered packet information into
this field, a node exchanges Hello with its neighbors. Five bits of the reserved field
are used for the number of buffered packets and the remaining four bits contain
residual power information divided into 16 levels. The detailed operations are
described below. For convenience’ sake only energy information is mentioned and
each step is depicted in Fig. 6.

1. Node i initially exchanges its own energy Ei with its neighbor nodes.
2. Computing the average E′

i of Ei and all Ej (node j is node i’s neighbor),
node i informs neighbor nodes of E′

i.
3. Node i periodically updates E′

i with the average of E′
i and all E′

j (node j is
node i’s neighbor).
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Fig. 6. Steps to calculate the whole average of node energy

In our simulation, E′
i becomes stable and almost the same as the whole average

after Step 3 is repeated three times or so, when a MANET consists of 30 nodes.
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Abstract. In a wireless sensor network, sensor devices are connected
by unreliable radio channels. Thus, the reliable packet delivery is an im-
portant design challenge. The existing sensor-to-base reliable transport
mechanism, however, depends on a centralized manager node, incurring
large control overheads of synchronizing reporting frequencies. In this pa-
per, we present a decentralized reliable transport (DRT) with two novel
decentralized reliability control schemes. First, we propose an indepen-
dent reporting scheme where each sensor node stochastically makes re-
porting decisions. Second, we describe a cooperative reporting scheme
where every sensor node implicitly cooperates with its neighbors for the
uniform reporting. In the reporting step, DRT uses a reliable MAC chan-
nel, which is specifically optimized for reducing the energy dissipation.
Experimental results show that DRT satisfies the desired delivery rate re-
liably in a decentralized manner while it significantly reduces the energy
consumption of the radio device and the communication time.

1 Introduction

As a wireless sensor network reflects the network environment of next-generation
ubiquitous computing, researches on a wireless sensor network are becoming
increasingly active [1]. A wireless sensor network is organized with numerous
tiny sensor devices, which collect various physical data such as temperature,
light, sound, and movement in a cost-efficient manner. The sensor nodes, i.e.
Mote [2] and Smart-Its [3], are interconnected by a harsh radio channel so as
to build an ad-hoc communication path. This routing path is mainly used to
transfer the sample data from sensor nodes to base nodes, which report the data
to users. Due to the relative ease of construction, various practitioners are trying
to use this sensor network for monitoring and collecting tasks.

In fact, there exist mainly two challenges that should be addressed to practi-
cally use the wireless sensor networks in various social fields. One is the reliability
problem. In this paper, we define the reliability as the ratio of the number of
collected sample data to the number of interested sensor nodes. Since a radio
� This research was supported by University IT Research Center Project in Korea.
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device used in the sensor nodes has a high packet error rate of about 50% [6],
the reliable data delivery is an important challenge, especially when the network
dimension is large. The other is the energy consumption problem. As the sensor
nodes are powered by their small batteries that usually cannot be recharged, the
power saving is a paramount design objective in the wireless sensor networks.
Hill and Culler et al. [4, 5] reported that a radio device forms about 20-60% of
the total power consumption of a sensor node. Therefore, the radio device should
be managed efficiently to lessen the power consumption.

One of the effective ways of improving the reliability is adopting a reliable
transport protocol [1]. Recently two different reliable transports of RMST [7]
and ESRT [8] were developed for the sensor networks. RMST employs ARQ
[13] protocol in link layer and a selective NACK protocol in transport layer.
Thus, it guarantees the complete end-to-end reliability from sensor nodes to base
nodes. However, the sensor networks are often interested in reliable detection of
the collective information provided by the numerous sensor nodes not in their
individual reliable reports. Thus, the complete end-to-end reliable transports
include RMST are not generally applicable in the sensor network regime.

In order to provide a reliable detection of events occupied in the sensor net-
work, a centralized reliable transport, namely ESRT [8], was recently presented.
In ESRT, a base node directly controls the reporting frequency of all sensor
nodes, so that it ensures the desired partial reliability. Specifically, when the
current measured reliability is lower than the desired, the base node aggressively
adjusts the reporting frequency so as to reach the desired one as soon as possible.
If the measured one is higher than the required, the base node conservatively
reduces the reporting frequency so as to conserve the energy.

However, since ESRT frequently changes the reporting frequency of all sensor
nodes using a multicast protocol, it incurs serious control overheads of the energy
consumption and the network congestion. Even though when the base node uses
a powerful radio device for controlling the reporting frequency, the powerful yet
expensive base node can not efficiently deliver the control signal to all sensor
nodes in the wireless sensor networks. For example, as the network diameter
increases, the radio device becomes gradually expensive so as to provide the
high radio signal power. Also when the physical network topology is complex,
the base node cannot directly transfer the control signal to all sensor nodes even
though the distance to the sensor nodes is shorter than the communication range
of its radio device.

To overcome these technical obstacles, in this paper, we present an energy-
efficient decentralized reliable transport (DRT) that does not require a powerful
radio device. In DRT, the querying packet embeds the desired reliability value
and is propagated to all sensor nodes placed in the routing path. Then, all sensor
nodes use one of two decentralized reliability control schemes of an independent
reporting and a cooperative reporting. In the independent reporting, each sensor
node stochastically makes the reporting decision whether it will report the sam-
ple data or not. Next, in the cooperative reporting, each sensor node implicitly
cooperates with its neighbor nodes for the uniform reporting. These two decen-
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tralized reliability control schemes assure the measured reliability as similar to
the desired one because the sensor nodes use reliable channel in the delivery of
their sample data. The reliable channel is specifically optimized for improving
the delivery speed and reducing the energy dissipation.

To study the performance of DRT over the existing transports, we use a
byte-level sensor network simulator, which has been specifically developed for
this purpose. The simulation results show that DRT with the cooperative scheme
always guarantees the desired reliability. The results also show that DRT reduces
both the energy consumption of the radio device and the communication time
significantly. Finally, we show that the cooperative reporting scheme distributes
the reporting density more uniformly than the independent reporting scheme.

The rest of this paper is organized as follows. Section 2 summarizes the
related work. Section 3 presents the overall organization and specific working
mechanisms of DRT. We describe the simulation methodology and the simulation
results in Section 4 and 5, respectively. Section 6 concludes with a summary.

2 Related Work

In this section, we provide the performance of an unreliable protocol that uses
a retransmission technique. Then, we summarize the existing reliable MAC- and
transport-layer protocols in comparison with DRT.

The main characteristic of the wireless sensor networks is that they have
a high packet error rate, and the error rate is liable to change depending on the
physical state. Rubin [4] reported that a harsh radio channel used in the sensor
networks has a high bit error rate (e) of about 0.5%. If a packet length (L) is
twenty bytes, the average packet error rate (EL) exceeds 55%. With an unreliable
protocol, the successful packet delivery rate can be described as (1−EL)H where
variable H means a number of hops. When a hop count is larger than or equal
to four, the delivery rate is less than 10%.

A packet retransmission technique is a simple way of improving the delivery
rate. As a retransmission count (R) increases, the effective packet error rate
(EL;R = ER+1

L ) is gradually decreased. For example, when a packet error rate is
50% and a retransmission count is three, the effective packet error rate is lower
than 6.5%. However, this technique results in the heavy network traffic in direct
proportional to the retransmission count. This heavy traffic consequently incurs
a large amount of power consumption. Thus, the retransmission technique does
not efficiently improve the delivery rate in terms of power consumption.

The automatic repeat request (ARQ) [14] is a reliable MAC protocol that
guarantees the reliable hop-by-hop delivery. Basically, ARQ is classified into
three major types depending on the spresence of sender and receiver buffers.

First, in the stop-and-wait ARQ, the sender transfers a data packet and
waits until it receives the acknowledgement (ACK) packet. If the sender does not
receive the ACK packet before its retransmission timer is expired, it retransfers
the data packet and repeats this procedure until it receives the ACK packet.
Since this technique delivers the packets one by one, both the sender and the
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receiver require a small size buffer. However, this technique at the same time
results in a slow packet delivery speed.

Second, in the go-back-N ARQ, the sender transfers a group of data packets
without having to wait an ACK packet. The sender stores the sent packets in
its buffer. Then, the receiver replies by using a cumulative ACK packet. For
example, when the sender transfers packets (P1, P2, P3), and the packet (P1) is
lost due to an error, the receiver requests to the sender for resending the data
packet from (P1). Then, the sender retransfers the data packets (P1, P2) even
though the packet (P2) is correctly delivered to the receiver in the first transmis-
sion because the receiver node does not have a buffer. The selective-repeat ARQ
addresses this drawback by using a receiver buffer. Thus, the selective-repeat
ARQ generally provides the best performance among these three techniques.

Next, as partly mentioned before, recently several reliable transports were de-
veloped for the sensor networks. These include PSFQ [9] and RMST [7]. PSFQ
is mainly used as a reliable transport for multicasting the control data such as
a new software image from a base node to sensor nodes [10]. Thus, it is not
appropriate for the forward direction reliable transport that uni-casts the data
from a sensor node to a base node. One the other hand, RMST is used as a for-
ward direction reliable transport. RMST employs the stop-and-wait ARQ in
link layer and a selective NACK protocol in transport layer. Thus, it ensures
the complete end-to-end reliable data delivery. However, the sensor networks are
often interested in reliable detection of the collective information provided by
the numerous sensor nodes not in their individual reliable reports. Therefore, the
complete end-to-end reliable protocols include RMST are not generally applica-
ble for the forward direction reliable transport in the sensor network regime.

In order to provide a reliable detection of events occupied in the sensor net-
works, a centralized reliability control technique, namely ESRT [8], was pre-
sented. In ESRT, a base node directly controls the reporting frequency of all
sensor nodes by using either a multicast protocol or a powerful radio device.
However, this centralized transport is not generally applicable to the wireless
sensor networks because as it frequently changes the reporting frequency of all
sensor nodes, it incurs serious control overheads of the energy consumption and
the network congestion. Therefore, we present a decentralized reliable transport
for the wireless sensor networks in Section 3.

3 Energy-Efficient Decentralized Reliable Transport

In this section, we briefly compare DRT with the centralized transport of ESRT.
Then, we explain the two novel decentralized reliability control schemes and
describe the reliable MAC channel that is specifically optimized for DRT.

Figure 1 illustrates the key characteristics of DRT and ESRT. In ESRT,
the powerful base node directly controls the reporting frequency of all sensor
nodes in a centralized manner. Since the sensor nodes use unreliable channel,
the number of successful packet delivery from sensor nodes to the base node is
vary depending on the network state, such as number of hops and average packet
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(1) The base node 1 distributes the desired
reliability to all sensor node in initial step.
(2) Each sensor  node decides its reporting
frequency in cooperation with its neigrbors.
(3) The reporting messages are delivered
using specifically optimized reliable channel.

(1) The powerful base node 1 directly yet freque-
ntly controls the reporting frequency of all sensor
nodes to guarantee the desired reliability. (2) The
sensor nodes use an unreliable channel in the
delivery of reporting messages.

11

4
1

8
3

2

12

13

5

14

10

9

7

6 15

(a) Decentralized Transport (DRT)

11

4
1

8
3

2

12

13

5

14

10

9

7

6 15

(b) Centralized Transport (ESRT)

Fig. 1. The decentralized reliable transport vs. the centralized reliable transport

error rate. Thus, the base node adaptively changes the reporting frequency, but
this generally incurs lot of control overhead in terms of time and network traffic.
Moreover, it has a strong design constraint that the base node has to directly
deliver its control signal to all sensor nodes if it does not use a multicast protocol.

Fortunately, in DRT, the base node does not have to frequently control the
all sensor nodes because each sensor node controls its reporting frequency in
a decentralized manner as demonstrated in Figure 1(a). We specifically construct
DRT based on three key steps.

First, in querying step, the base node distributes a query packet that embeds
the desired partial reliability degree, which is configured by network users, to all
sensor nodes. The query packet also includes the target sensor node conditions,
the sample types, the reporting period, the number of reporting counts, and the
quantization degree. In order to efficiently diffuse the querying packet, we use
a reliable multicasting protocol, such as PSFQ, in this step. Since we assume that
the routing topology is fixed before this step in this paper, DRT is orthogonal
to any routing protocols, whose goal includes the uniform use of sensor nodes.

Second, in reliability control step, each sensor node makes the reporting de-
cision, whether it will reports its sample data or not, so as to ensure the desired
reliability with the minimum energy consumption. We use two novel decentral-
ized reliability control schemes as described in Figure 2.

In the independent reporting scheme, each sensor node stochastically makes
the reporting decision. Particularly, the sensor node generates a random rate
using its system time and its node ID. If the random rate is lower than or equal
to the desired reliability, it reports the sample data as shown in Figure 2(a).
Otherwise, it does not report.

Contrastively, in the cooperative reporting scheme, each sensor node coop-
erates with its neighbor nodes so as to uniformly report their sample data. As
shown in Figure 2(b), the sensor node compares the desired reliability with the
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Fig. 2. The decentralized reliability control schemes of DRT

Neighbor
Node 1

Neighbor
Node 2

Neighbor
Node 3

Neighbor
Node 4

Random Delay

Random Delay Report
0/4 < 0.7

Random Delay

Random Delay

Report
1/4 < 0.7

Skip
3/4 > 0.7

Report
2/4 < 0.7

Power down until the beginning of the next period

Fig. 3. An example of the cooperative reporting scheme

ratio of the reporting count of its neighbors to the number of its neighbors plus
one. It means that when its neighbor nodes locally satisfy the desired reliability,
the node does not report its sample data to lessen the energy dissipation. Op-
tionally, the sensor node can omit to report its sample data, if its sample data
is quiet similar to the reported sample data of its neighbors.

This cooperative scheme is exemplified in Figure 3 where the desired reliabil-
ity is 70% and the neighbor node count is three. The sensor nodes can implicitly
observe the reporting behavior of their neighbors because it is a wireless net-
work where all packets are broadcasted, and the radio device consumes similar
power in both listening and receiving modes. Moreover, since we consider that
the neighbor node count is calculated in either routing or querying step, the
cooperative scheme does not incurs any extra overhead.

Finally, in reporting step, the sensor nodes use the reliable MAC channel
in order to guarantee the desired reliability with these decentralized reliability
control schemes. We specifically optimize the reliable MAC channel, which is
based on the selective-repeat ARQ for reducing the energy consumption. We
present the parameter optimization procedure of the reliable channel such as
retransmission timer and the buffer size in Section 4. Furthermore, in order to
reduce the overhead of packet header, we propose the packet unification tech-
nique that unifies the several sample data packets to one packet. Actually, it
is possible because DRT uses the direct diffusion technique [12] that makes the
sample data as name and value pairs. We also present the optimization of the
packet unification parameter in Section 4.2.
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(a) Outdoor (b) Indoor (c) Random (d) Grid

Fig. 4. Medium error condition maps and network routing topologies

In this paper, we presume that each sensor node can turn off its radio devices
as quick as it delivers its all data packets by using the partial state reporting
scheme of TAG [11].

4 Experimental Methodologies

To study the performance of the various transports, we have developed a byte-
level sensor network simulator using Java. The simulator includes various types of
sensor nodes that are specifically modeled as finite state machines with software
timers and job queues. The simulator core divides the simulation time into units
of sending one byte, and it schedules all sensor nodes in every time unit.

The simulator provides two error condition maps as illustrated in Figure 4(a)
and 4(b). The maps consist of a fifty-one by fifty-one matrix of small cells, whose
extent is 10m2 and whose color means the medium error rate. The darker color
means the higher error rate. We assume the average bit error rate to be 0.5%
and the error range to be between 0% and 1% according to [4]. We calculate
the bit error rate between two nodes by using the average value of their error
rates. In fact, Figure 4(a) represents an outdoor error condition, and Figure 4(b)
represents an indoor error condition, where cells near to the boundary walls have
a high error rate due to the interference of the walls.

The simulator also supports four routing topologies as partly shown in Figure
4(c) and 4(d). Figure 4(c) means random topologies, while Figure 4(d) means
grid topologies. In these topologies, a base node is placed in the center of each
map. We used the four routing topologies in combination with the aforemen-
tioned two error maps in every experiment, and then we calculated the mean
values as summarized in Section 4.2.

We selected the hardware parameters of a radio device based on Mote [2]. For
example, we set the radio bandwidth to be 40Kbps, the radio communication
radius to be 30 meters, and the radio power consumption to be 5μA in idle state,
4.5mA in either listen or receive state, and 12mA in transfer state.

We preformed a pre-simulation to choose the appropriate software parame-
ters. As a result, we set a retransmission timer of the reliable MAC protocol to
be 30-60ms. The retransmission time is dynamically changed depending on the
medium error rate. We also set the retransmission timer gap between consequent
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Table 1. Performance summary

Reliability  (%) Scheme Spec.
MIN AVG

Time 
(ms) 

TX 
(KB)

RX 
(KB)

Power 
 (μA)

R=0 002 004 00,223 005 0,134 00,731
R=1 003 005 00,293 012 0, 137 00,854
R=3 004 007 00,948 038 0,177 01,385 
R=5 005 008 03,277 097 0,277 02,681 
R=7 005 010 22,260 329 0,665 07,730 

Unreliable

- Retransmission 
- R:  Retransmission
        count 

R=9 005 010 93,780 897 1,594 19,985 
U=1 100 100 12,730 117 1,648 09,823 
U=2 100 100 10,352 120 1,554 09,389 
U=3 100 100 11,340 146 1,778 10,852 
U=4 100 100 15,772 178 2,130 13,052 

ARQ
- Stop and wait 
- Proposed packet 
unification tech. 

- U: Packet unifica- 
 tion parameter U=5 100 100 20,859 224 2,557 15,806 

B=2 100 100 10,760 122 1,562 09,450 
B=4 100 100 08,199 133 1,344 08,504 
B=6 100 100 08,188 140 1,294 08,356 
B=8 100 100 08,984 124 1,375 08,539 

ARQ
- Selective repeat 
- U=2 
- B: Buffer size in
       packets 

B=10 100 100 08,742 155 1,355 08,859 
DR=100 100 100 08,479 143 1,342 08,638 
DR=90 084 091 07,751 129 1,252 07,985 
DR=70 068 071 06,185 091 1,046 06,453 
DR=50 046 051 05,268 060 0,828 04,947 

DRT
- Independent Rep. 
- U=2, B=6 
- DR: Desired 
          reliability (%) DR=30 024 031 03,408 034 0,589 03,400 

DR=100 100 100 08,201 143 1,354 08,692 
DR=90 099 100 07,457 142 1,300 08,408 
DR=70 078 082 06,932 108 1,138 07,141 
DR=50 061 064 05,240 079 0,935 05,744 

DRT
- Cooperative Rep. 
- U=2, B=6 
- DR: Desired 
          reliability (%)

DR=30 044 050 05,060 061 0,802 04,825 

packets as more than the packet roundtrip time. Because in the simulator all
sensor nodes handle the ACK packets as a highest priority job, this configuration
removes the useless retransmissions in most cases. We assumed the processing
time of a data packet and an ACK packet to be 10ms and 2ms, respectively. We
considered the size of packet header and sample message as eight bytes and six
bytes, respectively. In every experiment, each sensor node performs one sampling
after a random delay of at most 200ms.

5 Performance Evaluations

In this section, we describe the simulation methodology and evaluate the per-
formance of DRT over the existing unreliable and reliable transports. We use
the partial reliability, the communication time, and the power consumption of
a radio device per each sensor node as performance metrics. The communica-
tion time is the elapsed simulation time to deliver all reporting messages to
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a base node. We calculated the power consumption per each node by using the
aforementioned radio power model.

Table 1 summarizes the simulation results of the existing unreliable and
reliable transports. First, the results show that the centralized transport with
unreliable channel, i.e. ESRT, accomplishes extremely low reliability of 4% in an
average case. Fortunately, this technique works very fast and consumes quite low
power. When we use the bulk retransmission technique with unreliable channel,
it improves the reliability up to 10% in average cases. However, it at the same
time incurs a long finishing time and large power dissipation. Therefore, the
centralized transport with unreliable channel is not efficient to provide the high
reliability in terms of power consumption and communication time.

We optimized the performance of the reliable MAC channel for improving
the delivery speed and reducing the energy dissipation. First, we evaluated the
stop-and-wait ARQ with the proposed packet unification technique. The results
show that when the unification parameter is two packets, this technique provides
the optimal performance. Second, we evaluated the selective-repeat ARQ where
the unification parameter is two packets. The simulation results show that the
selective-repeat ARQ with the unification technique performs best when the
buffer size of both sender and receiver is set to six packets. When the buffer
size is larger than six packets, the performance is degraded due to the network
congestion and the packet collisions.

In DRT, each sensor node determines the delivery of its sample data. The
data packets, which is chose to report, are always delivered to the base node.
Contrasted to this, in an unreliable scheme, each sensor node attempts to deliver
all sample data. However, some of them are lost in the delivery to the base node
because of communication errors. The lost packets uselessly waste the energy of
radio devices. This useless energy consumption is avoided in DRT because it uses
the reliable channel and makes the reporting decision as early as possible. There-
fore, DRT accomplishes the desired reliability with lower energy consumption as
compared with the unreliable scheme.

Based on these optimal parameters, we analyzed the performance of DRT
with two different decentralized reliability control schemes. The results show
that DRT with the independent scheme provides the measured reliability more
similar to the desired one than DRT with the cooperative scheme in average
cases. One the other side, the cooperative DRT always guarantees the desired
reliability. Therefore, these two schemes can be alternatively used in various
application domains depending on their objectives.

In the sensor networks, we can induce some semantic information by using
a part of sample data. The required ratio of sample data is defined as the partial
reliability in this paper. DRT provides an infrastructure where users can easily
control the partial reliability. We analyzed the performance gains obtained with
this partial reliability control mechanism of DRT. The selective-repeat ARQ is
used as a complete reliable transport. The result is that DRT notably reduces
both the communication time and the power consumption in comparison with
the complete reliable transport. For example, when the desired reliability is 70%,
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(a) Independent Reporting Scheme (b) Cooperative Reporting Scheme
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Fig. 5. Reporting density. (white: none, light gray: low, dark gray: fit, black: over)

the independent DRT and the cooperative DRT reduce the communication time
by 24% and 15%, respectively, and the power consumption by 23% and 14%,
respectively.

In order to enhance the reliability in the sensor networks, the numerous sensor
nodes should uniformly report their sample data to the base node. For example,
when we monitor the temperature, we generally require at least one tempera-
ture sample per every physical room. Figure 5 visualizes the reporting density of
DRT with different reliability control schemes. Here, the white cells mean no re-
porting, the light gray cells mean lower reporting than the desired reliability, the
dark gray cells mean appropriate reporting, and the black cells mean excessive
reporting. The figure implies that the cooperative DRT distributes the reporting
density more uniformly than the independent DRT due to its local cooperation
mechanism.

6 Conclusions

We have presented a decentralized reliable transport mechanism for wireless
sensor network. With its unreliable radio channels, a wireless sensor network
cannot accurately predict the successful packet delivery rate to the base node.
Unlike the previous work, which depends on the powerful centralized base node,
our approach makes reporting decisions locally. Using custom-optimized reliable
MAC channel, sampled sensing data are sent to the base node. Experimental
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results show that DRT accurately guarantees the requested reliability while it
reduces the power consumption of the radio device and the communication time
significantly.
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Abstract. A ubiquitous streaming framework architecture is pro-
posed to support mobile multimedia broadcasting services with QoS-
guaranteeing. U-Stream framework consists of a system part and a net-
work part. The system part includes a new mobile streaming format,
a media encoder, a media server and a client system. The network part
has a mobile multicast mechanism and mobile QoS supporting technolo-
gies. A testbed including WLAN and CDMA2000 1X EV-DO is built in
order to perform effective experiments. Finally, the experimental results
of handoff delay time and packet loss are measured and analyzed.

1 Introduction

Ubiquitous computing comes to be accepted as one of the most well-known terms
in world wide. Users can communicate and compute with each other whenever,
wherever and whatever. The evolution of mobile technologies initiates the ubiq-
uitous computing era and mobile computing devices come to be enough small
to be integrated or embedded in our clothes and even in glasses. Various sensors
will be scattered around us and as a result invisible computing or pervasive com-
puting will come true. It is strongly believed that there will be still IP (Internet
Protocol) in the eye of that digital storm. Today the mobile technologies have
made so dramatic evolution from the first generation mobile network to third
generation mobile networks such as UMTS (Universal Mobile Telecommunica-
tions System) or IMT-2000 (International Mobile Telecommunications-2000).
The needs for mobile Internet services drive the radio technologies and network
technologies to support broadband multimedia services. Additionally mobile user
terminals are evolving to take various designs and functionalities integrating the
legacy digital devices such as a mobile game station, a MP3 player and a digital
camera/camcoder, etc.

In this paper, a multimedia multicast framework for a preliminary ubiquitous
computing environment, named U-Stream (Ubiquitous- Streaming), is suggested.

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 65–74, 2004.
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The related works are reviewed on the next section. The U-Stream architecture
design and implementation will be described in section 3. Finally the testbed
and the results of experiments will be given in section 4.

2 Related Works

2.1 IP Multicasting Technologies

There are various approaches to support IP multicasting on each protocol layer.
In this subsection, multicast mechanisms on network layer are reviewed respec-
tively. For the purpose intended by this paper, IP layer multicast routing will
be the format for our discussion. For intra-domain multicast services, several
multicast routing protocols have been developed which can be divided into two
categories: some making shortest path trees (SPT) and others making shared
trees [1]. The former makes a SPT expanding to all receivers from each sender.
In other words, it has to make routing table entries for all senders in each on- tree
router. Furthermore, SPT type multicast routing protocols require too many net-
work resources and control information in order to establish and continuously
maintain the multicast tree states. There are distance vector multicast rout-
ing protocol (DVMRP), multicast OSPF (MOSPF) and protocol independent
multicast- dense mode (PIM-DM) in SPT types [2, 3, 4]. The shared trees type
of multicast routing protocols such as CBT (Core Based Tree) and protocol in-
dependent multicast-sparse mode (PIM-SM) on the other hand, establish shared
trees connecting all receivers to the core routers or rendezvous points [5, 6].

2.2 Mobile RSVP

There have been many proposals to support QoS (Quality of Service) in Mobile
IP networks. The legacy mobile RSVP (ReSource reservation Protocol) proposals
are summarized in Table 1.

3 U-Stream Framework Architecture

3.1 U-Stream Architecture Overview

On the stage of designing U-Stream architecture, the consideration of a system
part and a network part should be made respectively. The first requirement of
the system part is the capability of multi-channel streaming over heterogeneous
networks and devices. Since there are various network capacity and device types,
U-Stream system can send single source data to different networks and devices at
the same time. Secondly, the system must support international standard proto-
cols in order to have interoperability with the existing multimedia systems such
as RTP (Realtime Transport Protocol), RTSP (Real Time Streaming Protocol)
and SIP (Session Initiation Protocol). Thirdly, U-Stream media encoder should
have a powerful transcoding function to reuse stored contents. For example,
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Table 1. The comparison of legacy mobile RSVP proposals

Name Features

Talukdar [7] A RSVP proxy on a visiting cell performs active reservation.
Other RSVP proxies around neighbor cells do passive reservation
process and switch to active mode.

Mahadevan [8] Much similar to Talukdar [?], there are active/passive reservation
modes. It is assumed that not a MN (Mobile Node) but a BS
(Base Station) knows neighbor BSs. This reduces load of a MN.

Terzis [9] It is the most straightforward mechanism integrating RSVP and
MIPv4 protocols. If a MN handoffs, a new tunnel is established
between HA (Home Agent) and new FA (Foreign Agent) by RSVP
signaling on the new tunnel.

Chen [10] Conventional reservation is performed by the RSVP proxy that a
MN visits, and predictive reservation is done by around RSVP
proxies. The proxies join a multicast tree rooted on
a sender and perform join and leave the multicast tree with
movements of the corresponding MN. RSVP messages and IP
packets are delivered to the MN through the multicast tree.

Shen [11] Routers on the overlapped path between a new path and
the old path are excluded on handoff updating process after
handoffs is finished. Only new routers are under the process of
path updating.

it can convert AVI media compressed by MPEG-4 to RTP stream with H.264
codec. At least the transcoding operation should support conversion functions of
streaming format, compression codec, AV resolution and frame rate. Finally, it
may be optional to support file system plug-in by which U-Stream systems can
be easily installed on different file systems or OS (Operating System) platforms.

The key issues of U-Stream network part are the mechanisms of mobile QoS
and mobile multicast or integration of them. The most straightforward mecha-
nism for mobile multicast uses IETF Mobile IP operation. The first mechanism
is to make a HA a proxy agent for multicast receivers which are mobile nodes
registered to the HA, that is to say, the HA forwards multicast packets to each
mobile node by means of a tunneling mechanism. In this mechanism network
congestion on gateway may be made by replicated enormous traffic from a home
agent as well. Moreover the propagation delay caused by Mobile IP triangular
transmission should not be ignored because mobile service roaming should be
considered in national wide or continental wide. The second choice is to make
a FA a DR (Designated Router) which performs as an edge multicast router
managing multicast members in its subnet. Although it does not make a trian-
gular problem or an avalanche trouble on networks, it is so difficult to deploy
DRs on every ubiquitous network. The deployment problem is the most serious
reason why multicast networks can not be an infrastructure of the current In-
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Fig. 1. U-Stream framework architecture

ternet. In this paper the first choice of mobile multicast approaches is adopted.
The second choice is described very well in the paper titled MCOM [12].

Secondly, the interoperation between Mobile IP agent and multicast manage-
ment module in applications is not defined. It may be a part of developing issue.
It, however, must be solved so as to support seamless mobile multicast services
on mobile terminals and network nodes as our mobile experience. Thirdly, it
is one of critical problems that a mobile terminal maintains a logical commu-
nication pipe for guaranteeing QoS during a multimedia session. The solution
may be summarized as Mobile RSVP in this paper. Although many excellent
researchers have suggested some solutions as shown in table 1, an effective inter-
working solution with multicast should be suggested. As the results of the above
considerations, the entire architecture of U-Stream is given in Fig. 1.

3.2 U-Stream Engine

Mobile Streaming Format RSF (Real-time Streaming Format) was invented
by the authors as a new streaming format to especially support mobile envi-
ronments. One of RSF design concept is open architecture to support any kind
of multimedia codecs. Although RSF basically encodes media compressed by
MPEG-4 and MP3, RSF does not depend on any specific codecs. Of course,
the reason to introduce RSF here never means that U-Stream systems should
support only RSF media. U-Stream is designed to be able to support any kinds
of streaming formats including RSF as mentioned above. RSF is optimized to
send mobile multimedia stream in UDP datagram not in RTP because RSF al-
ready has the features of RTP encoding. RSF reduces overhead of a multimedia
streaming format in order to minimize packet size. RSF has very simple structure
compared with ASF of Microsoft.
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Table 2. The comparison between ASF and RSF

Functionality ASF RSF Unit

chunk structure Yes Yes
chunk header size 16 2 Byte
chunk data field size 8 2, 4 Byte
Main header size Variable (¡Kbyte) 44 Byte
Header repetition No Yes
Text data support No Yes
AV codec information Yes Yes
Join on going session No Yes
AV packet header size ¡24 8 12
AV synchronization Info. Yes Yes Byte
AV sync. Mechanism Time stamp Ref. audio

Fig. 2. Structure of a U-Stream client system

It makes synchronization between an audio stream and its corresponding
video stream based on audio timeslot. The legacy streaming formats uses times-
tamp on each media stream because they are originally developed for the purpose
of playing on high speed networks or local systems. The timestamp information
of each media makes so much overhead and wastes network bandwidth as a re-
sult. An advantage of RSF is to allow a late user to join a broadcasting session
at any time.

U-Stream System Part The structure of a U-Stream client is suggested in
Fig. 2. The clients are designed and developed for Microsoft windows including
MS Pocket PC and Linux because the platforms are the most well-known OSs.
Since the structure design is so simple and light-weight, it can be adapted to any
kind of embedded operating systems such as PALM or symbian OS. Applica-
tion modules perform user interfacing, multicast session control and multimedia
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Fig. 3. The structure of a U-Stream encoding system

stream rendering with inter-media synchronization. It is too difficult to sophis-
ticatedly control inter-media synchronization in Linux because Linux does not
support exact time information to applications and, moreover, clock period of
Linux varies around maximum 20 msec as our experiments. If the time error
accumulates, the inter-media synchronization can be never achieved. Time cor-
rection algorithm for the missed accuracy is devised by means of audio rendering
delay mechanism. Media decoder decodes incoming streams which is pumped up
to the application module. Session controller does functions of starting, main-
taining and eliminating a session. Signaling modules include RSVP, Mobile IP
and SIP daemons. The daemons keep the standard specifications. Communica-
tion among them is controlled and coordinated by mobility-aware agent module
(MAM) which connects the application module as well. MAM notifies the appli-
cation module of terminal handoff and makes it rejoin multicast session. Broken
arrows mean the control directions and target protocol modules of each compo-
nent.

Another essential component of ubiquitous multimedia services is a powerful
encoding system as mentioned Sect. 3.1. The logical system design is given in
Fig. 3. In actual implementation, each part of the U-Stream encoding system
is separately built on multiple systems. Since it is an implementation problem,
the mechanism will be no more described in this paper. In a SW engine, an AVI
stream from a HW engine or a storage system is injected into AVI parser which
pushes the stream into a media transcoder to convert input stream to other type
of the AV data by using selected AV codecs. After AV compression, the stream
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Fig. 4. Logical Mechanism of ST-MRSVP

is encoded into a selected stream format. The sequential process is controlled by
an encoder controller system which receives user commands and manages the
entire encoding system. Users can select multiple options to simultaneously make
different types of AV streams originated from one source. The output streams
are transmitted to U- Stream media servers which make direct connections with
multiple clients. U- Stream media servers are not described further in this paper.
As a result, any kinds of client systems can be served by the U-Stream encoder.

3.3 Split Tunnel Based MRSVP

The mobile Internet should support enough bandwidth and packet loss ratio
to reliably transport multimedia streams. Our previous work on mobile RSVP,
named Split Tunnel based MRSVP (ST-MRSVP), has been introduced [13].
A tunnel between a HA and a FA is divided into two split tunnels with HA-
EFA (External Foreign Agent) and EFA-IFA (Internal Foreign Agent) as shown
in Fig. 4. In order to enhance handoff delay time, handoff process is localized
instead of reserving tunnel resources in end-to-end as standard RSVP does.

An EFA is a FA located on a gateway which is a kind of a border router
between an intranet and a core network. An IFA has direct connections with
MNs. An EFA receives registration requests relayed from an IFA which manages
MNs, and relays the requests to the MNś HA. While the EFA behaves as a HA
of the IFA, the EFA pretends to be MNs FA for the MNś HA. Of course, the IFA
works as a normal foreign agent for the MN. A MN finds a FA in the same way as
standard Mobile IP does and sends registration requests to the FA, that is, the
IFA. After the IFA changes the Care-of Address (CoA) in the registration request
message to an EFAś address, it forwards the modified message to a designated
EFA. During this process a dynamic tunnel interface is established and the EFA
sends the message toward MNś HA. If address binding about the MN is finished,
the HA start relaying packets for the MN through an established tunnel between
the HA and the EFA. When EFA receives the tunneled packets, it transforms
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the current tunnel header to a new tunnel header with the destination address
toward the IFA which decapsulates the tunneled packets and delivers them to
the MN. When a MN handoffs, it registers a new CoA assigned by a new IFA
through the IFA. The new IFA forwards the registration request message to the
EFA. Since it is assumed that the EFA keeps the information about the MN, the
EFA does not need to forward the message to the HA. It is very straightforward
mechanism that the EFA changes the old tunnel to a new tunnel. The EFA
just updates the MNś entry of a binding table maintained in the EFA from the
address of the previous IFA to the address of the current IFA. RSVP PATH
messages travel through the established tunnel via the HA. RSVP reservation
messages are sent back along with the tunnel path. On tunnel sections such
as HA-EFA and EFA-IFA, each MRSVP router reserves tunnel resources by
standard RSVP operation. Protocol modification is mainly done in Mobile IP,
but RSVP hardly needs to be changed.

4 Experiments and the Analysis

The U-Stream testbed is built as shown in Fig. 5. 7 PC routers including mobil-
ity agents have Intel Petium3 800MHz CPU, 128Mbyte RAM and Linux kernel
version 2.4.17 respectively. 5 client systems have Intel Petium3 800MHz CPU,
512Mbyte RAM and MS window2000/Linux kernel version 2.4.17. 3 clients with
Linux are based on Mobile IP and 2 clients with MS windows use simple IP.
Mobile IP clients uses ST-MRSVP networks and simple IP clients receive data
over the legacy multicast networks, that is, DVMRP networks. Wireless LAN
APs (Access Points) are made by Orinoco IEEE 802.11b. The resource reserva-
tion status can be monitored in debugging mode of RSVP router and traffic flow
over the testbed can be measured by Ethereal, a well-known traffic monitoring
tool. The U-Stream server is set up to transmit the saved RSF source file and
its transmission rate is about 512byte/30msec. It tells that the bandwidth of
the media is tuned about 140kbps because current CDMA2000 1X EV-DO can
guarantee minimum bandwidth of 144Kbps. Media is fixed to transmit as fast
as possible since the bandwidth is enough to handle in CDMA2000 1X EV-DO
networks. Buffering of the received multicast packets makes the transmission
rate higher than rendering speed. RSF stream is transmitted seamlessly for sin-
gle channels, and the packet loss is hardly occurred in WLAN networks. Some
packets, however, are lost in cellular networks. The packet loss ratio is about
1% in well tuned CDMA networks. Although the lost packets make somewhat
noise on a screen, the noisy screen, however, does not an obstacle to our visual
recognition system. The handoff delay and packet loss are shown in Fig. 6.

The handoff test with ST-MRSVP is performed between a home network and
two foreign networks as shown in figure 5. The experiment is about an impact
from dynamic handoff. Handoff delay time takes about 1.0 seconds to register its
current location because there is no handoff notification from hardware driver.
If hardware drivers can inform the instance of handoff to the Mobile IP module,
the registration time may be reduced dramatically below 0.5 sec. Since resource
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Fig. 5. The configuration of U-Stream testbed

Fig. 6. The results of experiments (a)the number of lost packets (b)handoff delay time

reservation time is added on the handoff time, the experiment results show that
the average time to receive first packets from U-Stream media server is about
1.5 seconds.

5 Conclusion

U-Stream is a ubiquitous streaming framework architecture supporting mobile
multimedia broadcasting services with QoS-guaranteeing. Overall architecture is
suggested and the functionalities of each component are described in detail. An
advanced mobile streaming format and U-Stream client/server/encoder systems
are introduced as well. On network part, RT-MRSVP is reviewed in relation with
mobile multicasting services. Experiments of streaming multimedia multicast
were performed over U-Stream testbed. As the results, it was proved that the
level of handoff delay time and packet loss by U-Stream framework is acceptable
for the human visual systems.
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Abstract. To provide users with persistent services in distributed ubiq-
uitous environments, it is required for applications and middleware to be
aware of the frequent and unpredictable changes in users requirements as
well as environmental conditions, also to be able to adapt their behaviour
as such changes. One of the main limitations of current approaches for
supporting adaptability is that applications themeselves are responsible
for triggering and adaptive mechanism when the underling infrastructure
notifies them about any changes. Hence, we design an adaptive mid-
dleware framework using reflection and propose the meta-meta-level to
support a policy-based adaptation. We implement mobile agents (adap-
tation, context and meta agents) to adapt user-level and application-level
changes dynamically for mobile users and applications.

1 Introduction

Ubiquitous Computing advocates the construction of massively distributed sys-
tems that help transform physical spaces into computationally active and in-
telligent environments [1]. Within such environment, not only can devices or
software services be added to or removed from the system at anytime, but also
are contexts or preferences of users changing seamlessly.

Adaptability is one of the most important requirements for ubiquitous com-
puting systems, since such environments are highly dynamic, characterized by
frequent and unpredictable changes in different contexts. Hence, applications
need to be capable of adapting their behavior to ensure they continue to of-
fer the best possible level of service to the user. Adaptation should be driven
by awareness of a wide range of issues including communication performance,
resource usage, location, cost, and application preference [2].

The current approach to providing adaptable services or applications is based
upon the classic layered architectural model where adaptation is provided at the
various layers (data link, network, transport or application layers) in isolation
[3]. One of the main limitations of current approaches is that applications theme-
selves are responsible for triggering and adaptive mechanism when the underling
infrastructure notifies them about any changes [4].

Hence, we need a sophisticated approach, which can manipulate mixed or
customized adaptation in contextual changes. It is more desirable and effective
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to manage adaptation at the middleware for providing different adaptive solu-
tions in various situations. For ubiquitous computing environments, middleware
architecture itself should be context-aware to manage the communication among
objects in a transparent fashion.

In this paper, we propose the design of middleware framework in reflective
architecture, which can support adaptability for mobile and context-aware appli-
cations. Section 2 depicts related research and section 3 describes our reflective
approach to separate concerns on adaptation using mobile agents and gives an
overview of the design of reflective middleware framework. Section 4 describes
how adaptations are triggered by a policy and represents implementations on
agents. Section 5 presents our conclusions and future works.

2 Related Work

Odyssey Odyssey [5] supports a type of adaptation called application-aware
adaptation. Odyssey’s approach to adaptation is to adjust the quality of accessed
data to match available resources. The agility of Odyssey is determined by the
adaptive decision loop; select fidelity, place request, detect change, and notify
application. The first step of this process, fidelity selection, is the province of
the application and server. However, Odyssey’s notification approach can be
shown to lead to inefficient solutions because it is lack of support for enabling
coordination between the adaptation policies and enable to increase the burden
of the application developer.

K-Components K-Components [6] uses asynchronous architectural reflec-
tion to build context-adaptive applications. Adaptation logic specifying adap-
tive behaviour, encapsulated in the Adaptation Contract Description Language
(ACDL), can be written by programmers to build self-adaptive systems, but can
also be modified and updated at runtime by users, allowing them overall con-
trol of the application’s adaptive behaviour. Adaptation occurs in response to
adaptation events raised by the application components or from the evaluation
of adaptation rules themselves. The main issue with K-Component in relation
to this system is its inability to accept new types in the configuration graph
since the configuration graph is a static representation of the architecture of the
system.

Chisel Chisel [7] project is to investigate the use of reflective techniques as
a vehicle for the development of a framework for dynamic adaptation, using
middleware as a case study. The approach will be to allow different application-
aware, user-aware, and context-aware policies to control the dynamic adaptation
of component behaviours defined as new Iguana metatypes. A policy-based ap-
proach was chosen to drive the adaptation mechanism by incorporating user and
application specific semantic knowledge and intelligence, combined with low-level
monitoring of execution environment.
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Fig. 1. Conceptual model for adaptation

3 An Architecture for Reflective Middleware

This section describes a reflective approach to separate concerns on adaptation
and design an adaptive middleware framework. Also, we present our middleware
architecture and mobile agents.

3.1 Reflective Approach

For the dynamic management and adaptation of changes, we use reflection to
separate aspects of adaptation at the application level and the middleware sys-
tem level. Reflection refers to the capability of a system to reason about and act
upon itself [8]. The base level of reflective middleware addresses the application
program’s functionality, while the meta-level designates collections of compo-
nents that form the internal architecture of the middleware platform [9]. Reflec-
tive middleware techniques enable autonomous changes in application behaviour
by adapting core software and hardware mechanisms dynamically without the
need for explicit control by applications or end-users [10]. By separating aspects,
applications and middleware service components will be dynamically adapted at
the meta-level, in contextual changes of users and applications. We propose the
meta-meta-level for decoupling policies from adaptation control and supporting
the policy-based adaptation at the meta-level.

Our aim is to build a middleware framework supporting user-specific and
application-specific adaptation in context-aware fashion, hence, providing users
with right services persistently in ubiquitous environments. Fig.1 represents our
conceptual model for adaptation. External adaptation is required for making dif-
ferent adaptive decisions by collaborating user-specific and application-specific
policies, while internal adaptation is required for monitoring changes of the sys-
tem context, dynamic reconfiguration and transparent adaptation. At current
stage of our work, we focus on external adaptation, including a policy-based
mechanism.
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Fig. 2. Architecture of reflective and adaptive middleware framework

3.2 Design of Reflective and Adaptive Middleware Framework

We give an overview the design of reflective middleware framework that can
support the meta-level adaptation by a policy-based manner and we describe
our components in a meta-architecture (see Fig.2).

Service Component Service components involve non-functionalities of mid-
dleware system and mobile agents. These components implement not only mid-
dleware services but also monitoring, analysis and communication methods for
mobile agents. A set of service components is reconfigurable and extensible by
adding new service components in plug-in manner. From a remote host, mo-
bile agents can download service components and application’s non-functional
components, to deploy new services or upgrade existing services.

Meta-Service Descriptor The meta-service descriptor can provide abstrac-
tion of the base level components. At run-time, meta-service agents will perform
inspection, and then configure meta-service descriptor.

Adaptation Manager The adaptation manager will be responsible for the
management and adaptation of the application’s non-functional components and
service components. It can interpret the adaptation policy, which is a human-
readable document, and associate the selected decision with the real behaviour.
When adaptation is requested, that is an adaptation event occurs, this adap-
tation manager will perform adaptation operation triggered by changes in the
policy and context. Users and applications can trigger adaptation explicitly using
policy documents.

3.3 Mobile Agents for Adaptation and Mobility

We propose meta-agent, adaptation agent, context agent, and meta-service agent
to collaborate for dynamic adaptation at the meta-level.
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Fig. 3. Adaptation using agents

Meta-Agent At the meta-level, meta-agents can be considered as a different
kind of mobile agents that run on their own execution environment. Main pur-
pose of meta-agent is to manage and control of adaptation processing. Thus
meta-agents are responsible for monitoring the execution of mobile agents and
for transferring them to remote host. The association between meta-agents and
mobile agents may be performed on the basis of one-to-one or one-to-many. In
the former case, one meta-agent can be created per mobile agent, therefore it
allows a meta-agent to migrate itself containing one mobile agent and to keep
track of the behaviour of that agent on every node it visits. In the latter case,
one meta-agent can manage a group of mobile agents. According to meta-agent’s
own policy for management, the number of mobile agents that one meta-agent
can encompass is regulated.

Adaptation Agent and Context Agent An adaptation agent will be respon-
sible for monitoring changes in the policy and coordinating system responses to
changes in the environment and acquiring a certain type of meta-information
available to applications. It can analyze types of events caused y other agents
and also throw adaptation events to adaptation manager. A context agent is
a mobile agent, which is responsible for gathering and analyzing context infor-
mation. It can also monitor contextual changes.

Meta-Service Agent A meta-service agent is a stationary agent, which is
responsible for monitoring configuration changes of base level components and
supporting reconfiguration. Another important task of this agent is inspection
on the base level to configure meta-service descriptor.

4 Policy-Based Adaptation

This section describes behaviours of agents on adaptation and how adaptations
are triggered by a policy. Also, we represent implementations on agents.
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Fig. 4. Adaptation policy and application’s behaviours

4.1 Adaptation Control

The meta-agent establishes point-to-point channel by remote communication
with the destination meta-agent, which will receive that mobile agent and dese-
rialize it. When a mobile agent arrives at its destination, a meta-agent examine
configuration and make it restart its execution. The meta-agent continues moni-
toring the execution of mobile agents and throws an adaptation event when any
change occurs by mobile agents.

Adaptation agent tracks changes in the policy. On the adaptation event, an
adaptation agent analyses the subtype of that event and also throw an adaptation
event. Adaptation manager interprets and validates policy rules, and triggers
adaptation by selection of appropriate service bahaviour (see Fig.3).

The adaptation policies can be specified by the user-specific and application-
specific priorities on user’s preference to applications and quality of service,
and application’s resource requirements (see Fig.4). When any of the contextual
changes occurs, the context agent perceives that change and then the adap-
tation manager has to decide which adaptation method should be invoked. In
the example, application’s non-functional behaviours are separated into several
groups according to the application’s resource priorities. In order to decide which
bahaviour to invoke, the adaptation agent checks the prioritization of the appli-
cations.

4.2 Implementation of Agents

The meta-agent is responsible for monitoring execution of mobile agents, while
the adaptation agent and the context agent are responsible for monitoring
changes; the former monitors changes of policy and the latter monitors con-
textual changes. For the dynamic adaptation, we present MetaAgent, Adapta-
tionAgent, and ContextAgent classes to implement our policy-based mechanism,
as follows:
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Meta-Agent Class

class MetaAgent extends Agent implements AgentInterface{

...
public void initAgent(Agent agent) //initializes the agent
public void checkMAgent(){...} //monitors mobile agents
public void migrationEvent(){...} //acts on migration event by mobile agents
public void arrivalEvent(){...} //acts on arrival event by mobile agents
public void adaptationEvent() {...} //acts on adaptation event
}

Adaptation Agent Class

class AdaptationAgent extends Agent implements AgentInterface {

...
public void initAgent(Agent agent) {...}
public void adaptContext(Context context) {...} //adapts context
public void checkPolicy(Policy policy) {...} //monitors adaptation policy
public void adaptPolicy(Policy policy) {...} //adapts adaptation policy
public void adaptationEvent() {...} //acts on adaptation event
}

Context Agent Class

class ContextAgent extends Agent implements AgentInterface {

...
public void initAgent(Agent agent) {...}
public void getContext() {...} //gets current context
public void setContext(Context context) {...} //sets changed context
}

5 Conclusions and Future Work

In this paper, we described the design of reflective middleware framework that
can support dynamic adaptation for mobile users and applications in ubiquitous
environments, and we introduced the meta-meta-level for supporting a policy-
based adaptation at the meta-level.

Fundamental to our reflective approach is the idea of separating concerns on
adaptation and making different decisions on adaptation policies. The adaptation
policies can be specified by the user-specific and application-specific priorities on
user’s preference to applications and quality of service, and application’s resource
requirements. Our model can provide meta-level adaptation method using mobile
agents. For this, we implement adaptation, context and meta-agents to adapt
user-level and application-level changes dynamically.

The implementation of our adaptive middleware framework is currently on-
going, focusing on supporting mobile applications. In the future work, we intend
to develop adaptive middleware services and management mechanism for context
information.
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Abstract. This paper describes the Self-adaptive Personal Service
(SPS) on the extended Application Level Active Network (ALAN) for
ubiquitous computing environments. It is expected that a customized
service personalization in a ubiquitous computing environment can be
deployed. However, the existing service personalization does not support
location information, Quality of Service (QoS) policy, device type, etc.,
since a user’s preference depends on the origin of the web servers. To
address this issue, the Internet Engineering Task Force (IETF) standard
called Framework for Service Personalization (FSP) on Open Pluggable
Edge network Service(OPES) is underway. Nevertheless, FSP on OPES
does not accommodate the ubiquitous computing environments because
OPES does not consider self-adaptation. As a result, existing networks
have the inability to support additional services. Therefore, this paper
suggests the use of Generic Modeling Environment (GME) tool as Ser-
vice Creation Environment (SCE). By using a GME tool, the SPS on
the extended ALAN can support self-adaptation with functions such as
a user’s changing constraints, a decision-making, and a service composi-
tion.

1 Introduction

The interest in ubiquitous computing environments has recently increased. The
objective of ubiquitous computing environments is to provide users with seam-
less, ubiquitous access to services, irrespective of users’ end device or location. It
� This research was supported by University Research Center Project.
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is expected that the customized service personalization in ubiquitous computing
environments can be deployed. Although the existing service personalization in-
cludes features such as virus scanning, content translation, packet-filtering, and
content adaptation, the major drawback of the current service personalization
is its dependency to content origin of the web server to perform personalizing
tasks. This is because the personalization task is performed using incomplete in-
formation about the user. The content provider may not be aware of the various
types of information about the user, including geographic location, Quality of
Service (QoS) policy, device type, and access rate. A potential solution to this
problem is to shift responsibility for personalizing content to an intermediary
device. To address this issue, the Internet Engineering Task Force (IETF) stan-
dard called Framework for Service Personalization (FSP) [1] on Open Pluggable
Edge network Service (OPES) [2][3] is underway. OPES is an intermediary such
as an ISP’s web caching proxy server that performs valued-added services on
content. OPES can support the service personalization including location infor-
mation, QoS policy and device types. But FSP on OPES does not accommodate
the ubiquitous computing environments because OPES does not consider self-
adaptation. As a result, existing networks have the inability to support additional
services.

Therefore, this paper suggests the Self-adaptive Personal Service (SPS) on
the extended Application Level Active Network (ALAN) [4][5] for ubiquitous
computing environments by using a Generic Modeling Environment (GME) [6]
tool. This paper considers the GME as Service Creation Environment (SCE)
invented by Intelligent Network (IN), albeit the GME does not currently support
SCE. The objective of this paper is as follows:

– To support self-adaptation for service personalization including functions
such as user’s changing constraints, decision-making and service composition
on Active Network (AN) by using SCE tool.

The SPS means an active application on the extended ALAN meets the user’s
requests according to the user’s changing constraints. We designed a network
architecture that includes a connectivity layer, a control layer, and a model-
ing layer for the SPS. The existing TCP/IP acts as the connectivity layer, the
extended ALAN acts as the control layer, and the GME acts as the modeling
layer.

ALAN is an agent-based active network, which supports self-configuration
and expedited deployment. When the active capabilities are provided at the
lower layers, this is regarded as the pure form of active networking. Nevertheless,
when the active capabilities are provided at the higher layers, this is regarded
as the provision of active services. The advantage of the active service approach
is that operations at the lower levels are not affected and deployment can be
incremental and thus faster. But the existing ALAN is supported by a java
applet, which cannot maintain its state, unlike the mobile/intelligent agents.
Therefore, we extend a proxylet of ALAN implemented by a java applet to
a mobile/intelligent agent called Jade [7].
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A GME is a configurable toolkit for creating domain-specific modeling and
program synthesis environments. A GME is used mainly as a real-time and em-
bedded domain. We use a GME as SCE and service composition mechanisms.
The QoS-supported GME tool is recently being developed by a GME-related
project named the Component Synthesis using Model Integrated Computing
(CosMIC) [8]. But the CosMIC project is mainly based on supporting QoS on
Common Object Request Broker Architecture (CORBA) middleware and does
not support a user’s changing constraint on AN for ubiquitous computing envi-
ronments.

Therefore, we describe the design and implementation of the SPS using
a user’s constraint-supported GME tool on the extended ALAN for ubiquitous
computing environments. This paper is organized as follows: Section 2 illustrates
the design of the SPS; section 3 describes the implementation of the SPS; Sec-
tion 4 compares the features of the SPS. Finally, section 5 presents concluding
remarks

2 The Design of the SPS

2.1 The Architecture of the SPS

The comparison between the existing service personalization and the SPS is sum-
marized in Table 1. The existing service personalization is considered as a service
personalization on a web server. Service Personalization on OPES moves one step
further and makes computation (processing and transcoding) an infrastructure

Table 1. Comparison of the existing service personalization and the SPS

The existing
Service Personal-
ization

Service Personal-
ization on OPES

SPS on the ex-
tended ALAN

System overview
The existing web
server

An overlay net-
work of application
proxies

an overlay network
of applications
proxies on Active
Network

Services
User’s preference-
based personal ser-
vice

User’s preference
and QoS policy-
based personal
service

Self-adaptive per-
sonal service

Protocol
Hyper Text Trans-
fer Protocol
(HTTP)

Simple Objet
Access Protocol
(SOAP)

Agent Communi-
cation Language
(ACL), Remote
Method Invocation
(RMI) and HTTP

Distribution
channel

Web contents
Value-added
services and appli-
cations

Value-added
services and appli-
cations
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Fig. 1. The architecture of the SPS

service through the development of another overlay network. The SPS is on AN,
while the architecture of the service personalization on OPES has the overlay
network on the existing network. The processing of a service can support a user’s
changing constraints, a decision-making, and a service composition. The proto-
col uses an Agent Communication Language (ACL) of the mobile/intelligent
agent, a Remote Method Invocation (RMI) of ALAN, and Hyper Text Transfer
Protocol (HTTP). Distribution channel is used for services and applications for
a service personalization.

A scenario using the SPS is as follows. A user decides to go outside while
playing an online game on a wired PC. The device of the online game needs to
be changed from a wired PC to wireless devices. The user can process the button
to change the game on the PC to the game on the wireless device. Simply, the
user can consecutively enjoy the game on the wireless device.

Fig. 1 shows the architecture of the SPS. The network architecture of the SPS
consists of a connectivity layer, a control layer, and a modeling layer. AN-based
service personalization mechanism on a control layer is to realize the result of
a user’s changing constraints, decision-making, and a service composition on a
modeling layer. The control layer includes the extended ALAN integrated with
the mobile/intelligent agent. The extended ALAN can support service person-
alization on a control layer. A modeling layer includes a GME considered as
SCE, which can specify the user’s changing constraints and ISP’s service logic
and can re-compose each service component on a modeling layer. The func-
tion of the SPS is as follows: Supervisor AR consists of of Select the fastAR
and Request routing. Select the fastAR is to select the suitable worker AR for
the user’s changing constraint. Request routing redirects the user’s request to
the worker AR. A Worker AR consists of Constraints, Decision Making and
Service Composition. Constraints is to specify user’s changing constraints, De-
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Fig. 2. The operation of the SPS on AN

cision Making is to make a decision to re-compose each service by the defined
rule. Services Composition re-composes each service.

2.2 The Operation of the SPS

The operation of the SPS including a mobile terminal agent, a supervisor Active
Router (AR), a worker AR, and a GME is depicted in Fig.2. The role of a GME
is to specify the user’s changing constraint, to make a decision by the rule, and
to re-composite each component on a modeling layer. The role of a supervisor
AR is to select the suitable worker AR, and to redirect the user’s request to the
chosen worker AR. The role of the worker ARs is to get the changing constraints
of a user and the service logic of the ISP and to make a decision for service
composition on the Execution Environment for Proxylet (EEP).

The order of the operation is as follows.

1. The ISP’s service logic and user’s changing constraints is defined by a GME.
2. A mobile terminal agent sends the constraints such as gold class, silver class,

and economy class to the supervisor AR.
3. The supervisor AR gets the constraints of a user and the logic of the ISP

and then selects the suitable worker AR.
4. The supervisor AR redirects the user’s request to the chosen worker AR.
5. The worker AR does its own task on EEP and returns the result of the

re-composite service to a mobile terminal agent.

2.3 The Mechanism for a Service Personalization

Fig. 3 shows domain variables, values and constraints to specify the changing
constraints of a user. Domain consists of a Subscriber-Profile, Service-Profile, and
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Fig. 3. Domain variables, Value and Constraints for service personalization

a Service-Policy-Profile for service personalization. A Subscriber-Profile includes
properties such as a User-preference, Device-type, and QoS-package. A Service-
Profile includes a property such as Content-typethat means text, audio, video.
A Service-Policy-Profile includes a property such as rule to decide a service per-
sonalization. The defined Variables of Domain are as follow: d is device-type, c
is content-type, q is QoSPackage. Whether the device-type is the PC or a wire-
less device is defined in the Device-type of a Subscriber-Profile. Whether data is
audio or video is defined in the Content-type of a Service-Profile. QoS-Package
of a Subscriber-Profile is categorized into gold, silver and economy. A rule de-
pends on Content-Policy-Profile. The defined variables specify the Constraints.
d,c : not (PDA = video) and ( MP = video) means a video is not supported in
PDA and Mobile Phone (MP). if (q=’ G’) then call video service else call audio
service means the rule that calls a video service in case that QoSPackage is gold
class and calls an audio service in case that QoSPackage is silver class.

Fig.4 shows the mechanism named the SPS proxylet for a service per-
sonalization. The SPS proxylet consists of Constraints, Decision Making and
Serivce Composition. Constraint is to specify a user’s changing constraint. De-
cision Making is to determine how to re-composite proxylets for service by the
constraint and the rule. Service Composition is to re-composite the services by
the rule for a service personalization.

3 Implementation of the SPS

The implementation of the SPS is based on Windows 2000 server, the Java
language-based public software of ALAN that was developed by UTS and BT
and a GME2000 tool that was developed by Vanderbilt University. A GME
tool can automatically generate the C programming language according to the
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Fig. 4. The mechanism for a service personalization

Fig. 5. The mechanism for the SPS proxylet using a GME

specific modeling but does not currently support the java programming language.
So we currently map manually the modeling to a Java-based mobile/intelligent
agent called Jade.

3.1 The SPS Using a GME Tool

The meta-modeling of a GME supports meta-model composition. The SPS is
presented by a GME. A GME is specified by Object Constraint Language (OCL)
[9]. We limit the constraints of a user to a gold class and a silver class and limit
a service composition to a video service and an audio service. The constraints
of a user on a PC are defined as a gold class while the constraints of a user on
a wireless device are defined as a silver class. The example of the service logic is
as follows: When the worker AR gets the gold class as the constraints of a user,
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Fig. 6. Test of a mobile terminal agent, a supervisor AR, and a worker AR

the worker AR can choose a video service. When the worker AR gets the silver
class as the constraints of a user, the worker AR can choose an audio service.

Fig. 5 shows the mechanism for the SPS proxylet using a GME tool.
The mechanism for the SPS proxylet consists of Constraints, Decision Making
and Service Composition. Constraints has the user’s constraints in a Sub-
scriber Profile, a Service Profile and a Service Policy Profile. Decision Making is
used by OCL. The user’s constraint in a Subscriber Profile and Service Profile is
expressed by a pre-condition in OCL. A rule depends on a Service Policy Profile.
The rule in Service Policy Profile is expressed by post-condition in OCL. For in-
stance, pre: not((self.devicetype=’PDA’) and ( self.contenttype=’video’)) means
the video service is not supported in PDA. pre means a pre-condition of OCL.
post : if( self.QoSPack =’G’) then self.videoplay() else self.audioplay() endif
means a video service is called in case that QoSPackage is a gold class and
an audio service is called in case that QoSPackage is a silver class. post means
a post-condition of OCL.

3.2 The Execution of the SPS

Fig. 6 (top left chart) shows the test of a mobile terminal agent, a supervisor AR
and a worker AR. We use a dummy agent of jade as the mobile terminal agent.
We are developing the mobile terminal agent on the mobile device platform called
Lightweight Extensible Agent Platform (LEAP) on J2ME devices such as PALM
IIIc. The mobile terminal agent requires the object called a.html with gold class.
When the mobile terminal agent requires an object called an a.html on the PC,
the message stated as get a.html gold is sent to the supervisor AR. When the
mobile terminal agent requires an object called a.html on a wireless device, the
message stated as get a.html silver is sent to the supervisor AR. Fig. 6 (top right
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chart) shows the test of the supervisor AR. When the supervisor AR gets the
user constraint called gold class, the supervisor AR redirects to the worker AR
close to the users. the worker AR chosen by the supervisor AR provides the video
service at the EEP called Container-1. Fig. 6 (bottom chart) shows the result
of the worker AR. As the worker AR composes the video service at the EEP,
the message stated m0 video CREATED and STARTED Video Stream Agent is
shown at the EEP. As the worker AR composes the audio service at the EEP,
the message stated m0 audio CREATED and STARTED Audio Stream Agent
is shown at the EEP.

4 Comparison of the Features of the Existing Service
Personalization and the SPS

Table 2 shows the comparison of main features of the existing service personal-
ization, service personalization on OPES and the SPS on AN. The SPS has more
features, such as a self-configuration, a fast deployment, and a self-adaptation,
than the existing service personalization. A self-adaptation includes functions
such as a user’s changing constraints, a decision-making, and a service composi-
tion.

There is no difference of performance between the existing SP and the SPS
when the constraints of a user are fixed. However, in the case of frequently
changing constraints of a user, the SPS provides more an enhanced performance
than the existing SP. This is attributed to the fact that the SPS supports self-
adaptation, whereas, the existing SP does not have the self-adaptation function-
ality.

Table 2. Comparison of main features

The exist-
ing Service
Personal-
ization

Service
Personal-
ization on
OPES

SPS on AN

Self-
configuration

- X X

Fast
deployment

- - X

User’s
changing

constraints
- - X

Decision-
making

- - X

Service-
composition

- - X
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5 Conclusion

This paper has presented our service on AN for ubiquitous computing environ-
ments. We believe that this service addresses a new mechanism to support the
self-adaptation on AN. We expect our mechanism to comply with the indus-
try standard such as FSP. Our future work will involve more studies on self-
adaptation for the situation-aware mechanism, which extends the context-aware
mechanism, using AN and the advanced Modeling Integrated Computing (MIC)
for ubiquitous computing environments
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Abstract. Flooding is commonly used both for conventional ad hoc net-
works and wireless sensor networks. Most of previous works on developing
efficient flooding protocols are focused on making an optimal broadcast
tree, with an implicit assumption that all nodes should be reachable from
the source. However, this aim as well as the implied assumption may no
longer be true because flooding protocols in wireless sensor networks are
used to deliver the data packets towards a single or only subset of des-
tination node(s). In this paper, we propose a new flooding protocol for
utilizing directional information to achieve the efficiency in data delivery.
The proposed directional flooding can lead flooded packets to flow in the
“right direction” towards their destinations, hence eliminating unneces-
sary packet forwarding and reducing the total energy consumption. Our
simulation results show the average number of transmitted packets can
be significantly reduced over the existing flooding algorithms, in which
possibly all nodes are participated in a flooding process.

1 Introduction

Wireless sensor network [1] has received great amount of research attention in
recent years, due to its several uniqueness distinguished from a wireless ad hoc
networks. Those unique characteristics include much higher number of densely
(or spatially) deployed nodes that are extremely limited in energy and compu-
tational resources. Another uniqueness is that wireless sensor nodes often have
no global identification (ID) like IP address.

The wireless sensor network is still considered as one form of an ad hoc wire-
less network, however, because both networks are quite similar in many aspects;
for instance, they are capable of self-configuration and self-maintenance. Trans-
ferring packets via multi-hop wireless links (i.e., capable of multi-hop routing)
is another important similarity between the two networks. Actually, the study
of routing protocols in mobile ad hoc networks has been a very active area of
� This work was supported by the Korea Research Foundation (KRF-2003-003-

D00375).
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research, producing a number of protocols [2,3,4]. For wireless sensor networks,
there has been recent attention on routing (also, called a data dissemination)
from sensor nodes to a sink node.

Most of these routing/data dissemination protocols in wireless ad hoc or
sensor networks are based on variations of “flooding,” even though they use
some optimizations. Flooding is clearly a straightforward and simple solution,
but it is very costly in general. Furthermore, most MAC protocols for mobile ad
hoc networks and wireless sensor networks use the carrier sensing multiple access
with collision avoidance (CSMA/CA) based MAC approaches. These CSMA/CA
based MAC protocols could cause serious contention when many adjacent nodes
decide to broadcast simultaneously. These contention, collision and redundant
broadcasts can be referred to as the broadcast storm problem [5]. Thus, without
careful designs, it will result in serious performance degradation. To solve such
a problem, a few solutions have been presented in ad hoc networks environments
[5,6,7,8]. Their basic idea is to build some optimal broadcast tree, through which
packets can be delivered to every node reachable from a source (eventually, all
nodes in the networks).

In this paper, we argue that even such an optimized tree approach is not
well suited for wireless sensor networks, causing unnecessary overhead. This
is because, in sensor networks, packets are not necessary to reach all nodes.
Especially, for the case when sensing data packets are towards a single destination
(i.e., a centralized sink) from other sensors, the packets are required to reach the
sink only. We demonstrate how even more optimal routing can be possibly made
by means of the proposed “Directional Flooding” protocols for wireless sensor
networks. The proposed flooding schemes use directionality information (which
shows whether the packets are traveling toward a sink or not) to reduce the
number of intermediate nodes unnecessarily forwarding packets. Limiting the
number of nodes results in less energy consumption.

2 Related Works

In this section, we examine the current approaches to develop efficient flooding
protocols in mobile ad hoc networks. We then motivate our work by pointing out
that those protocols may not be the best in wireless sensor network environments.
As mentioned earlier, several modified methods for flooding have been proposed
to minimize the defect of broadcast storms in mobile ad hoc networks [5,6,7,8].
Most of these methods have been developed, based on the idea of producing an
optimal broadcast tree and thus minimizing the number of transmitted packets
in the whole flooding process. Fig. 1 illustrates a comparison between a pure
flooding tree and an optimal flooding tree. Thus, in Fig. 1(a) with a pure flooding,
data packets are being transmitted via all nodes that are all required to forward
the packets exactly once. This pure flooding is quite reliable but clearly too
expensive. For instance in Fig. 1(a), 25 times of transmission would occur. More
efficient way of flooding is to find some optimal tree, through which all nodes can
still be reachable from the source with the minimal times of packet transmission.
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(a) Pure flooding tree (b) Optimal flooding tree

Fig. 1. Optimal broadcast flooding

For instance, in Fig. 1(b), only 12 times of transmission would be needed to reach
all nodes.

However, [8] verified that the problem for finding such an optimal broadcast
tree is NP-complete. Therefore some alternatives for efficient flooding proto-
cols have been proposed to construct an approximate form of optimal broadcast
tree. In [9], the authors have categorized and compared these methods into three
groups – probability based, area based, and neighbor knowledge methods. The
probability-based methods, such as [5], is similar to a pure flooding, except that
intermediate nodes only rebroadcast with a predefined probability Area based [6]
and neighbor knowledge based [7] methods also decide whether to rebroadcast
or not by predefined calculating its additional coverage area and maintaining
neighbor nodes information, respectively. All of these approaches aimed at mak-
ing efficient broadcast tree using adaptive or heuristic based algorithm.

However, in case of wireless sensor networks, one question is arisen – “Are
these optimal-tree-based flooding protocols still necessary for wireless sensor
networks?” We believe the answer is “probably not.” Because making an efficient
broadcast tree assumes successful delivery in all nodes in the networks. To the
contrary, in wireless sensor networks, goal of flooding is not reach all nodes
but to reach the only one or several destination(s), just like a unicast or geocast.
This means that packet flow of flooding protocol with destination(s) can have the
directionality toward destination. Fig. 2 shows the tree constructed by directional
flooding protocol. As you see in the figure, only 4 times of transmission is enough
to reach the destination.

Using this motivation, we suggest a protocol to create packet flow that is
gradually approached to the destination. Thus, by utilizing directionality infor-
mation, we attempt to reduce the number of nodes unnecessarily involved in the
flooding process.
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Fig. 2. Tree constructed by directional flood

There have also been a number of recent works on efficient data delivery in
wireless sensor networks. [10, 11] These schemes also use routing cost to deter-
mine whether to forward or not. However, such schemes typically require full
neighbor information, thus necessitating initial set-up time when the nodes get
to know their neighbors. In case of dynamic environment, these protocols require
periodic monitoring of neighbors’ information and it causes many overhead in
the aspect of number of packets, energy consumption, and delay.

3 The Proposed Directional-Flooding Scheme

In this paper, we propose a new directional flooding protocol, where the flooding
decision is made with considering the directionality information towards a des-
tination. To realize our approach, we have made certain assumptions in utilizing
the directional information to flood protocol. These assumptions include: all
sensor nodes know their own location information and sink nodes’ location in-
formation. It is not unreasonable to expect such localization features in a sensor
node using some of the techniques described in the recent literatures [12,13]. Of
course, it can also be assumed for a sensor node to possess a fully functional
GPS receiver.

We now describe how our directional flooding protocol works in wireless
sensor networks:1

• Initially, each sink node announces its own location information to all sensor
nodes in a network field. Because it is often assumed that a sink is quasi-
stationary, this global announcement by the sink will be done only once at
a deployment time. After receiving an announcement, a sensor node calcu-
lates an estimated minimum hop count between itself and the sink. This

1 The procedures here one for data flows from sensor nodes to the sink. The opposite
direction of data flows will be discussed in a later section.
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estimation is based on the knowledge about the two location information
and a sensor nodes’ transmission range.

• When a sensor node initiates a flooding of packet, it puts its minimum hop-
count toward a destination sink node in the packet.

• When a node receives a packet, it compares its own value of minimum hop-
count toward destination sink with that in the receiving packet. Of all neigh-
boring nodes receiving the broadcast, only those that have a smaller value
than the stated minimum hop value in the packet will forward it. All other
sensor nodes (having a higher or an equal value) will simply ignore the
packet. In this way, the packet slides down to the sink in a “right” direction.

The above procedures continue until the destination sink is reached. Fig. 3
provides an illustration for more detailed operations of our directional flooding
protocol.

Fig. 3(a) shows an initial topology of our example with one source(S) and
one sink. For all the figures, a distance between node S and a sink is assumed
to be 100 units and each sensor nodes’ maximum transmission range is 30 units.
Therefore, node S become aware of the sink’s location initially, it knows about
the minimum hop count value for the sink as 4.

In Fig. 3(b), among the node S’s one-hop neighbors (i.e., node A, B, and D)
receiving the packet, only node D forwards it because D’s minimum hop count
(=3) is less than that of the packet (=4). Note that, nodes A and B do not
rebroadcast the receiving packet as their minimum hop counts for the sink are
not smaller than 4 in the figure. Thus, these two nodes conclude that they are
not in the right direction for this particular packet. The dark black line in the
Fig. 3(c) shows an edge of the tree constructed by the first step of our directional
flooding protocol. Fig. 3(d) and (e) also show the further steps based on the same
rules. After the final step where the sink node finally receives the flooded packet,
the tree constructed by our directional flooding is shows in Fig. 3(f). Observe
that only four intermediate node (D, I, J , and L) out of twelve are involved in
a flooding process.

4 Performance Evaluation

In this section we evaluate the performance of our directional flooding, compared
to the blind flooding protocol. For our simulation we have modified the CMU
wireless extended version of ns-2 [14].

4.1 Simulation Model

To evaluate the performance of proposed protocol, we use the following two met-
rics for a measurement: total number of transmitted packets during the flooding
process and average energy consumption on each node. By reducing these two
metrics, nodes can conserve its remained energy to expand the network lifetime
of wireless sensor network. The assumptions for our simulations are as follows.
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(a) Initial Topology (b) First step

(c) Second step (d) Third step

(e) Final step (f) Tree constructed by directional
flooding

Fig. 3. Operation example of directional flooding
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Fig. 4. Performance of the directional flooding by varying the number of nodes

– Initially nodes are randomly distributed in a confined space of 200× 200m2

– Transmission range of each node is 30.5 meters.
– Each event packet size is fixed to 64bytes.

We also refer to the reference of the Berkeley Motes [15] to model the energy
consumption behavior and wireless physical layer of wireless sensor node. In our
simulation, we only performed one way of packet delivery from sensor nodes to
sink 2.

We varied the number of nodes, the number of source nodes, and an event
generation inter-arrival period. Varying the number of nodes (from 100 to 300 by
50) intends to observe the effect of nodes’ density on each metrics. By varying
the number of source nodes (from 1, 3, 5, and 10), we can see the effect of
multiple source nodes. And we also vary the event generation inter-arrival period
to simulate various traffic environments. It varies from 1 to 30 seconds in our
simulations. Each simulation has duration of 300 seconds.

4.2 Simulation Results

The effect of varying the number of nodes is shown in Fig. 4. As the number
of sensor nodes increases, both the average consumed energy and total num-
ber of transmitted packets begin to increase for both protocols. However, our
directional flooding requires much less cost than a pure flooding protocol for
both cases of inter-arrival periods 5 (The two upper lines in the figure) and
30 (The below two lines). The reason is clear that directional flooding reduces
the unnecessary packet forwarding according to the nodes’ hop count towards
a destination.

Fig. 5 displays the effect of varying the number of source nodes while the
other two simulation parameters are fixed (i.e., 200 nodes and 5 seconds inter-
arrival period). This graph also shows that the directional flooding has better
2 In case of packet delivery from sink to sensor nodes, we remain this example for

future works.
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Fig. 6. Performance of the directional flooding by varying the event generation inter-
arrival periods

performance than the pure flooding for the same reason. Especially, with an
increase of the number of source nodes, a pure flooding has more degradation
in their performance. This is because, as the network traffic goes up, the pure
flooding suffers from more defect of broadcast storm problem.

Finally, Fig. 6 shows the comparison results by varying the event generation
inter-arrival rate, with the fixed number of nodes (=200) and a source node
(=1). As we expected, our directional flooding shows the better performance
than the pure flooding as the traffic is increased (i.e., smaller event generation
inter-arrival period).

5 Discussion

In this section, we consider the packet delivery from sink node to sensor nodes.
Example of such packets is some initial announcements or queries. In this case
we need an assumption that the sink node knows location of destination region
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(a) Direction toward center coor-
dination of destined region

(b) Reaching destina-
tion region

(c) Local flooding

Fig. 7. Operation example of directional flooding in delivery from sink to sensor

for queries (e.g., ”Retrieve the average temperature in the southern quadrant.”)
As seen in Fig. 7(a), the same algorithm described in the previous section can
be applied for this case, except for the fact that a center of destination region
is used to get a distance between the sink and the target sensors. In this case,
when the sink node initiates query packet, following information to be added on
packets by the sink node.

– Destination region’s coordination of center point3

– Minimum hop count from the sink (or rebroadcasting sensor node) to the
destined region

– Coordination of destination region
– A region flag which represents whether packet arrives the destination region

or not

If any node in the destination region receives a query packet, it sets the
“Region flag” on the packet (In the Fig. 7(b), node A sets this value). When
the Region flag is set, the local flooding is used inside the destination region to
enhance reliability. Namely, by default, all sensors within the region are required
to forward any receiving packets to other node. However, any sensors located
outside the destination region (e.g., node J in the Fig. 7(c)) simply drop receiving
packets without forwarding them further.

6 Conclusions

Flooding is commonly used both for conventional ad hoc networks and wireless
sensor networks. Many approaches have been proposed to develop efficient flood-
ing protocols for mobile ad hoc networks. These previous works assume that all
node be reachable from the source. In this paper, we argue that this assumption
may not suitable for wireless sensor networks. This is because, flooding protocol
in wireless sensor networks are used to deliver data packets towards only one
3 For ease of exposition, we choose the destined region to be a rectangle defined on

some coordinate system; in practice, this might be based on GPS coordinates.
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or subset of destination node(s). Based on this assumption, we propose a direc-
tional flooding protocol for wireless sensor networks. To verify the excellence of
proposed protocol, we have done simulation study. The performance evaluation
clearly shows that our directional flooding performs much better than the pure
flooding protocol in terms of both average energy consumption and total number
of transmitted packets.
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Abstract. Several Bluetooth piconets can be interconnected using an
inter-piconet unit called a bridge node to form a Bluetooth scatternet.
The bridge node can make its presence in each piconet on a time division
basis by switching its frequency hopping sequence. Without a careful co-
ordination among nodes, piconet switching can result in conflicts and
idle time in communication, which impact the throughput of the entire
scatternet. In this paper we present an efficient inter-piconet scheduling
scheme called LSRR (Limited Sniff Round Robin). LSRR is a locally co-
ordinated scheduling scheme that assigns presence points in round robin
fashion among different piconets. LSRR uses the sniff mode as the inter-
piconet switching mechanism and dynamically adjusts the duration of
communication events based on the past history of transmissions. Sim-
ulation results show LSRR outperforms the pure round robin scheme in
terms of throughput and delay.

1 Introduction

The emergence of Bluetooth [1] as a low power, low cost, short-range radio inter-
face for small handheld devices, such as PDAs, mobile handsets, MP3 players,
DVD players and notebook computers, allows high speed data communication
between them. Although the major application of Bluetooth technology is the
cable replacement of point-to-point links, its networking capability enables a new
networking paradigm, i.e., a personal area networking (PAN).

A Bluetooth piconet consists of two or more Bluetooth devices sharing the
same frequency-hopping channel by time division multiplexing in a star topology
with one master node controlling up to seven other nodes (slaves). Several pi-
conets can be interconnected in an ad hoc fashion via one or more inter-piconet
nodes called bridge nodes participating in more than one piconet to form a Blue-
tooth scatternet. Bluetooth scatternets offer a wide range of applications.For ex-
ample, people in a conference room can have their notebook computers and/or
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PDA’s interconnected to exchange various kinds of information such as business
cards for a collaborative work.

Currently, the Bluetooth specification does not define a mechanism for the
formation of topology or coordination of communication in scatternets. A num-
ber of research works related to the formation of scatternet topology have been
published [2, 3, 4] . These works however do not address how the Bluetooth nodes
should be coordinated to let data traffic flow efficiently over the scatternet.

Data communication between two Bluetooth devices participating in neigh-
boring piconets is achieved by the so-called bridge node, which participates in
both piconets forwarding data packets between the two devices. Since any Blue-
tooth node including the bridge node can make its presence in one piconet at
a time, it must switch between different piconets on a time division basis. This
inter-piconet switching may result in a loss of bandwidth if the bridge node
switches to a piconet where the peer node has no data to transmit or is not
participating in the piconet at all. Therefore it is important to carefully coordi-
nate the presence of the bridge node in the different piconets (i.e., inter-piconet
scheduling) such that the loss of bandwidth is minimized.

The polling schedules of two directly connected nodes in a Bluetooth scatter-
net are inter-dependent. That is, they have to coordinate their own schedulers
to ensure that the communication between them starts and ends at the same
instances. Therefore, the inter-piconet scheduling problem becomes a global
coordination problem that expands to the entire scatternet. As pointed out
in [5], constructing the optimal link schedule that maximizes total throughput
in a Bluetooth scatternet is an NP hard problem even if scheduling is performed
by a central entity. A scatternet-wide scheduling approach would in general not
only require a large amount of signaling overhead but also would react rather
slowly to varying network traffic conditions. On the other hand, a locally co-
ordinated scatternet scheduling approach does not require the scatternet-wide
coordination overhead and is able to adapt rapidly to varying traffic conditions.
A local scheduling approach may however result in a loss of bandwidth since it
cannot guarantee conflict-free inter-piconet scheduling.

Our inter-piconet scheduling scheme, LSRR, is based on the locally coor-
dinated scatternet scheduling approach. The presence points are assigned in
a round robin fashion among different piconets. Communication durations are
dynamically adjusted based on the information about the past link utilization.

The rest of this paper is organized as follows. In section 2 a brief overview of
the Bluetooth technology is presented. In section 3 we give an overview of related
works in Bluetooth scatternet scheduling. In section 4 our proposed scheme is
described and simulation results are given in section 5. Finally, in section 6, we
conclude our discussion.

2 Bluetooth Overview

Bluetooth technology uses frequency hopping scheme in the unlicensed 2.4 GHz
ISM (Industrial Scientific-Medical) band. The frequency spectrum is divided
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into 79 or 23 channels of 1 MHz bandwidth depending on the country where it is
operated. The hop frequency is up to 1600 hops per second. Its radio transmission
uses slotted protocol with TDD (Time Division Duplex) and the time length
of each slot is 0.625ms. Communication between Bluetooth devices is based on
a mater-slave scheme. That is, any Bluetooth device operates as a master or slave.
The master unit controls the communication. Each master unit can connect to
a maximum of 7 active slaves to form a piconet. All Bluetooth units belonging
to the same piconet share the same frequency hopping sequence determined
uniquely by the master and remain synchronized.

The Bluetooth specification defines two types of links between a master-slave
pair, i.e., a Synchronous Connection Oriented (SCO) link and an Asynchronous
Connectionless link (ACL). The former is typically used for voice transmission
and the latter for data. The transmission of a packet in the ACL link from the
master should begin in an even numbered slot. The receiving slave should send
a packet in response to the master in the immediately following odd numbered
slot. Thus, if the master has no data for the slave, it may send a poll packet to
receive data from the slave. If the slave does not have data to send, it may send
a null packet (a poll-null sequence).

The frequency hopping sequence of a piconet is uniquely determined from
the clock and the Bluetooth address of its master. Since a Bluetooth device with
a single transceiver can follow a single frequency hopping sequence at a time,
it can switch between different piconets by changing its frequency hopping se-
quence.

Bluetooth offers three power saving modes to allow its devices to minimize
their power consumption: i.e., sniff, hold and park mode. In the sniff mode two
devices can begin their communication only in specific slots (sniff slots) that
they have agreed on to reduce the duty cycle at which a slave needs listen to
the master. The time interval between two sniff slots is called a sniff period
and denoted by Tsniff . At each sniff slot the slave listens to the master for at
least Nsniff attempt slots. If the master does not send packets, the slave aborts
listening to the master in Nsniff timeout slots. A sniff event is the duration of an
actual communication session that may continue until the next sniff slot arrives
and may be extended dynamically until one of the devices decides to end the
communication. The sniff mode can be used to implement the timing mechanism
of inter-piconet switching by the bridge node. We describe this in more detail in
section 4.

3 Related Works

Currently, there exists only a handful of research works on inter-piconet schedul-
ing published in the literature. S. Baatz et. al. in [6] present and analyze an
adaptive scheme that determines the presence points and communication dura-
tions locally. Their scheme is based the credit scheme, which is inspired by leaky
bucket traffic shaping and the deficit round robin fair scheduling mechanism,
and tries to serve the links in a fair manner. In [7], P. Johansson et. al. propose
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an inter-piconet scheduling algorithm called the Maximum Distance Rendezvous
Point (MDRP). The main idea behind the MDRP algorithm is that “Rendezvous
Points,” i.e., a slot at which a master and the bridge unit have decided to meet,
should be placed as far from each other as possible. However MDRP only works
for the case that the bridge unit does not assume its role as a master unit. In [8]
Racz et. al. present a pseudo random coordinated scheduling algorithm, in which
every node randomly chooses a communication checkpoint. The checking periods
are adjusted by a fixed multiple based on the link utilization in order to adapt
to various traffic conditions, while the duration of communication events are not
changed. Although this scheme achieves some degree of coordination among the
schedules of individual units with little overhead, it may not scale up well since
conflicts are expected to occur more often as the number of nodes increases.
In [9] Tan et. al. presents a locally coordinated dynamic and distributed scat-
ternet scheduling algorithm (LCS). What separates LCS from others is that it
achieves a scatternet wide schedule by aligning meetings in a hierarchical fash-
ion. Nodes coordinate communication among neighboring nodes, while allocating
bandwidth based on current local traffic conditions. LCS however not only has
a limited applicability to a loop-free (i.e., tree topology) scatternet, but it also
suffers from amount of signaling overhead, which may become serious as the size
of the network becomes large.

4 Limited Sniff Round Robin (LSRR) Scheduling Scheme

LSRR is a locally coordinated scatternet scheduling approach where each bridge
node is scheduled independently. The presence points are assigned in a round
robin fashion among different piconets, and communication durations are dy-
namically adjusted based on the information about the past link utilization.
Coordinating scatternet scheduling locally removes the signaling overhead and
reacts rather quickly to changing traffic conditions. On the other hand, it has
the disadvantage of conflicts among the schedules of individual bridge nodes
in a scatternet. The scatternet wide coordination of piconets is not our main
concern in this paper. Instead we focus on the efficiency of the inter-piconet
scheduling scheme for a bridge node, especially when the sniff mode is used as
the inter-piconet switching mechanism.

The sniff mode is one of the recommended timing mechanisms for implement-
ing inter-piconet switching by the bridge node (cf. [1]). When the sniff mode is
used to implement the bridge node’s switching between different piconets, some
inefficient use of slots may occur, which impacts the throughput of the entire
scatternet. In what follows we first explain how the inter-piconet switching is
implemented using the sniff mode.

A sniff slot can be used as a presence point at which the bridge node starts to
communicate with one of its peering devices. In each sniff slot the corresponding
master must attempt to communicate with the bridge node. When the sniff mode
is used as the switching mechanism, some slots can be wasted (Fig. 1). When the
bridge node stops communicating with master A and switches to master B in the
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next sniff slot, A may continue to send packets to the bridge node without success
for Nsniff timeout before it finally decides to stop communicating with the bridge
node. As a result, A wastes Nsniff timeout slots that could have been used for
the communication with one of its slaves (case 1). If the bridge node ignores the
sniff slot and continues to communicate with A, B may try to communicate with
the bridge node in the next sniff slot. With no response from the bridge node, B
aborts immediately, but it has already wasted two slots (case 2) .

Since the master unit’s clock defines the piconet timings independently from
each other, the slot boundaries of different piconets may not be aligned. Thus,
the bridge node may have to wait until the next even slot begins after the piconet
switch. This waiting period may waste up to two slots (so-called guard time).
Since wasted slots result in reduced throughput of the scatternet, frequent inter-
piconet switching should be avoided. Conversely, long switching intervals may
cause forwarding delays at each hop in a connection across the scatternet.

One straightforward approach of the inter-piconet scheduling is to have the
bridge node switch between the links to all of its peer nodes (including both
the masters and slaves) with an equal amount of service time, i.e., the sniff
period Tsniff . The maximum length of a sniff events Tswitch (the duration for
which communication lasts) is calculated by Tswitch = Tsniff/Nlink, where Nlink

is the number of peer nodes. All peer nodes are served in a round robin fashion,
and Tswitch is fixed throughout the rounds. We call this scheme Sniff Round
Robin (SRR). Figure 2 and 3 show an example scatternet and the sniff activities
under SRR where Tsniff = 16 slots. Note that the bridge node can act as a master
only in one piconet.

With SRR, when the system load is low, some actual sniff events may last less
than Tswitch, and hence, some idle slots may occur. A shorter sniff period may
reduce the idle slots. But it causes frequent piconet switching, which results in
wasted slots as described above. A better approach would be to have the bridge
node switch to a new peer node immediately after the communication terminates
with the current peer node. However, it is impossible to determine a priori how
long the communication between the bridge node and each of its peer nodes
would last. In what follows we describe how LSRR reduces the number of idle
slots to achieve higher throughput.

A bridge node can operate as a master only in one piconet, but as a slave
in many other piconets. Most of the idle slots in inter-piconet switching can
be removed by excluding the slaves of the bridge node in its own piconet from
the scheduling rounds, but instead, polling them in the idle slots. When the
bridge node detects the end of a sniff event, it immediately switches its role
from a slave to the master and begins to poll its own slaves according to its
intra-piconet polling scheme until the next sniff slot arrives. In this scheme, the
bridge node gives a higher priority to its peering masters than to its slaves.
Hence it is possible that the bridge node’s own piconet never gets a chance to be
scheduled, if the entire Tswitch of each peering master is consumed. This leads to
the starvation of the links in the bridge node’s own piconet. The starvation can
be avoided by imposing an upper limit for Tswitch to guarantee the minimum
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Fig. 1. Wasted slots in piconet switch us-
ing the sniff mode

Fig. 2. A Bluetooth scatternet of three
piconets

amount of service time for the slaves of the bridge node. Hence, the bridge
node is allowed to communicate with each peering master only up to a time
limit Tlimit < Tswitch. The value of Tlimit is determined adaptively based on
the utilization of the slots in the previous sniff event. Based on the assumption
that the traffic load is almost evenly distributed among all links, the initial value
of Tlimit is set to Tlimit = Tsniff/Nlink, where Nlink is the number of the links
between the bridge node and its peer nodes. This value decreases by α slots
(α>0 is an integer constant) if the previous sniff event terminates by a poll-null
sequence, and increases by α slots if the previous sniff event terminates by the
limit. Note that when Tlimit = Tswitch, it is possible that the starvation of the
links occurs. Thus, the maximum value that Tlimit can take is set to Tswitch–
2Nlink. Figure 4 illustrates an example of LSRR applied to a scatternet of three
piconets in Fig. 2. LSRR’s algorithm is given in Fig. 5.

LSRR is an inter-piconet scheduling scheme that tries to minimize the num-
ber of idle slots. LSRR follows the notion of max-min fairness (cf. [10]) in that,
the unused slots of the bridge-master nodes are released to the bridge node’s
intra-piconet communication.

5 Simulation

In order to study the performance of the LSRR scheduling scheme, we modified
the ns2-based Blueware simulator [11] to include SRR and LSRR. The simulator
has a detailed model of the baseband. The physical layer has a simplified model
of radio channels with no errors due to interference. IP is run on top of Bluetooth
link layers and fixed routes are used.

We set up the scatternet topology as shown in Fig. 2. The scatternet consists
of three piconets inter-connected by a single bridge node B acting as a master in
one piconet and a slave in the other two piconets. Bridge node B is connected to
two master nodes M1 and M2, which have S1 and S2 as the other slaves, respec-
tively. B has two slaves S3 and S4. This topology was chosen to include three
types of traffic flows through the bridge node: (1) traffic flow between two pi-
conets, that are managed by two different master nodes (e.g., f1), (2) traffic flow
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Fig. 3. Sniff Round Robin scheme applied
to the scatternet in Fig. 2

Fig. 4. Limited Sniff Round Robin
scheme applied to the scatternet in Fig. 2

For each master-bridge unit, it maintains the following sniff parameter and procedure:
Tevent : number of comm. slots
Ninter : number of connected master and inter-slave
Tlimit min : minimum value of Tlimit (Tsniff / Nlink)
Tlimit max : maximum value of Tlimit (Tswitch – 2Nslave)

Algorithm 1 When bridge unit sends packet to master;
if (POLL − NULL sequence occurs) then:

if (Tlimit > Tlimit min) then decrease (Tlimit);
Switch to intra-piconet comm.;

else if (Tevent = Tlimit) then:
if (Tlimit < Tlimit max) then increase (Tlimit);

Switch to intra-piconet comm.;
else increase (Tevent);

Algorithm 2 When bridge unit received packet from inter-slave;
if (POLL−NULL sequence occurs) then switch to intra-piconet comm.;

Algorithm 3 When Ninter changes
Tswitch = Tsniff/Ninter;
Send LMP sniff req to each master and inter-slave;
while:

if (LMP sniff req received) then recalculate Tswitch;
Resend LMP sniff req to each master and inter-slave;

if (LMP accepted received from all master) then break;
Initiate sniff parameter;

Fig. 5. Pseudo-code of LSRR scheme

between the bridge node’s own piconet and another piconet (e.g., f2), and (3)
intra-piconet traffic flow within the bridge node’s own piconet (e.g., f3). Given
this network set up, we ran our simulation in three different traffic scenarios.

The first scenario involves all three types of flows carrying constant bit rate
(CBR) traffic. This scenario was set up to analyze how LSRR adapted to varying
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Fig. 6. System Throughput of 64 Kbps
H.263 with 10 Kbps CBR flows

Fig. 7. Average packet delay of 64 Kbps
H.263 with 10 Kbps CBR flows

Fig. 8. End-to-end per-packet delays of
three 64 Kbps H.263 video streaming flow

Fig. 9. TCP throughput with a 64 Kbps
H.263 flow and a 10 Kbps CBR flow

inter-piconet traffic load (i.e., f1). The traffic load was increased by the multiples
of H.263 video streams of the average bit rate of 64 Kbps. The trace files for
the video streams were taken from [12]. The CBR traffic used for f2 and f3

were artificially generated at 10 Kbps. The video stream data were delivered
in UDP datagrams of 335 bytes, which were segmented into one or more DHx
packets by L2CAP based on available slots. The value of Tsniff was 240 slots.
The simulation was run for 20 seconds.

The next scenario was set up to evaluate the effectiveness of LSRR in reducing
idle times in sniff periods. In this set up, a TCP traffic was given to flow f2.
A 64 Kbps H.263 video stream and a 10 Kbps UDP stream were used for f1

and f3, respectively. The maximum segment size of the TCP flow was 512 bytes.
TCP NewReno version was used for the TCP protocol. TCP throughput was
measured as Tsniff was varied in the range of 80 to 400 slots. The simulation
was run for 100 seconds.

In the last scenario, we analyzed how effectively LSRR adjusted its sched-
ule such that high priority was given to inter-piconet links than intra-piconet
links. This is an important characteristic in an application where, for instance,
the bridge node (the master) is a laptop computer and the slaves are Blue-
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Fig. 10. Scatternet with varying number
of intra-piconet links

Fig. 11. TCP throughput with 10 Kbps
CBR flows

tooth enabled peripheral devices such as a mouse. In order to compare how the
throughput of f1 changed under LSRR and SRR, we increased the number of
intra-piconet links from 1 to 7 by adding slave nodes (S3, ..., S9) (See Fig. 10). f1

and f3 (the flow between the bridge node and its slaves) were given a TCP traffic
and 10 Kbps CBR traffic, respectively.

In all three scenarios, LWRR (Limited and Weighted Round Robin) [13] with
the values of the limit 6 was used as the intra-piconet scheduling scheme. The
value of constant α was 10 slots.

Figure 6 shows the achieved throughput of the CBR traffic in the multiples
of H.263 flows. The rate of increase in the throughput of SRR decreased con-
siderably faster than that of LSRR as the number of CBR flows increased to
5 and 6. This implies that the sniff intervals for links (M1, B) and (B, M2)
were quickly exhausted as its maximum length was fixed. Note that since the
bridge node spent about one quarter of its time for each of its links, the max-
imum throughput achievable was about 180 Kbps. When there were five CBR
flows the throughput reached 158 Kbps which included the two 10 Kbps flows f2

and f3. On the other hand, the throughput of LSRR continued to increase, since
it extended the limit of sniff events for the same links, as the number of CBR
flows increases to 5 and 6. Figure 7 compares the average IP packet delays for the
two scheduling schemes. As expected, the average delay of SRR increased faster
than that of LSRR. This implies that in case of SRR, as the bandwidths allo-
cated to links (M1, B) and (B, M2) got almost filled up with the CBR flows, the
scheduling delay increased rapidly. Figure 8 shows the variations of end-to-end
packet delay of the H.263 streams when there are five CBR flows.

Figure 9 shows simulation results for the second scenario. The TCP through-
put of f2 under SRR and LSRR are plotted against the length of sniff periods.
When the length of sniff periods is 80, the difference is about 6.6 Kbps, while
it is about 77.9 Kbps when the length of sniff periods is 160. This implies that,
a lot of slots were left idle under SRR when the sniff period was long, while the
unused slots were allocated to the intra-piconet traffic under LSRR.
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Figure 11 shows how the TCP throughput changes as the number of slaves
connected to the bridge node increases. One can see that the throughput of SRR
decreases faster than LSRR. This is due to the priority scheme of LSRR that
allocates communication time to the inter-piconet links first. Only the idle time
is shared by the intra-piconet links, while they are given equal amount of time in
SRR. The throughput slightly decreases because the initial value Tlimit becomes
smaller as the number of slaves increase.

6 Conclusions

In this paper, we addressed the problem of wasted slots in using sniff mode to
switch the bridge unit between different piconets. As we described, having the
bridge unit sniff with its peering masters with time limits and communicate with
its slaves in the remaining slots can reduce the idle slots. We also described how
the sniff time limits are determined adaptively based on the amount of past
traffic in each piconet. We presented an efficient scatternet scheduling scheme
based on these observations. Simulation results show LSRR scheme outperforms
a straightforward scheme, i.e., SRR. We will further improve our scheme such
that QoS guarantee is provided and scatternet wide coordination is performed
as well.
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Abstract. We propose LTE and CBRD to reduce route discovery
overhead of reactive routing protocols for Mobile Ad hoc Networks
(MANETs). LTE proactively distributes topology information of the net-
work by using a lazy update policy. That topology information is used by
CBRD to optimize route discoveries. CBRD is a reactive route discov-
ery mechanism which employs topology information provided by LTE to
restrict route discovery floods to limited regions containing desired des-
tinations. Our simulation results have shown that LTE and CBRD effi-
ciently reduce route discovery overhead as well as route discovery delay.
Also, they improve routing performance of flooding dependent reactive
routing protocols like AODV in low- and moderate-traffic networks.

1 Introduction

In Mobile Ad hoc NETwork (MANET), where mobile nodes function as end
nodes as well as routers, routing packets to desired destinations is challenging
due to topology changes and limited resources such as bandwidth and nodes’
battery life. In such an environment, a routing protocol should maintain routing
state with a small number of control packets.

Proactive routing protocols such as DSDV [8] exchange routing updates pe-
riodically as well as instantly in response to topology changes. Since topology
of MANETs can change unpredictably, nodes need to exchange enough routing
information within a certain period of time; otherwise data packets will be mis-
routed. For example, as shown in [9], DSDV can provide acceptable performance
in low mobility networks, but it fails to converge when highly increased mobility
causes frequent changes in topology. Moreover, proactive routing protocols keep
generating many periodic control messages to calculate routes even when there
is almost no traffic load. These two disadvantages discourage proactive protocols
from being used when mobility is high and the traffic load of networks is low.
� This work was supported by grant No. R01-2003-000-10562-0 from Korea Science

and Engineering Foundation.
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Rather than establishing routes proactively, reactive routing protocols [3, 7,
10] set up routes only when nodes need routes to send data. This reduces routing
overheads since routes that are not required for sending data will not be set up.
Reactive routing protocols establish routes on-demand by using a route discovery
scheme in which route request packets (RREQs) are flooded to search desired
destinations. Unfortunately, that flood-based route discovery tends to be costly
and can severely degrade the performance of routing protocols.

In this paper, we propose Lazy Topology Exchange (LTE) and Condition
Bearing Route Discovery (CBRD) to reduce the overhead of the flood-based
route discovery in reactive routing protocols. The former, LTE, aims at setting
up an approximate topology of the network at each node by proactively and lazily
distributing topology information, and the latter, CBRD, is a route discovery
heuristic that employs topology information provided by the former to restrict
the route discovery floods to a small region around the shortest path to the
destination.

The outline of this paper is as follows: In section 2, related works are dis-
cussed; section 3 describes our proposed scheme; simulation results are presented
in section 4; and finally, we conclude the paper in section 5.

2 Related Work

Since route discoveries base on flooding, one approach for reducing cost of route
discoveries is reducing cost of flooding. Works [1, 5, 6], that has been done on
improving the effectiveness of the flooding operation in MANETs, can be directly
applied to route discovery of reactive routing protocols.

Restricting route discovery floods is also a promising approach to the reduc-
tion of cost of route discoveries. Following this approach, a source node floods
route request packets just within a limited region that contains its desired des-
tination. This results in a less number of flooded packets. In Query Localization
(QL) technique [4] and Location Aided Routing [11], a source node first esti-
mates a requesting zone containing the current location of its destination based
on some historical information and then floods route request packets in that
location only. All route request packets rebroadcasted outside the requesting
zone are suppressed. Although these techniques can effectively reduce overhead
of flooding in re-discovering a route that was recently used, they cannot avoid
overhead in the first, and most expensive, route discovery.

Different from LAR and QL, FRESH [12], a recent proposal in restricting
route discovery floods, can narrow the route discovery area even for the first
route discovery attempt. Restricting global floods in FRESH is based on mobility
diffusion as follows: Due to mobility, nodes may encounter each other, that
means they become one-hop neighbors. When encounters happen, nodes record
this kind of events in their encounter tables. If a source node s needs to find route
to a destination d, s looks for intermediate node k that has encountered d more
recently than s by flood-based expanding ring searches. Node k then looks for
another node that has encountered d more recently than itself. This procedure is
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repeated until d is found. Although FRESH can reduce flooding overhead even
for the first route discovery, routes formed by FRESH tend to run along nodes’
trajectories. Hence, routes can be sub-optimal. Also, if mobility is not sufficiently
high, reduction in route discovery cost may not be significant.

3 Proposed Scheme

Lazy Topology Exchange (LTE) and Condition Bearing Route Discovery
(CBRD) introduced in this paper follow the approach of restricting floods to
solve the problematic route discovery of reactive routing protocols. Different
from previous works, this scheme bases on distance information that is proac-
tively distributed among nodes by using LTE. The update policy that LTE uses
is periodic and lazy in order to set up an approximate distance-based repre-
sentation of the network topology at each node. CBRD then uses this topology
representation to narrow flood areas resulting cheaper route discoveries. The
total overhead for building approximate topology representation and for discov-
ering routes with CBRD, according to our simulation with 100 mobile nodes,
is about from 20% to 25% lower than the overhead of pure flood-based route
discovery.

Using CBRD, a source node who wishes to find a destination locally floods
a route request packet within μ hops to find any intermediate node that has bet-
ter distance information to the destination than itself. This node called anchor
node will find the next anchor node toward the destination. This procedure iter-
ates until the destination is found. Details of LTE and CBRD will be discussed
in the following subsections.

3.1 Lazy Topology Exchange (LTE)

Only bidirectional ad hoc networks are considered in our scheme. Two nodes in
the networks can communicate with each other if they are within their trans-
mission range RTr. Otherwise, none of them can receive packets from the other.

LTE, in fact, is a variation of DSDV [8] but with a lazy update policy and
a multi-path extension. Similar to DSDV, in LTE, distance information between
a source-destination pair is a combination of cost information, represented by
the number of hops between nodes, and the freshness of that cost information,
represented by a destination-generated sequence number. Each node j stores and
maintains distance information of multiple paths from node j to all other nodes
via different neighboring nodes of j in a distance table DTj. The structure of
the distance table DTj is as follows:

1. A set Nj of neighboring nodes of node j.
2. Corresponding to each tuple (d, k), where d is a destination node known by

node j, and k is a neighbor of j, the following information is maintained:
• The most recent update of the shortest distance (in hops) from node j

to node d via neighbor k, denoted as Dk
j (d)
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• The corresponding sequence number Sk
j (d) of Dk

j (d), originated from
node d and received by node j

By examining the above Dk
j (d) and Sk

j (d), for each destination node d, j
selects a neighbor k corresponding to the best distance to d, called distance entry
to d. The distance entry to node d in DTj , denoted by DEj(d) = (d, Sjd, Djd),
is that which has the latest sequence number Sjd and the fewest number of
hops Djd. For convenient explanation, DEj(d).Djd and DEj(d).Sjd are used to
refer to Djd and Sjd of DEj(d), respectively.

Topological information is exchanged among nodes in periodical update mes-
sages which contain one or more distance entries in nodes’ distance tables. Each
node j in the network keeps refreshing the distance entry to itself, DEj(j) =
(j, Sjj , Djj = 0), by monotonically increasing the sequence number Sjj and send-
ing DEj(j) in every update message to advertise the current position of j to j’s
neighbors. Other distance entries can also be sent in an update message together
with DEj(j) if they have been changed but have not been advertised. Update
messages are sent periodically after an update interval τ . An update message will
be fragmented into several smaller update messages if it does not fit in a single
Maximum Transmission Unit (MTU). The distance table is updated according
to the following rules:

• When node j receives a distance entry DEk(d) in an update message from
node k, node j updates Dk

j (d) and Sk
j (d) in its distance table if DEk(d)

is a ”better distance” to d via k than that being maintained at j, i.e.
DEk(d) contains a higher sequence number than Sk

j (d), or DEk(d) rep-
resents a equally fresh but fewer number of hops than Sk

j (d) and Dk
j (d).

• When node j discovers a new neighboring node k, j sends its distance table
to k.

• When node j detects that the link to neighbor k is broken, j removes Dk
j (d)

and Sk
j (d) from its distance table.

Any change in Dk
j (d) causes an immediate recalculation of DEj(d). If

a DEj(d) is changed, it will be marked for sending in the next update mes-
sage. Thus, the update policy of LTE is periodic without triggered updates.

The update operations of LTE described above may not help node route data
packets to destinations since global knowledge of network topology at each node
is not up-to-date when mobility causes link states between nodes to change.
However, that global knowledge is useful for reducing route discovery overhead
if CBRD is used to set up routes.

3.2 Condition Bearing Route Discovery

CBRD is proposed to utilize the information that is provided by LTE to optimize
the flood-based route discovery. Any route setup mechanism, such as the dynam-
ically modifying routing table in AODV [3] or source routing in DSR [7], can
be integrated with CBRD to establish routes. Like flood-based route discovery
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procedure, CBRD is a query-response mechanism, i.e., source node broadcasts
Route Request packets (RREQ) to search for its destination; intermediate nodes
that receive a route request packet will forward this packet further; and when
the destination is found, a route reply packet is sent back to the source node.
However, a RREQ in CBRD implicitly carries some conditions, and only inter-
mediate nodes that meet the conditions inside a received RREQ will forward
the packet further. Thus, the number of nodes that need to forward RREQs is
restricted.
CBRD works as follows:

• The route discovery process starts when a source node j broadcasts a route
request packet, RREQ, to find a destination d. The RREQ packet contains
the distance entry DEj(d). This RREQ is a broadcast message which is
limited within μ hops by some counter value such as the TTL field in the IP
packet header [2].

• When an intermediate node k receives an RREQ for a destination d, if the
distance entry at k for destination d, DEk(d), is ”better” than that contained
in the RREQ, node k drops the RREQ and initiates a new broadcast RREQ
within μ hops for destination d with its distance entry DEk(d) attached
into the RREQ. Otherwise, k rebroadcasts or drops the received RREQ
by examining the counter value or the TTL field of the RREQ packets.
The criterion for determining a ”better” distance entry DEj(d) is based
on DEj(d).Sjd and DEj(d).Djd. More specifically, DEk(d) is better than
DEj(d) if: (DEk(d).Skd > DEj(d).Sjd) OR ((DEk(d).Skd = DEj(d).Sjd)
and (DEk(d).Dkd < DEj(d).Djd))

The idea of CBRD is that when node j needs a route to a destination, j ”locally
floods” within μ-hop to find nodes, called anchor nodes, that ”know” the desti-
nation better than j. A found anchor node k then searches for the next anchor
node toward the destination. This search procedure, called anchor search, then
iterates until the desired destination is reached resulting in a successful route
discovery. If nodes choose sufficiently large values for μ, anchor searches will
succeed with high probability, and finally, the route discovery process will end
with a route set up to the destination. Since an anchor node is a node that has
better distance information to the destination than its previous anchor node1,
searching an anchor node can be considered as discovering the next node toward
the destination.

μ, which is called topological estimation radius, is a local parameter that
node j uses to estimate the position of the next anchor node. The parameter
μ used by node j should take the probability of success π of the anchor search
into consideration. In fact, π is a function of the topological estimation radius
μ, the update interval τ in LTE, and node density. On the one hand, if μ is not
sufficiently large to compensate the ”laziness” of LTE, which is parameterized
by τ , the success probability of route discovery will be low. On the other hand,
a too large value of μ leads to unnecessary route request messages injected into
1 The source node is considered as the first anchor node.
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the network. Thus, a suitable configuration of τ and μ is a significant factor for
an optimal performance of LTE and CBRD.

4 Simulation Studies

We have performed several simulations with ns2 (version 2.1b9) to analyze the
route discovery operation with LTE and CBRD. We also evaluated the effects
of LTE and CBRD on routing performance. Our simulation scenario is arranged
as follows: 100 nodes move around in a rectangular region of 1250m × 1250m.
Random way-point model [13] is used to simulate node mobility. In this mobility
model, a node randomly chooses a destination and moves to the destination
with a random speed chosen uniformly between 0 and maxspeed value. Once
a node reaches its destination, it stays there for a pre-defined pause time before
moving to a new random destination. Following simulations in previous works
[9, 14], we set maxspeed to 20 meters per second, and vary pause time to adjust
node mobility. The wireless transmission model is parameterized to be similar
to Lucent’s WaveLAN interface which has a nominal trans-mission range of 250
meters and a shared radio medium using IEEE 802.11 standard. Since current
hardware does not support link layer feedback, we decide to use Hello messages
for monitoring link connectivity in both AODV and AODV+&CBRD. The Hello
message interval in our simulations is set to one second.

4.1 Route Discovery Analysis

Our first set of simulations is a comparison of route discovery performance be-
tween AODV, a flooding dependent reactive routing protocol, and AODV with
LTE and CBRD, which is labeled as AODV+LTE&CBRD.

In order to figure out a suitable set of configuration τ and μ parameters for
LTE and CBRD, we vary the topological estimation radius μ while the update
interval τ of LTE is fixed to 5 seconds. Simulation experiments on route dis-
covery performance of AODV+LTE&CBRD with different values of topological
estimation radius μ are conducted with this scenario to figure out a suitable
value of topological estimation radius μ. Results shown in Fig. 1 and Fig. 2
help us conclude that μ = 2 is an optimal value in the scenario described above
since with μ = 2, LTE&CBRD provides the lowest number of routing packets
and a competitive packet delivery fraction. In this comparative simulation with
AODV, since we are interested in route discovery of compared protocols, traffic in
our simulated network is comprised of hundreds of short conversations occurring
in 200 seconds of simulation time. The traffic of conversations is Constant Bit
Rate (CBR) between randomly selected source-destination pairs. Each conversa-
tion sends a random number of 64-byte packets uniformly distributed between 5
and 10 packets with rate 10 packets per second. The number of conversations is
changed to adjust the condition of the traffic load in our simulations. Compar-
isons in routing overhead and packet delivery fraction under different pause time
values in Fig. 3 show that LTE&CBRD enhancement for AODV roughly reduces
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(a) Low mobility (pause time = 100s) (b) High mobility (pause time = 0s)

Fig. 1. Total number of route request packets and update packets

(a) Low mobility (pause time = 100s) (b) High mobility (pause time = 0s)

Fig. 2. Success rate of route discoveries

20% to 25% the number of routing packets while it does not hurt the packet de-
livery fraction. The reduction in routing overhead also indirectly improves route
discovery latency as shown in Fig. 4. Since conversations in this experiment
are very short, the dominant reason of packet delay is route setup delay. In all
observations, AODV+LTE&CBRD results in a smaller mean value of packet de-
lay, usually a half of that of AODV. Also, packet delay in AODV+LTE&CBRD
is rather stable. It implies that AODV+LTE&CBRD provides faster and more
stable route setups. To explain this simulation result, consider two source nodes
simultaneously starting route discovery in the network. In the case of AODV,
all nodes in the MANETs will receive RREQs from both the two source nodes.
In other words, the two route discovery areas completely overlap and cover the
whole network. In the case of AODV+LTE&CBRD, a limited overlapped region
exists between the two route discovery areas as the result of route discovery
localization. It mitigates mutual interference between concurrent route discov-
eries. Hence, the network becomes more stable, and route discovery latency is
improved.

4.2 Routing Performance

To evaluate effects of LTE and CBRD on routing performance, we run a set of
simulations with multiple long-lived traffic streams: the number of streams is 20;
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Fig. 3. Route discovery analysis

Fig. 4. Route discovery delay

traffic type is Constant Bit Rate (CBR) with 512-byte packet size; each stream
is between a randomly chosen pair of source and destination; simulation time
is set to 500 seconds; simulation area, node population and moving pattern are
the same as those in the route analysis experiment presented above. Connection
rates are varied to adjust the traffic load. Fig. 5 shows comparisons in packet
delay between AODV+LTE&CBRD and AODV. When the connection rate is
greater than 3 packets per second, equivalent to about 150 Kbps total offered
load, packet delay in both the two protocols dramatically increases implying that
network congestion happens. We also notice that AODV+LTE&CBRD produces
larger packet delay than AODV does. Since LTE and CBRD localize route dis-
covery area around the shortest path instead of carrying a global flooding like
AODV, if congestion happens to be in a route discovery area, it will prevent
route request messages from reaching the desired destination. Thus, the source,
in case of AODV+LTE&CBRD, has to re-discover a route while the source, in
case of AODV, is able to find a route around the congested area in the first
trial. This explains why AODV+LTE&CBRD suffers from higher delay when
the network is congested. However, comparison on packet delivery fraction in
Fig. 6 shows that, in terms of the packet delivery fraction, AODV+LTE&CBRD
is still similar to AODV under network congestion while AODV+LTE&CBRD
outperforms AODV when network is not congested. Thus, we can conclude that
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(a) pause time = 100s (b) pause time = 0s

Fig. 5. Routing analysis - End-to-end delay

pause time = 100s pause time = 0s

Fig. 6. Routing analysis - Packet delivery fraction

LTE and CBRD can improve routing performance in the low and moderate
traffic networks.

5 Conclusion and Future Works

We have presented LTE and CBRD for reactive routing protocols to restrict route
request floods. Our scheme is beneficial even to the first route discovery attempt.
Based on topology information that is formed by lazily exchanging updates be-
tween nodes, our scheme replaces a global flood by successive anchor searches to
narrow route request area. Our simulation has shown that with LTE and CBRD,
AODV can reduce overall routing overhead and mitigate the effects of the flood-
based route discovery. Tradeoffs for these advantages are periodic control packets
and degradation in reliability of route discovery. However, the proactive over-
head is low and spreads out over time instead of occurring in a short time like
flooding. Also unreliability in route discovery can be alleviated by an appropri-
ate configuration of parameters and a retry strategy. Our simulations show that
LTE and CBRD have positive effects on route discovery performance, and they
can improve reactive routing protocols on low- and moderate-loaded networks.
Our future direction will focus on an extended version of LTE and CBRD for
multicast routing, and it may result in some considerable results.
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Abstract. This paper provides a scheme to reduce the cost to distribute
multimedia content to a set of nearby mobile peers, which we call chums.
One peer, called the proxy, downloads multimedia content via a telecom-
munication link, and distributes it (which we call chumcast) to the ad
hoc network formed from the set of nearby peers. Each peer in the ad
hoc network takes turns serving as a proxy. Every peer is associated with
a server that resides in the Internet. The server for the proxy, called
the active server, manages peer information, schedules the next proxy,
selects a set of rebroadcasting peers, and detects partitioning of the ad
hoc network. With support from the servers in the Internet, peers receive
benefits of reduced telecommunication bandwidth, computation power,
as well as several security features. Simulation results show that 80% of
the telecommunication cost is saved with as few as six peers.

1 Introduction

In crowded areas such as airports, subway trains, stadiums, or bumper-to-
bumper traffic, people may download multimedia data from the Internet, such
as on-air TV shows, sports, and traffic information. Fig. 1(a) illustrates the case
when many mobile devices connect to the Internet via their wireless telecommu-
nication link to their ISPs, and then access their favorite services. Some popular
multimedia data may be downloaded at the same time by several different people
located within the same vicinity. Since it is expected that the cost to download
multimedia data is a function of the amount of data downloaded, the costs of the
telecommunication connections to access the Internet may be reduced by shar-
ing the Internet connections among users located in a near vicinity. We propose
in this paper a low-cost scheme for delivering multimedia data. Mobile devices
form an ad hoc network and one of the mobile devices, called the proxy, connects
to the Internet with a metered 3G connection in order to download data, and
broadcasts the data to the nearby devices with an unmetered ad hoc connection.
This may be possible if each mobile device has a 3G network interface for wireless
wide area network (WWAN) access, and a wireless local area network interface
(WLAN), such as 802.11 or Bluetooth, to form an ad hoc network with users in
the nearby region. Global wireless networks promise to provide 3G service for
voice and data with the transmission speed of up to 2.05Mbps [1], for a fee based
on the amount of data traffic. Wireless LANs such as 802.11 or Bluetooth [2]
allow the formation of ad hoc networks and to provide unmetered bandwidth.
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Fig. 1. (a) Mobile devices accessing the Internet through individual ISP connections.
(b) A single peer incurs telecommunication charges. The connection is shared by all
peers. (c) The proxy migrates to another peer

Our concept for sharing access to the wireless Internet for multimedia data is
called CHUM (Cooperating ad Hoc networking to sUpport Messaging). CHUM
has previously been described as a means to support instant messaging [3]. It
exploits ideas that are often described as peer-to-peer computing [4]. The contri-
bution in this paper describes the mechanism for providing the sharing scheme of
multimedia streaming among peers. The data delivery mechanism in the CHUM
network uses an inherent wireless broadcast scheme, but it is different from
known wireless broadcast or multicast schemes in that only the cooperating
members of the CHUM network will be allowed to receive the multimedia data.
Cooperating members take turns to serve as the proxy for the CHUM network,
which is necessary to make 3G network access cost effective.

To illustrate the operation of CHUM, Fig. 1(b) shows that the devices down-
loading the same content construct a CHUM network and one of them, say E,
becomes a proxy. As the proxy E receives data from its WWAN connection, it
broadcasts the data to its neighbor peers with its WLAN. Some of the partici-
pating peers, for example C, may rebroadcast the packets for other peers that
are out of transmission range of the proxy. Each peer has its associated chumcast
server that may be located somewhere on the Internet such as at an Internet
Service Provider (ISP), Content Provider (CP), or somewhere else. Each associ-
ated server collects neighbor information from its associated peer and reports it
to the active server, which is the chumcast server of the proxy. The active server
maintains membership information of a CHUM network and the global topology
of the logical CHUM network, which allows the active server to schedule the
next proxy and to compute the minimum rebroadcasting set of peers.

After a proxy serves for a given amount of time, the active server schedules
another peer to serve as a proxy. The active server delivers all membership and
topology information to the chumcast server whose associated peer is appointed
as the next proxy. The chumcast server becomes the new active server and
manages the CHUM network. Fig. 1(c) shows that peer B becomes the next
proxy. The active server finds peer D and F as the minimum rebroadcasting
set, and reports the result to the associated chumcast servers of peer D and
F. The associated servers direct their peers to rebroadcast when data packets
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are received from the proxy or from one of its neighbor peers. In Fig. 1, the
thick connection line indicates that the multimedia data packets are downloaded
from a CP. The thin line of the connection implies intermittent control packet
exchanges between chumcast servers and their associated peers. The dashed line
shows the packet exchanges over the ad hoc network.

This paper describes the functionality of CHUM networks and addresses
these challenges. Some assumptions are presented in section 2. CHUM network
formation is explained in section 3 and the network management is expressed
in section 4. Section 5 displays the simulation results of the cost savings with
CHUM networks and section 6 draws conclusion.

2 Assumptions

A CHUM network makes a few assumptions of the mobile devices and of the
networking services available to the devices. The following list provides a set of
assumptions that will be used for the remainder of this paper.

– The peers have networking interfaces that enable the formation of an ad
hoc network even if there is not a wide-area Internet connection available at
a given moment.

– The devices are equipped with an interface that enables a telecommunication
connection to an ISP.

– Participating devices within a group are expected to contribute to the group
by providing Internet connectivity, and serving as a proxy.

– Users may join and leave the group at any time.
– All mobile devices share the same wireless internal communication channel.

They have omni-directional antennas and the same transmission range.

3 CHUM Network Formation

The first step for a mobile device to participate in a CHUM network is to search
for an existing CHUM network nearby. If the device fails to find a wanted service
beacon from a CHUM network, it connects to a chumcast server via its ISP and
downloads its favorite content from the content provider (CP). The chumcast
server generates a group ID (GID) for the CHUM network, a network ID (NID)
to distinguish between several CHUM networks by the server, a unique peer
ID (PID) for the device, and the symmetric group key for secure data packet
exchange. The server delivers the group information, the NID, and the PID to its
associated device. The device stores the information and periodically transmits
a service beacon that contains a description of the CHUM network including
the URL of the CP, a summary of the downloading multimedia content, and the
beacon sender’s PID.

Suppose another mobile device looks for a service beacon and finds a CHUM
network that downloads interesting content from the Internet. The device con-
structs a JOIN packet and broadcasts it to nearby peers in the CHUM network.
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Fig. 2. JOIN, ACCEPT, and HELLO Packet Format

The format of the packet is shown in Fig. 2(a). Since the device does not have
a unique PID in the CHUM network, it uses a predefined default PID. In ad-
dition, the device generates a random number that distinguishes it from other
joining devices. Each peer in a CHUM network sends a service beacon peri-
odically. Any peer receiving the JOIN packet compares the PID of the beacon
sender in the packet with its own, and drops it if unmatched. If both PIDs are
identical, the peer replies with an ACCEPT packet displayed in Fig. 2(b). The
packet contains the transport information of the active chumcast server on the
Internet as well as the received random number from the JOIN packet. When
the device that transmitted the JOIN packet receives an ACCEPT packet with
the same random number, the device becomes a peer of the CHUM network.
After examining the packet, the device contacts its ISP in order to communicate
with a chumcast server on the Internet.

The device receiving the ACCEPT packet informs its associated chumcast
server about the NID and the transport information of the active server. The
associated server registers the presence of the new peer to the active server with
the NID. As a response, the active server provides the group information of
its CHUM network to the associated server including the GID of the network, a
symmetric group key for data packet decryption, and the PID of the joining peer,
which is unique within the CHUM network. The PID will be used as a network
address of the newly joined peer in the ad hoc CHUM network. The associated
server delivers the CHUM information including the GID, the symmetric key,
and the PID to its associated peer. The peer configures with the PID as a network
address in the wireless CHUM network, and stores the GID and the group key for
data packet decryption. Device mobility does not produce any overhead during
the CHUM network formation, because the initial proxy resumes broadcasting
downloaded content after the active server collects neighborhood information.
The peer movement during the formation does not matter, but it is important to
collect the location of peers right before the proxy resumes content transmission.

4 CHUM Network Management

4.1 Membership Management

When a peer joins a CHUM network, described in the previous section, the ac-
tive server updates the membership information of all peers in the network. The
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Fig. 3. (a) The sequence of processing neighbor information. (b) The sequence of
proxy role transition

peer information is used for scheduling the next proxy, selecting the minimum
rebroadcasting set of peers, and detecting a network partition. The membership
may change when a peer joins or leaves the CHUM network. The peer that leaves
may explicitly inform its associated chumcast server. Nevertheless, some peers
may disappear without any notice. The impolite disappearance may be detected
by its associated server from the periodic neighborhood information from its
peer. When the associated server detects the missing periodic information, it
promptly reports the fact to the active server so that it updates the member-
ship information and recomputes the rebroadcasting set as well as any network
partition. Moreover, the active server generates a new GID and group key, and
passes them to all associated servers, except the one whose associated peer that
has left the network. It is because the missing peer may become a freerider using
the group key. The associated servers deliver the new group information to their
peers. Upon receiving the information, each peer updates the GID and saves
the group key. The HELLO packet that follows includes a new GID in order to
exclude the left peer from the CHUM network.

In order for the active server to perform its tasks, it requires neighborhood in-
formation of peers in the CHUM network. The neighborhood information should
be collected from each peer in the network. In order to discover one-hop neigh-
bors, each peer constructs a HELLO packet shown in Fig. 2(c). The neighbors
of a peer are the peers from which HELLO packets are received. When a peer
receives this packet, it examines the GID in the packet. Only the peers with the
same GID will process HELLO packets as well as keep the neighborhood infor-
mation. Fig. 3(a) presents how the neighbor information is collected and used
in a CHUM network. Periodically, each participating peer in a CHUM network
broadcasts a HELLO packet with its PID and GID. After a given time, a peer
is able to discover its neighbors and to generate a list of its neighbor peers that
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sent HELLO packets. The peer, then, uploads the list to its associated server,
which delivers the list to the active server.

The active server may create a global topology of its CHUM network from
synthesizing the partial neighbor information from each peer. Whenever the ac-
tive server receives new neighborhood information, it updates the global topol-
ogy of the network. The global topology is essential to compute the minimum
rebroadcasting set of peers and the efficient partition detection of the CHUM
network. The active server maintains a boolean connectivity matrix in which an
element of (i, j) is set to true if ith peer is a neighbor of jth peer. The matrix
represents the global topology of the CHUM network with one-hop connectivity.

4.2 Selection of Rebroadcasting Peers

The main job of the proxy is to contact its favorite content provider on the
Internet, to download the multimedia data, and to broadcast them to all peers
in its CHUM network. While the proxy downloads the content, it encrypts the
content with the symmetric group key and broadcasts them to its neighbors. The
peers that are far from the proxy may not receive the content unless some peers in
the ad hoc network rebroadcast them. Much research have proposed distributed
algorithms for selecting the rebroadcasting neighbors while using local neighbor
information [5, 6, 7, 8]. The research proposes two-hop neighbor knowledge to
minimize the number of rebroadcasting peers. Because wireless broadcasting
may cause the duplication of packets and the contention of the wireless medium,
it is important to select carefully the set of minimum rebroadcasting peers in
a CHUM network.

The problem of selecting the minimum number of rebroadcasting set is very
similar to the MCDS (Minimum Connected Dominating Set) problem. The au-
thors in [5] mentioned that the minimum rebroadcasting set problem is harder
than the MCDS problem, which has been proved to be NP-complete. Several
wireless broadcasting algorithms [5, 6, 7, 8] have been proposed for the approxi-
mation of MCDS to compute the backbone wireless peers or the rebroadcasting
peers using local neighborhood information. The active server in a CHUM net-
work utilizes the global topology of the CHUM wireless network, and produces
the minimum set of rebroadcasting peers. The best known algorithm for the
MCDS problem is the Berman’s algorithm [9]. The algorithm generates a set
of connected nodes and then merges the set into one connected dominating set.
In a CHUM network, the partial neighborhood information from each associ-
ated server provides a hint to generate a mesh of connected peers. The active
server merges the connected peers into one connected dominating set of peers,
which includes the proxy in the wireless CHUM network. The active server no-
tifies the associated server of the peers in the set, which is shown in step (4) of
Fig. 3(a). Each responsible associated server directs its peer(s) to rebroadcast
packets when it receives data packets from its neighbor.
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4.3 Proxy Scheduling

One of the attractive advantages of the CHUM network is to save telecommu-
nication cost for downloading multimedia data from the Internet. This benefit
comes from the sharing of proxy role with other participating peers in the net-
work. Only one proxy pays for the telecommunication connection at the moment,
and other peers share the connection with no charge. It is desirable to evenly
share the total cost among all participating peers, but it is difficult to share the
cost evenly because of the dynamic membership change of peers. In spite of the
dynamicity, the proxy scheduling should be as fair as possible.

The active server performs the proxy scheduling because it maintains the
peer membership information. When the proxy serves a CHUM network for
a fixed amount of time and there is at least one peer in the network, the proxy
role will be moved to another peer. For the CHUM network in this paper, the
active server maintains a circular scheduling list of peer members and performs
a round robin scheduling. Other methods for fair sharing of the proxy role are
possible, but we do not discuss them here, but rather refer to [10]. When a new
peer is introduced, the peer will be placed right after the proxy in the circular
scheduling list. The reason is because a new member should serve soon as a proxy
to ensure that they appropriately participate before benefiting from the service
of other peers.

Fig. 3(b) displays the steps for the transition of a proxy role to another peer
and the action that follows. The current active server sends a notice packet to
the associated server of the next scheduled proxy when the current proxy has
finished serving a given amount of time. The packet contains the current peer
membership information and the global topology of the wireless CHUM network.
Upon receiving the information, the associated server notifies all other chumcast
servers by transmitting its transport information such as its IP and port number.
In addition, the would-be active server determines the new GID and group key
for the new proxy, and distributes the group information to all other chumcast
servers. The associated server passes the new group information and directs its
peer to be the next proxy. Then, the associated server itself plays a role of the
active server. The other chumcast servers inform their associated peers about
the transport information of the new active server as well as the new group
information. Any peer receiving the new IP and port number updates the active
server information and uses the new values for its periodic service beacon. The
NID will not be changed. The newly selected proxy includes a new GID in any
packet transmitted and encrypts all data packets with a new group key.

4.4 Network Partition Management

It is possible that a CHUM network is partitioned into two or more subnetworks
because some forwarding peers between the proxy and other peers move to an-
other place, and data packets from the proxy cannot be delivered to the peers in
the partitioned subnetwork(s). The isolated peers may encounter gaps in their



Chumcast in Two-Tier Networks 131

multimedia data unless they have enough buffered data before the reestablish-
ment of the connection with the proxy. It is not always expected that some peers
may fill the broken connection and become a bridge between the partitioned net-
work and the proxy. Rather, it is reasonable for the active server to elect a new
proxy among peers in the partitioned network and to resume service within the
partitioned network.

The active server has responsibility to detect a partition in a CHUM network
because it maintains the global topology of a CHUM network. The server may
easily detect a network partition by applying a transitive closure operation on
the peer connectivity boolean matrix maintained by the active server. If the
proxy may reach all peers in the resultant transitive closure connectivity matrix,
there is no partition in the network. If, however, there are some peers that
the proxy cannot access, the wireless CHUM network is partitioned. The active
server selects the peer(s) in the partitioned network and notifies their associated
servers about the isolation from the proxy. In addition, the active server assigns
one peer as a proxy in the partitioned network. The associated server of the
selected proxy generates new NID, GID and group key, and distributes them
to other associated servers whose peers are in the partitioned network. The
active server of the original CHUM network deletes the peer information of the
partitioned network from both the membership information and the neighbor
connectivity information. The partitioned network may resume its operation as
the group information is shared by all peers, and the newly elected proxy may
start downloading the same content from the Internet.

5 Cost Savings in a CHUM Network

This section shows the amount of cost saving as the network size (the number
of peers in the network) increases, and the relationship between the number of
peers and the amount of cost saving. The simulation of the CHUM network
involves up to 20 peers that download multimedia data from the Internet for 30
minutes. According to [11], each frame size ranges from 1K byte to 30K byte
depending on the video contents and their variations. Because CHUM network
traffic is targeted to much smaller LCD screens such as PDAs and mobile phones,
the simulation generates frames sized from 512 byte to 4K byte. The playback
rate varies from 2 frames per second to 16 frames per second. Each peer serves
as a proxy for 30 seconds and the scheduled next proxy takes the role. When
a peer joins the network, it is assigned as a next scheduled proxy. The round
robin scheduling is used throughout the simulation. The simulation runs with the
neighborhood timeout (TN) value of 10 seconds. That is, for every 10 seconds,
each peer uploads the neighbor information to its associated chumcast server. All
participating peers are honest and their data timers will not fire. This simulation
adopts 512 byte per 0.1 cent, which is the rate of the CDMA2000 1xEV-DO 3G
service for streaming data in Korea. Both the uploaded neighbor information
and the downloaded group information are packed in the packet size of 512
byte. Fig. 4(a) shows the telecommunication cost for 30 minute streaming data
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Fig. 4. (a) Cost of Each Peer Playing 30 min Streaming Data (b) Cost Savings of
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Number of Peers

downloaded from a live TV content provider with varying number of peers in
a CHUM network. As the playback rate R increases, the quality of the video
may increase. However, a single user alone may not afford to enjoy the streaming
data because of the high telecommunication cost paid. As the number of peers
increases in a CHUM network, the cost paid by each peer drops dramatically.

Fig. 4(b) displays the percentage of cost savings when 20 peers participate
in a CHUM network. One peer forms a CHUM network at zero second and the
subsequent peer joins after the interval from the previous join event, which is
exponentially distributed with an average of 20 seconds. After 25 minutes, peers
start leaving at a time exponentially distributed with an average of 15 seconds
from the previous leave. Fig. 4(b) illustrates the special case of cost saving with
20 peers. The 20th peer joins at the 344 second and the 19th peer leaves at the
1785 seconds. At least one peer stays throughout the simulation. With 20 peers,
the cost saving varies from 90% to 93% when R =2 and from 89% to 96% when
R = 16.

Fig. 4(c) averages the percentage of the cost saving with a different number of
cooperating peers from 2 to 20. With the network size of 2, the cost saving is not
50% because of the management packet transmissions between peers and their
associated chumcast servers. As the number of peers increase, the percentage
of the cost saving increases as well. The percentage reaches 80% with 6 peers
when R = 16, 8, and 4, and with 7 peers when R = 2. With 20 peers, the cost
savings reach at 94% regardless of the playback rate R. It is expected that the
telecommunication cost for data traffic will reduce as the technology advances
and the market expands. Moreover, the small size of the CHUM network may
provide additional benefits to the wireless multimedia users as well as provides
catalysts to the related industries.

6 Conclusion

This paper proposes an approach for mobile peers to reduce the telecommunica-
tion cost by sharing the connection from one of the peers, called the proxy. All
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peers take turns to become a proxy, which downloads multimedia data from the
Internet and chumcasts the data to its peers. Each peer in a wireless ad hoc net-
work is associated with a chumcast server located in wired network. The active
server manages peer information, selects rebroadcasting peers, schedules the next
proxy, and detects network partitioning. By uploading all neighborhood infor-
mation periodically to associated servers and then to the active server, all peers
are free from performing those tasks. The reduction of the tasks by the peers
saves wireless bandwidth. By cooperating with wired and wireless networks, the
CHUM network operates in a more secure environment than if it operates only
in a pure ad hoc network. In addition, the peers save a large amount of the
telecommunication cost even if a small CHUM network is formed.
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Abstract. One of the major issues that affect the performance of mobile
ad hoc networks (MANET) is routing. Recently, position-based rout-
ing for MANET is found to be a very promising routing strategy for
inter-vehicular communication systems (IVCS). However, position-based
routing for IVCS in a built-up city environment faces greater challenges
because of potentially more uneven distribution of vehicular nodes, con-
strained mobility, and difficult signal reception due to radio obstacles
such as high-rise buildings. This paper proposes a new position-based
routing scheme called Anchor-based Street and Traffic Aware Routing
(A-STAR), designed specifically for IVCS in a city environment. Unique
to A-STAR is the usage of information on city bus routes to identify an
anchor path with high connectivity for packet delivery. Along with a new
recovery strategy for packets routed to a local maximum, the proposed
protocol shows significant performance improvement in a comparative
simulation study with other similar routing approaches.

1 Introduction

MANET is an autonomous system composed of mobile nodes communicating
through wireless links in an environment without any fixed infrastructure sup-
port. Nodes in this network are self-organizing and rely on each other to relay
messages to their correct destinations. As nodes are free to move randomly,
the network topology may change rapidly and unpredictably. Thus, the rout-
ing protocol must be able to adapt and maintain routes in the face of changing
network connectivity. Such networks are very useful in military and other tac-
tical applications such as emergency rescue or exploration missions where an
established (e.g. cellular) infrastructure is unavailable or unusable. Commercial
applications are also likely where there is a need for ubiquitous communication
services. Particularly in recent years, there is a growing commercial interest on
the research and deployment of MANET technology for vehicular communica-
tions, e.g. FleetNet [1], VICS [2], CarNet 3 [3], etc. Existing MANET routing
protocols work well in scenarios where nodes are uniformly distributed and mov-
ing freely in open space. However, these protocols do not work as well for IVCS
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in a city environment because of some additional inherent challenges. Generally,
vehicular nodes are more unevenly distributed due to the fact that vehicles tend
to concentrate more on some roads than others. Their constrained mobility by
road patterns, along with more difficult signal reception in the presence of ra-
dio obstacles such as high-rise buildings, have contributed to greater fragility in
the ”connectedness” of the IVCS network, and the frequent formation of topol-
ogy ”holes”, which could not be dealt with effectively by existing position-based
routing protocols.

Recently, a project called BUSNet [4] was initiated to study the performance
of MANET routing algorithms in the IVCS, based on a Metropolitan Grid model
(M-Grid) [4][5]. It proposes using the regular network of buses to form a stable
communication backbone for an otherwise fragile IVCS network. In [5], the per-
formance of existing MANET routing protocols is found to be much lower in the
M-Grid model than in the random waypoint model. This is because inter-node
connectivity is much harder to establish with constrained mobility and obstacles
in the M-Grid model.

For a large, metropolitan-scale IVCS network, the scalability of the routing
protocol is very important. Position-based routing is known to be very scal-
able with respect to the size of the network. Thus, it is a good candidate for
metropolitan-scale IVCS. However, applying position-based routing to IVCS may
not be without any problems. An example is Greedy Perimeter Stateless Routing
(GPSR) [6], one of the most well known position-based protocols in literature. It
works best in a free open space scenario with evenly distributed nodes. But when
applied to city scenarios [7][8], GPSR is found to suffer from several deficiencies,
the details of which we will discuss in the next section.

This paper proposes a new position-based routing scheme called Anchor-
based Street and Traffic Aware Routing (A-STAR), designed specifically for
IVCS in a city environment. Unique to A-STAR is the usage of information
on city bus routes to identify an anchor path with high connectivity for packet
delivery. Along with a new recovery strategy for packets routed to a local maxi-
mum, the proposed protocol shows significant performance improvement in the
M-Grid model. A-STAR is therefore proposed as a potential routing strategy for
metropolis vehicular communications.

The remainder of the paper is organized as follows. Section 2 discusses
with example the challenges faced by position-based routing in IVCS. Section 3
presents some works in literature related to this area. Section 4 describes the
proposed A-STAR protocol. The mobility model and simulation setting are ex-
plained in Section 5. Performance results are presented in Section 6. Finally, the
paper is concluded in Section 7.

2 Challenges of Position-Based Routing in IVCS

The challenges of position-based routing in a city environment have been dis-
cussed thoroughly in [7][8]. An example is given here to illustrate some main
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Fig. 1. Challenges of Position-Based Routing in IVCS

problems if typical GPSR is deployed directly to IVCS. Figure 1 shows a partial
city environment.

Suppose node s wants to send a packet to node d. Greedy forwarding will
fail in this case as there is no neighbor of s, which is nearer to d than s itself.
Following the strategy in GPSR, the packet enters into perimeter-mode, using
the right hand rule to travel through each node on the dotted route, including
nodes a, b and c. At b, it is found that c is nearer to d than a, at which the
packet enters into perimeter-mode. Thus, the packet switches back to greedy
mode at b, and then reaches its destination d through c. It can be seen that this
route is very long in terms of hop count. In fact, s can reach a, and a can reach
b, both in one hop. This shows that the perimeter-mode which packet employs
to recover from local maximum is very inefficient and time-consuming.

Another observation is that the packet can actually travel from s to d via
a route that passes through e and f (shown as solid line), which is much shorter.
However, this route is not exploited because the perimeter-mode of GPSR based
on right hand rule is biased to a specific direction when selecting for the next
hop.

It should be noted that in a city environment, the constrained mobility
and frequently encountered obstacles can effectively force GPSR to run into
perimeter-mode frequently. As a result, the performance of GPSR could deteri-
orate dramatically, and therefore may not be suitable for IVCS.

3 Related Work

3.1 Anchor-Based Routing

Anchor-based routing is analogous to the source routing of DSR [10]. In anchor-
based routing, the source node includes into each packet a route vector composed
of a list of anchors or fixed geographic points, through which packets must pass.
Between anchors, the greedy position-based routing is employed. Both Termin-
ode Remote Routing (TRR) [9] and Geographic Source Routing (GSR) [7][8] are
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examples of algorithms that employ anchor-based routing to forward packets to
remote destinations.

3.2 Spatial Aware Routing

In spatial aware routing, spatial information such as streets map of a city or
a description of how several towns are connected by highways, is utilized to
assist in making routing decisions. The spatial information reflects the underlying
node distribution and topology of the network. Spatial aware routing is usually
used in conjunction with anchor-based routing, such as in TRR and GSR where
anchored paths are computed using the spatial information.

4 Anchor-Based Street and Traffic Aware Routing
(A-STAR)

Considering the challenges faced in a city environment, a new position-based
routing scheme called A-STAR is proposed. Similar to GSR, A-STAR adopts the
anchor-based routing approach with street awareness. The term “treet aware-
ness” is preferred over “spatial awareness” to describe more precisely the use
of street map information in our routing scheme for anchor path computation.
That is, using the street map to compute the sequence of junctions (anchors)
through which a packet must pass to reach its destination. But unlike GSR, A-
STAR computes the anchor paths with traffic awareness. “Traffic” herein refers
to vehicular traffic, including cars, buses, and other roadway vehicles.

It is observed that in a metropolitan area, some streets are wider and accom-
modate more vehicular traffic than others. These are the major streets, served
by a regular fleet of city buses. Connectivity on such streets can be higher due to
higher density of vehicular nodes and more stable due to regular presence of city
buses. With this observation, weight can be assigned to each street based on the
number of bus lines by which it is served, i.e. the more bus lines by which a street
is served, the less weight it is assigned, and vice-versa. The street map in use
by the vehicle is assumed to be loaded with bus route information. An anchor
path can thus be computed using Dijkstra’s least-weight path algorithm. For
such a map with pre-configured information, it is called a statistically rated
map.

While bus route information can provide a reasonable estimate of the ex-
pected vehicular traffic on each street, the traffic conditions in a city area can be
quite dynamic at times. A better weight assignment scheme is therefore one that
dynamically monitors and assigns weight to a street based on its latest traffic
condition, which can provide higher quality of anchor computation. It could be
envisaged that future IVCS would be able to monitor the city traffic condition
and distribute such information to every vehicle connected to the IVCS network.
This information could then be used to re-compute the weight of each street on
the map, e.g. more vehicles, less weight assigned, and vice-versa. Such a map
with re-configurable information is called a dynamically rated map.
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4.1 Local Recovery

It has been shown that local recovery algorithm of GPSR using perimeter-mode
is quite inefficient in a city area. Other recovery algorithms that rely on “right
hand rule” such as face-1 or face-2 [11] also face a similar problem. GSR adopts
a “switch back to greedy” approach for local recovery: when a packet reaches
a local maximum along its anchor path, it switches back to greedy mode. This
is not efficient at all as it has been shown that greedy forwarding does perform
well in a city environment.

Thus, a more efficient recovery strategy is proposed for A-STAR: a new an-
chor path is computed from the local maximum to which the packet is routed.
The packet is salvaged by traversing the new anchor path. To prevent other pack-
ets from traversing through the same void area, the street at which local max-
imum occurred is marked as “out of service” temporarily, and this information
is distributed to the network, or simply carried with the recovered packet. The
“out of service” streets are not used for anchor computation or re-computation
during the “out of service” duration and they resume “operational” after the
time out duration.

5 Mobility Model and Simulation Setting

5.1 M-Grid Mobility Model

Mobility model describes the movement of nodes in a certain environment. In
this paper, the M-Grid mobility model [4][5] is used to describe the movement of
vehicular nodes in a city area. M-Grid is a variant of the Manhattan model [12],
which models the vehicular movement in a typical metropolis where streets are
set out on a grid pattern. Key features which distinguish the M-Grid from Man-
hattan model, include:

– Node Heterogeneity: Buses and cars are two types of vehicular nodes modeled
in our M-Grid. Buses, which only travel along the bus routes, show higher
regularity and lower mobility than cars. For the M-Grid in Figure 2, the bus
routes are represented by bold lines in gray. It shows three loop lines (or
service numbers), plying the streets in various parts of the city. Each line is
bi-directional with buses running clockwise and anti-clockwise.

– Preferential Movements: It is observed that in real life, some streets would
attract more vehicles than others. More often than not, these are the main
streets, which are bustling with people and therefore served by buses. In M-
Grid, when a car reaches a junction, it would choose to move into another
street with some preference. Given the observation above, the car at the
junction shall give greater preference to a street which is on a bus route
than one which is not.

– Radio Obstacles : The blocking of signal transmissions by objects such as
high-rise buildings in the city has been modeled in M-Grid. As Figure 3
shows, the gray areas represent obstacles, which are non-penetrable by the
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signals. Thus, for a node pair to communicate directly, they must have
a “line-of-sight” to each other, in addition to being in range of one another.

5.2 Simulation Setting

Performance of A-STAR and other related protocols are evaluated using the ns-
2 [13] simulator. Four protocols are implemented, namely: i) GPSR, ii) GSR, iii)
A-STAR-SR, and iv) A-STAR-DR. Protocol iii and iv refer to the proposed A-
STAR with statistically rated and dynamically rated maps respectively. Presence
of a location service is assumed to supply position data to each protocol under
study. Table 1 summarizes the parametric settings used in our simulation.

Note that the number of vehicles (nodes) is varied to reflect different vehicle
densities under which the performance of each protocol is evaluated. However,
throughout the evaluation, the number of buses is a constant, with only the
car density varying. For the M-Grid shown in Figure 2, the three bus lines
have a total of 37 buses running in the city: two with 12 buses, one with 13
buses. Inter-bus distance is approximately 1 kilometer for each line in the same
direction. Moreover, cars at the junction would move into a street which is on
a bus route with a probability three times that of which is not. Speed limit of
buses and cars are 50 and 70 km/h respectively.

Fig. 2. M-Grid with bus routes

 

40m 

 400m 

Fig. 3. M-Grid with obstacles
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Table 1. Simulation Setting

Parameter Setting

Mobility model M-Grid

Traffic model 20 CBR connections

Data packet size 64 bytes

Transmission range 350 meters

Map size 2800x2400m2 (7x6 grid)

Node number 200 to 500, in steps of 50

Simulation time 500 seconds

Fig. 4. Performance without local recovery

Performance result for each simulated vehicle density (node number) is the
average of five simulation runs. The key metrics of interest are:

– Packet delivery ratio: the ratio of packets delivered to the destinations to
those generated by the sources.

– End-to-end delay: the average time it takes for a packet to traverse the
network from its source to destination.

6 Simulation Results and Analysis

Recall that A-STAR differs from GSR and GPSR in two main aspects. Firstly, A-
STAR incorporates traffic awareness by using statistically rated and dynamically
rated maps. Secondly, A-STAR employs a new local recovery strategy that is
more suitable for a city environment than the greedy approach of GSR, or the
perimeter-mode of GPSR.

To investigate impacts of each aspect on the routing performance, proto-
cols are evaluated initially without local recovery, and later with local recovery.
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Fig. 5. Performance with local recovery

Without local recovery, a packet is simply dropped when it encounters a local
maximum. Figures 4 and 5 show the protocols performance without and with
local recovery, respectively.

In Figure 4(a), it is observed that more packets are delivered as node num-
ber increases. This is expected since more nodes increases the probability of
connectivity, which in turn reduces the number of packets dropped due to lo-
cal maximum. It is also observed that GSR did not show a better performance
than GPSR, possibly because the grid layout of streets did not pose as much
problem to GPSR as did one with fork junctions in [8]. With traffic awareness,
A-STAR shows the best performance because it can select paths with higher
connectivity for packet delivery. As much as 40% more packets are delivered by
A-STAR, compared to GSR. Between A-STAR-SR and A-STAR-DR, the latter
performs better by using more precise vehicular traffic information. Figure 4(b)
shows the result of end-to-end delay. Generally, no significant difference is ob-
served between the protocols. A-STAR, however, shows slightly higher delay
that may be attributed to possibly longer, but higher connectivity paths used
for packet delivery. With local recovery, packets that encounter local maximum
can be rerouted and delivered instead of being dropped. Thus, more packets
are delivered by each protocol as shown in Figure 5(a). The increase in pack-
ets delivered is more significant at lower node number where local maximum
is encountered more frequently. For example, with local recovery, A-STAR-DR
delivers 20% more packets at 250 nodes, while only 6% more at 400 nodes. It is
also observed that local recovery allows A-STAR-SR to narrow its performance
gap with A-STAR-DR. GSR and GPSR show improvement in packet delivery
of not more than 15% with local recovery, which suggests that their recovery
strategies may not be very effective in a city environment.

Figure 5(b) shows the corresponding result for end-to-end delay. A key ob-
servation is that GPSR with local recovery incurs significantly higher end-to-end
delay. This is because of frequent attempts by GPSR to salvage packets from
local maximum via perimeter-mode, which is generally inefficient and causes con-
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Fig. 6. Route length distribution (for 200 nodes)

gestion especially at lower node number. Delay of A-STAR is lower than GPSR,
but seemingly higher than GSR, once again at lower node number. A close anal-
ysis of its route length distribution in Figure 6 suggests that the higher delay is
likely an artifact due to successful delivery of more long-distance packets that are
otherwise dropped without local recovery. These packets inevitably have longer
traversal time and thus contribute to a higher average end-to-end delay.

7 Conclusion

In this paper, a new position-based routing protocol A-STAR is proposed for
metropolis vehicular communications. A-STAR features the novel use of city
bus route information to identify anchor paths of higher connectivity so that
more packets can be delivered to their destinations successfully. In our com-
parative simulation study with other position-based routing schemes, A-STAR
demonstrates excellent improvement in packet delivery while maintaining rea-
sonable end-to-end delay. As future work, the traffic awareness in A-STAR shall
be extended to include data traffic to provide vehicular nodes with higher per-
formance paths in terms of connectivity as well as delay. Another area that shall
be looked into is how information on bus schedules, in addition to bus routes,
can be utilized to further optimize the performance of our protocol.
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Abstract. Mobile ad hoc network (MANET) is a multihop wireless net-
work formed by a collection of mobile nodes communicating through ra-
dio links characterized by the absence of any preexisting infrastructure.
Many of the proposed routing algorithms for MANET assume that the
given network is an undirected graph. For these routing algorithms to
work in the presence of unidirectional links, some modifications were pro-
posed. These modifications eliminate unidirectional links from the route
computation procedure. As a result, the performance of many popular
routing protocols degrades drastically in the presence of many unidirec-
tional links. In our paper we propose a theoretical framework of a novel
routing protocol called ORPUL (On demand Routing Protocol with Uni-
directional Link support) for mobile ad hoc networks together with the
changes needed to be accommodated in the IEEE 802.11 MAC layer
protocol.

1 Introduction

Mobile adhoc network consists of a dynamic set of nodes with a network set up
by them with no preexisting infrastructure. Majority of the routing protocols
proposed for MANET like AODV,TORA,DSDV etc, function with the assump-
tion that all nodes in a given network have the same transmission range or all
the wireless links are symmetric or bidirectional . However these assumptions in
some cases prove to be wrong. The occurrence of unidirectional links in MANET
is attributed to different transmission ranges of the heterogeneous nodes, or dis-
crepancies in the transceiver capabilities or transient channel interference, or due
to the power control algorithms. The power control algorithms running at differ-
ent nodes are aimed at efficient power usage, thus making these nodes function
at various transmission ranges at different instances of time.
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2 Previous Work

Several papers have been published answering the problems concerned with
unidirectional links [4,5,6,7]. These papers view the unidirectional links as an
anomaly and tend to eliminate them from the route computation procedure. For
instance, many researchers have stated that the overhead of maintaining unidi-
rectional links in a route computation procedure tend to outweigh the benefits
derived by using the unidirectional links [2,8]. A patch work has been proposed
for AODV protocol, to deal with unidirectional links [2]. However, this approach
is equivalent to the blacklisting scheme in terms of avoidance of unidirectional
links in the route computation [1]. These fault tolerant routing scales well only
in those networks where the number of unidirectional links is insignificant.

When the number of unidirectional links are large, and the network still
remains a connected graph, the routing protocols that don’t utilize unidirectional
links, perceive the network as an unconnected graph. As a result, all the path or
a series of links, which connect the nodes remain unnoticed by these protocols
which do not utilize the unidirectional links .The scalability and performance of
many routing protocols for MANET decreases drastically with the increase in
the number of unidirectional links, for the simple reason that these protocols do
not consider the unidirectional links in the route computation procedure.

A clever approach is adopted in [6] through the use of a global positioning
system for identifying the position of the nodes and exchanging these node po-
sitions in terms of the (x, y) coordinates with the adjacent nodes. Then, the
Euclidean distance between the nodes is calculated and the transmission range
of a node is varied in such a manner, that the transmission range is greater than
or equal to Euclidean distance between these two nodes .

The route computation procedure in RODA protocol is characterized by the
probing of independent forward and reverse paths between the source and the
destination [5]. This protocol requires the information of the nodes visited to
compute the forward and reverse paths. The paper also modifies the existing
IEEE 802.11 MAC protocol to support unidirectional links. RODA requires two
broadcasts to compute the forward and reverse paths. This is not required in
the case when the shortest path from the source to destination is a bidirectional
path. The bidirectional path can be used as both forward and reverse paths.
Also, the additional overhead of storing the information about all the nodes
visited can prove costly, especially in large networks.

3 Proposed ORPUL Routing Scheme

ORPUL (On demand Routing Protocol with Unidirectional Link support) is
a source-initiated on-demand approach. It has 2 phases: route discovery and
route maintenance. Whenever a source node wants to send packets to the desti-
nation it computes the route to the destination in an on-demand manner. The
route may be broken due to link failure caused by node movements. This calls
for route reconstruction.
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3.1 Route Discovery Phase

Each node in the network maintains a routing table which contains { destination
node, next hop } entries. It stores only one entry per destination. The routing
table is updated periodically to cope up with the network dynamics. Unlike
many of the existing protocols, this protocol makes use of unidirectional links to
route packets. Here we construct forward and reverse paths only when there are
one or more unidirectional links in the shortest path from source to destination.
Otherwise if the shortest path has only bi-directional links, the protocol behaves
similar to the AODV protocol. In this section we describe how the route discovery
process takes place.

HELLO Messages. Every node periodically broadcasts HELLO messages [1]
to its neighbours. The HELLO message contains the list of all nodes from which
the node can hear. A unidirectional link is detected by a node when it receives an
HELLO message from another node and does not find its id listed in it.It should
be noted that only a downlink node can detect the presence of an unidirectional
link shared with its corresponding uplink node.The uplink node would be notified
of an unidirectional link on an on-demand basis during route discovery phase,
by the broadcast of REV PATH PROBE packet which contains the ids of nodes
which share an unidirectional link.

Route Discovery Procedure. Whenever a source has data to send, it floods
the ROUTE PROBE packet. This packet will include the information about the
nodes that share an unidirectional link. A node processes only the first copy
of a ROUTE PROBE packet and rejects the subsequent copies. Whenever any
node receives a ROUTE PROBE packet it checks whether it received the packet
on an unidirectional link. If yes then the node sets the UNI PATH flag incase it
is not set. It also appends its node id along with the node id of the node from
which it received the packet. If a node that knows a path to the destination
node receives a ROUTE PROBE packet with the UNI PATH flag set, it sets
the REM PATH KNOWN flag (which means that the packet is going to be sent
through a predetermined path to the destination) and appends its own node id
to the ROUTE PROBE packet and unicasts it to the destination through the
path that it knows(no more node ids will be added in the forward path).

Unidirectional Link Notification to the Uplink Node. If the destina-
tion node receives a ROUTE PROBE packet with the UNI PATH flag set, it
broadcasts the REV PATH PROBE packet containing information about all
the nodes that share an unidirectional link in the forward path (from source
to destination). In case the destination receives the ROUTE PROBE packet
with UNI PATH flag not set, it sends the BI REPLY packet to notify the sender
and intermediate nodes about the bi-directional path (similar to AODV protocol
functioning).
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Table 1. Packets and Functions

Packet Type Function

ROUTE PROBE This is used in route discovery process.This
packet will include the information of nodes
that form a unidirectional link.

BI REPLY This is used to notify the sender and
intermediate nodes about the bi-directional
path by the destination.

REV PATH PROBE The destination, when the UNI PATH flag is
set, floods this packet.It is used to compute
an efficient reverse path from destination to
the source.

INTER REPLY This packet is sent by nodes, that are tail of
unidirectional links in forward path, towards
preceeding nodes in the list of node ids in
ROUTE PROBE packet when they receive the
REV PATH PROBE packet.

REV PATH NOTIFY The sender transmits this packet via the
forward path set up, to notify the destination
about the reverse path from the destination to
the source.

REV PATH The receiver transmits this packet to notify the
nodes along the acquired reverse path forward data
packets over the reverse path.

The intended recipients of the REV PATH PROBE packet are the source
and the nodes that fall on the shortest path from the source to the destina-
tion and also have an outgoing unidirectional link. The information about these
nodes is extracted from the ROUTE PROBE packet. Any node that receives
a REV PATH PROBE packet checks if the node-id of the uplink node of any
unidirectional link in the forward path, as mentioned in the packet, matches its
own id. If yes then it is one of the intended recipients. The REV PATH PROBE
packet also includes the ids of the nodes visited, as the packet propagates to-
wards the destination (this information is used to compute the backward path
from the destination to the source). A node will process only the first copy of
a REV PATH PROBE packet.

The recipient nodes (excluding the source) in turn send an INTER REPLY
packet via the reverse path. The INTER REPLY packet will terminate either at
the source or at the node that has an incoming unidirectional link, and informs
the intermediate nodes about the next hop to be taken to reach the destination,
which is same as that to reach the node that sent the INTER REPLY. The
recipient nodes, sometimes even the source (when it has an outgoing unidirec-
tional), sets its next hop to the node which falls on the shortest path from the
source to destination and having an incoming unidirectional link from the recip-
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Table 2. Flags and Function

Flag Function

UNI PATH This flag in the ROUTE PROBE packet when set
indicates that the packet has come via a path
that has one or more unidirectional links.The
destination on receiving such packet broadcasts
the REV PATH PROBE packet to compute the
reverse path.

REM PATH KNOWN This flag when set indicates that an intermediate
node in the forward path knows a route to the
destination and so no more node ids need to be
added in the ROUTE PROBE packet.

ient node. Thus a forward path is established from the source to the destination.
The source sends the REV PATH NOTIFY packet to the destination, through
the forward path. The REV PATH NOTIFY packet contains information about
the backward path, which is extracted from the REV PATH PROBE packet. On
receiving this packet the destination generates the REV PATH packet, which no-
tifies the nodes along the acquired reverse path forward data packets over the
reverse path. Now data is transferred using the path set up between the source
and destination.

4 Route Maintenance

In ORPUL, route maintenance is done by the source. After the route discovery
phase is completed the sender sends data to the destination via the path (for-
ward path in case there are two paths) being set up. The destination receives
the data and sends its acknowledgement via the reverse path (if there are two
paths). If the source does not receive any reply from the destination within, say
t seconds, it assumes that there is a fault in the route, either in the forward or
backward or both. It again initiates a route discovery process as explained above,
to compute the new route to the destination. This is extremely advantageous
given the mobile nature of the network. Instead of a costly route maintenance
process, which incurs additional storage and computation costs, this method is
simple and efficient.

5 Link Level Acknowledgement

The IEEE 802.11 MAC protocol is a popular medium access protocol used in
mobile wireless communications.The hidden and exposed terminal problems is
tackled in this protocol using the signaling protocol RTS-CTS-DATA-ACK [9].
Whenever a node wants to transmit a data packet it transmits a RTS message
to the receiver informing about the upcoming data transmission and hence to
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defer other data transmission. The receiver then sends a CTS message in re-
sponse to the RTS message sent by the source, consenting the delivery of the
data packets. The source can then proceed with its data transmission by the
transfer of DATA packets. For each DATA packet being transmitted, the link
layer protocol requires the transmission of the corresponding acknowledgement
by the destination to the source.

The entire procedure described above assumes the presence of bidirectional
links between two nodes and hence, if a particular node does not happen to
receive the acknowledgement for the transmitted packet, it concludes that the
given link is broken. In our proposed protocol, which was devised with the uni-
directional links in mind, the direct transmission of acknowledgements isn’t pos-
sible on an unidirectional link. This is because the theoretical studies done by
us reveal that there is a combinatorial explosion in the number of control pack-
ets, which is due to the additional route discovery procedure for the set up and
maintenance of alternate reverse path between nodes that have unidirectional
links.Consequently the link level acknowledgement for DATA packets on an uni-
directional link is ignored.

The functionality of the IEEE 802.11 MAC protocol remains unchanged for
DATA transmissions over bidirectional links and hence the link level reliability
offered by the IEEE 802.11 MAC protocol is being preserved.The DATA trans-
missions over outgoing unidirectional links is done without any corresponding
transmissions of ACK messages by the downlink node as the link level acknowl-
edgement of DATA transmissions isn’t viable on an unidirectional link. The
knowledge of whether a given link is an outgoing unidirectional or a bidirec-
tional link is maintained by the routing layer and the underlying MAC layer is
informed on whether a given link is unidirectional or not and correspondingly
whether to expect an acknowledgement from a downlink node

6 Working of the ORPUL Protocol

Figure 1 illustrates the functioning of ORPUL in the presence of unidirectional in
the shortest path from source to destination. Source A wants to send some data
to destination F [Refer Fig 1]. Node A broadcasts the ROUTE PROBE packet
to its neighbors. The intermediate node B has received the packet on an unidi-
rectional link from A. So it appends its node-id along with the node-id of A in
the ROUTE PROBE packet, sets the UNI PATH flag to 1 and re-broadcasts the
packet to its neighboring nodes. After broadcasts from nodes C, D, the packet
reaches E in a unidirectional link from D. Now E appends the node-id of D along
with its node-id and broadcasts it to F. The ROUTE PROBE packet when re-
ceived by F will have the node-ids of A, B, D and E. Now F broadcasts the
REV PATH PROBE packet carrying this information. The nodes A and D, in-
fer that they have an outgoing unidirectional link to B and E respectively, and
set their next hop entry in the routing table accordingly. These nodes send an IN-
TER REPLY packet to the nodes previous to them in the REV PATH PROBE
packet; in this case D sends an INTER REPLY packet to B. This packet sets
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Fig. 1. Scenario 1

Table 3. Routing information stored in nodes A and C

NODE A NODE C

Destination Next Hop Destination Next Hop

F B F D

the forward path of the intermediate nodes to F and also to the respective in-
termediate nodes that send them.

In this case it tells B that C is the next hop to reach F and D (because
the INTER REPLY came from D), and also tells A that, B is the next hop to
reach F. The packet also corrects invalid path entries, in this example for nodes
C and D the entry for A is removed. Thus the forward path A-B-C-D-E-F has
been set up. The REV PATH PROBE packet, when received by A, contains the
information about the nodes visited from F to A, which is G, H, I, J, K (reverse
path). This reverse path information is sent to node F by node A through the
forward path being set up using the REV PATH NOTIFY packet. Node F after
reception of REV PATH NOTIFY packet generates a REV PATH packet, which
is sent to make nodes along the acquired reverse path forward data packets over
the reverse path. The nodes in the network can examine the REV PATH PROBE
packet to infer information about other nodes that can be extremely useful in
future route computations. This route computation process took two broadcasts,
and also the overhead of storing information of intermediate nodes constituting
unidirectional links.

Figure 2 illustrates the route maintenance procedure of ORPUL. The route
discovery process was explained before using Figure 1. Let us assume that the
links D-E and J-K breaks. Neither the receiver receives any data, nor the sender
receives any acknowledgement. A time-out occurs at the sender after t seconds,
after which the sender assumes disconnection and initiates the route discovery
process.
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Fig. 2. Scenario 2

Proposed Representation of Node List. In ORPUL the node id’s of all
nodes that share an unidirectional link in the forward path are included in the
ROUTE PROBE packet, which we shall call as the node list. Additionally an
extra bit for each node in the node list (except for the first and last node) is
added at the end of the corresponding node id.

If a node in the node list is just a tail of an unidirectional link, in the forward
path, but not the head of another such link the special bit is set to 0. This is set
when the next node adds its id to the list. If a node in the node list is just the
head of an unidirectional link, the special bit is set to 1.

Let n be the total number of nodes in the path and nu be the number of
nodes that share an unidirectional links. Assuming that the node id is 32 bits,
then for ORPUL to use lesser packet size than RODA the required condition is

32n− 33nu >= −2 (1)

This will be illustrated in figure 3 where X axis is n, the total number of
nodes in the path and Y axis is nu, the number of nodes forming unidirectional
links in the path.

7 Conclusion

ORPUL supports unidirectional links and takes them into account during route
computation.Unlike DSR and RODA, ORPUL does not store information about
all the nodes visited, except for the reverse path. This reduces the packet over-
head by a huge margin, especially for large networks. ORPUL functions similar
to AODV when the shortest path from source to destination is bi-directional.
Backward paths are only calculated when the shortest path to the destination
has unidirectional links.
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Fig. 3. Comparison of RODA and ORPUL in terms of packet size

8 Future Course of Action

It should be worthwhile to simulate ORPUL using ns-2 and do a performance
comparison of ORPUL with other popular routing protocols for MANET such
as AODV, DSR in the presence of unidirectional links. This requires amending
the IEEE 802.11 protocol to support routing in the presence of unidirectional
links. Additionally the setdest function in ns-2 can be used to generate the
random way point model in which the nodes move with an arbitrary velocity
within the maximum velocity limit,pauses for a random moment of time and
then moves with a random velocity. The unidirectional links can be simulated
by assigning a transmission range randomly chosen from the set trans comprising
of the elements x, y, z where x, y, z correspond to transmission range. We hope
to return to this in future.
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Abstract. For more scalable mobile services, it is important to reduce
the signaling cost for location management. In this paper, we propose
a cost effective IP paging scheme utilizing explicit multicast (xcast).
Xcast is a new kind of multicast scheme for small sized groups which
uses unicast with low maintenance overhead. In terms of the paging al-
gorithm, we use a selective paging scheme to minimize the paging cost,
by dividing a paging area into several sub-paging areas. For the perfor-
mance analysis, we develop an analytical model based on the random
walk model in the mesh and hexagonal cell configurations. Using this
model, we compared the paging cost between IP paging scheme using
xcast and that using unicast or multicast. The results indicate that the
proposed paging scheme reduces the paging cost by 44-84% compared
with traditional paging schemes using multicast.

1 Introduction

In wireless/mobile networks, since mobile users are free to move within the
coverage area, the network can only keep track of the approximate location of
each mobile user. When a request is made to establish a session with a particular
user, the network needs to determine the user’s exact location within the cell
granularity. The operation of the mobile host (MH) informing the network about
its current location is known as location update, and the operation of the network
determining the exact location of the mobile user is called terminal paging.

Recently, with the advent of IP technologies, IP-based location management
has become the focus of research in this area. In terms of location update, the
Mobile IP Working Group in Internet Engineering Task Force (IETF) proposed
various protocols based on Mobile IP. On the other hand, in terms of terminal
paging, several protocols were proposed in [1], [2], and [3]. Unlike the paging
protocols in cellular networks, these protocols are based on IP-layer messages so
that they are called IP paging protocols. With time-constraint multimedia ap-
plications (e.g. VoIP and message applications) gaining in popularity, IP paging
is being considered as one of the essential functions in next-generation mobile

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 154–163, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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networks. However, previous studies didn’t focus so much on the issue of cost
optimization schemes, which provide system scalability, but only on the basic
paging architecture, paging procedure, paging area design, and so on.

In this paper, we propose a cost-effective IP paging scheme. Among the
various cost optimization factors we focus on rendering the delivery mechanism
of paging request messages more efficient. Since paging in cellular networks is
dependent on the specific link technologies, seeking a more efficient mechanism
is somewhat redundant. However, a number of different delivery mechanisms
(i.e. unicast, multicast, and so on) are available in IP networks. Therefore, it
is necessary to determine which mechanism is the best to deliver the paging
messages. In previous works, both simple unicast ([1]) and multicast ([2] [3])
were used. Unicast is easy to implement, but it is not an efficient method to
page multiple access routers (AR) simultaneously. On the other hand, multicast
is an efficient way to page a paging area (PA) consisting of a large number
of ARs, however it requires a certain amount of overhead for multicast group
management. Therefore, we utilized explicit multicast (xcast) [4] as delivery
mechanism. Xcast is a variance of multicast, which is designed for small sized
groups. Unlike multicast, xcast does not require group maintenance, and can
therefore support simultaneous paging to multiple ARs with minimal overhead.
Besides, xcast is an appropriate choice for the selective paging scheme [5], as it
dynamically adjusts the size of the PA and thus can minimize the paging cost
while meeting the paging delay bound.

The rest of this article is organized as follows. Section 2 proposes the selective
IP paging scheme utilizing xcast. In Section 3, we develop an analytic model
to evaluate the proposed scheme. Section 4 shows the numerical results and
Section 5 concludes this paper.

2 Selective IP Paging Scheme Using Explicit Multicast

2.1 Protocol Overview

In this section, we present an overview of the selective IP paging scheme utilizing
explicit multicast. When a paging request is destined for an MH, a paging agent
receives the request and sends the paging request to the ARs in order to find the
MH. In the selective paging scheme, the number of paging steps to be performed
needs to be determined first, before sending a paging request to the ARs, by
considering paging delay bound. Let M be the number of paging steps. When
determining the value of M , we should consider the paging delay bound and N∗,
the feasible group size, which is the number of group members that will enable
xcast perform to better than typical multicast in terms of the paging cost.

Once the above paging step has been performed, the PA is divided into M
sub-PAs and the paging agent sends the first paging request packet to the sub-
group denoted by A0. If the destination MH is in A0, the paging procedure
is terminated. Otherwise, a second paging procedure should be performed for
the second sub-PA, denoted by A1. These procedures are repeated until the
destination MH is found out.
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Fig. 1. Protocol overview: Selective IP paging scheme using xcast

Fig. 1 provides an illustrated example of the selective paging scheme in a PA
consisting of 19 ARs. It is assumed that the number of paging steps (M) is 4. In
the selective paging scheme, the PA is divided into sub-PAs based on the location
where the MH recently registered. The detailed method used to determine the
size of the sub-PAs and the members of these sub-PAs will be presented in the
next subsection.

Let’s assume that a correspondent host (CH) would like to initiate a session
with an MH, which registered at AR0 last but has moved to AR11 without any
location registration because the MH remained in the idle state. First, the paging
agent receiving the paging request forwards the request to all of the ARs in the
first sub-PA (A0) using xcast. If there is no response, the paging agent performs
the second paging procedure to the sub-PA (A1). Since the MH is currently
located in AR11, the MH responds to the third paging request sent to the third
sub-PA (A2), and at this point the paging procedure is finished.

2.2 Determination of Paging Group Size and Paging Step

Before partitioning a PA into multiple sub-PAs for the selective paging scheme,
we have to determine the value of M , the number of paging steps. To deter-
mine M , the paging delay bound and the maximum feasible xcast group size
(N∗) need to be taken into consideration. As mentioned above, xcast is a more
light-weight delivery scheme than multicast, because there is no management
cost involved. However, if the group size exceeds a certain value, the packet
size becomes too large and this affects the packet processing cost traffic load
in wireless access networks. Hence, the maximum feasible group size in xcast
should be set to a reasonable value by the network administrator. Once N∗ has
been determined, we can decide the value of M using the following relationship
where D is the paging delay bound and M is an integer value.

NAR/N∗ ≤ M ≤ D

For example, if there are 61 ARs in a paging area, N∗ is 20 and paging delay
bound is 5, then M can be either 4 or 5. If the paging delay is more sensitive
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factor, we choose the value of 4 for M . On the other hand, if the paging cost is
more important factor, M is set to 5. In addition, there are two types of grouping
algorithms. One (G1) is an algorithm in which the group size is set to 	NAR/M

and the other (G2) is an algorithm in which the group size is set to N∗. For
example, if M is 4, the 61 ARs in the example paging area are divided into
sub-PAs consisting of 15 ARs, 15 ARs, 15 ARs, and 16 ARs in the case where
G1 used. In contrast, in G2, the 61 ARs are divided into sub-PAs consisting
of 20 ARs, 20 ARs, 20 ARs, and 1 AR. G1 is more beneficial if the goal is to
reduce the paging cost, whereas G2 is more advantageous if the objective is to
reduce the paging delay. Therefore, in this paper, we utilized both G1 and G2
as grouping algorithms and compared their performance.

2.3 Paging Group Construction by Partitioning Paging Area

In the previous section, we discussed how to decide the size of the sub-PA groups
scheme. Once this has been done, we need to construct the sub-PA groups In
this section, we propose a PA partitioning algorithm, which allows the division
of a PA into various sub-PAs, which are numbered from A0 to AM−1.

In the selective paging scheme, A PA is divided into sub-PA groups based on
the geographical cell topology [7]. The innermost cell (In this paper, the term
“cell” refers to the coverage of an AR.) is labeled “0”. Cells labeled “1” form the
first ring around cell “0” and so forth. In general, rk (k ≥ 0) refers to the kth
ring away from the cell “0”. Let n(ri) be the total number of cells from ring r0

to ring ri.
In [6], the shortest-distance-first (SDF) was proposed for selective paging in

dynamic location management. In SDF, since there is no such concept as the
feasible group size, sub-PAs are divided into based on the number of rings. In
contrast, in the selective paging scheme using xcast, the sub-PAs are constructed
by considering the maximum feasible number of sub-PA group members, which
can be calculated as explained before.

Algorithm 1 shows how to partition a PA into M sub-PAs. When n(A0) is
greater than n(r0), all of the cells in r0 and several of the cells in r1 become
the members of A0. In such a case, various criteria can be used to select the
cells in r1 which are become members of A0. For example, one of the choices
might be to select those ARs with smaller paging delay. In this paper, the ARs
are selected in a random manner for the simplicity of analysis. This grouping
procedure is repeated until all of sub-PAs have been constructed.

2.4 Paging Operation

The last step is to perform terminal paging to the sub-PAs constructed using
the Algorithm 1. In order to find an MH in idle state, the paging agent sends
a paging request to the ARs of each sub-PA. The paging agent keeps on sending
paging requests until it receives the paging response from the MH being sought
as shown Algorithm 2. When an MH receives a paging request from the paging
agent, the MH checks whether or not it is still located in the same AR in which it
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Algorithm 1 Paging Group Construction

1: i ← 0; j ← 0;
2: initiate n(Aj);
3: while j < M do
4: if n(ri) ≥ n(Aj) then
5: j + +;
6: transfer n(Aj) of the cells in ri to Aj ;
7: n(ri) = n(ri) − n(Aj);
8: else
9: i + +;

10: transfer all of the cells in ri to Aj ;
11: n(Aj) = n(Aj) − n(ri);
12: end if
13: end while

Algorithm 2 Paging Operation

1: i ← 0;
2: while i < M do
3: Paging agent sends requests to all ARs in Ai;
4: if MH in Ai then
5: MH sends response; break;
6: end if
7: i + +;
8: end while

registered last. If the MH is still located in the same AR, the MH sends a paging
response back to the paging agent without any registration. Also, the MH sets
its state to the active state and restarts its active timer. Otherwise, the MH
starts the registration procedure. Following registration, the MH responds to
the paging request by sending a paging response message.

3 Performance Evaluation

3.1 Mobility Model

To evaluate the performance of the selective IP paging scheme using xcast, we
developed an analytic model. In terms of the user mobility model, we used
the random walk mobility model on the mesh and hexagonal cell configura-
tions [7]. Let pK

(x,y),(x′y′) be the transition probability that an MH in cell (x, y)
moves to cell (x′, y′) after K movements. pK

(x,y),(x′y′) can be obtained from
α((x, y), (x′, y′)), which denotes the probability that an MH moves from cell
(x, y) to cell (x′, y′).

We use two cell classification schemes proposed in [7] (mesh) and [8] (hexag-
onal). Based on these classifications, it is possible to draw a state diagram and
to find the state transition probability. From the transition probability matrix,
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Table 1. Cost comparison

Cost Unicast Multicast Xcast
CL N · Lu · Su · α Lm · Sm · α Lx · Sx · α

CN (Lu + 1) · β (Lm + 1) · β N × β +
∑

G × β

CM 0 PV ·
(

1
λs

· rm · α
)

+ (1 − PV ) · (θTree + T · rm · α) 0

Table 2. Definition of Terms

α unit cost when a unicast packet is transmitted over a wired link
β unit processing cost incurred at an intermediate node
Lu the average length of a unicast routing path

Lm(Lx) the total length of a multicast(xcast) distribution tree
Su(Sm,Sx) the relative paging request packet sizes in relation to

the size of a unicast packet in case of unicast(multicast,xcast)
Pv probability that a valid distribution tree exists when a paging request arrives
rm the message delivery rate required to maintain the group membership

θTree tree construction cost
λs parameter of Poisson process
T valid time of a distribution tree is alive

the probability that an MH resides in the cell (x, y) after K movements can be
calculated. Detailed equations and derivations can be found in [11].

3.2 Unit Paging Cost

To determine the different paging costs when the various delivery schemes are
utilized, the unit paging cost for each scheme should be determined in advance.
To do this, we formulate the unit paging cost (CT (N)) when the paging group
size is N using the comparative results listed in Table 1 [11]. Also all terms can
be defined in Table 2.

Since the transmission cost is generally much larger than the processing
cost [9], α and β are set to 10 and 1, respectively. Lm and Lx can be calcu-
lated from the relationship, Lm(or �Lx) = Nκ ·Lu [9]. The message delivery rate
for group management (rm), is dependent on the type of multicast protocol. We
assumed that PIM-SM is used in order to reduce the management overhead.
Since there is no periodical message exchange in PIM-SM, rm is set to 0. θTree

can be approximated to N · Lm because all of the ARs belonging to the paging
group send a join message to the paging agent, which serves as a core node in
the multicast tree. In addition, λs and T are set to 0.01 and 120, respectively.
Table 3 shows the parameter values for the unit paging cost.

3.3 Paging Cost

In this paper, we focus on the design of an efficient delivery scheme to reduce
the paging cost. Therefore, we didn’t consider the location update cost and we
assume that this cost is identical in the three different delivery schemes (i.e.
unicast, multicast and xcast).
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Table 3. System parameter values

α β Lu rm κ λs T Su(Sm)

10 1 5 0 0.8 0.01 120 1.0

On the other hand, the paging cost is proportional to the unit paging cost and
the number of ARs to be paged. The unit paging cost in each delivery scheme
is a function of the number of ARs to be paged as mentioned in the previous
section. Let CP ((x, y)) be the paging cost when the AR where the MH most
recently updated its location is (x, y). The paging cost for the first sub-PA, A0,
is as follows:

CT (n(A0)) ·
∑

(x′,y′)∈A0

α((x, y), (x′, y′))

On the other hand, the paging cost for the second sub-PA, A1, is the sum of
the paging costs of the first and second sub-PAs. This is because the second
paging step is performed only after the first paging step is finished and when the
destination MH was not found in the first paging step. Based on this relationship,
the total average paging cost (CP (x, y)) when the last registered AR is (x, y)
can be expressed as Eq. 1.

CP ((x, y)) =
M−1∑
i=0

i∑
j=0

CT (n(Aj)) ·
∑

(x′,y′)∈Aj

α((x, y), (x′, y′)) (1)

where M is the number of paging steps and Ai is the i-th sub-PA. (n(Ai)) denotes
the number of ARs belonging to the i-th sub-PA. CT (n(Ai)) is a delivery cost
function when the group size is (n(Ai)).

Let’s assume that the probability that an MH updated its location in cell
(x, y) follows a uniform distribution in [1, N(n)]. N(n) denotes the total number
of ARs within the areas by n-th ring. In addition, let N(x, y) be the number of
ARs of cell type (x, y). Hence, the mean paging cost can be calculated as Eq. 2.

CP =
∑

all (x,y)

CP ((x, y)) · N(x, y)
N(n)

(2)

4 Numerical Result

The proposed IP paging scheme can be used not only with the static lo-
cation management scheme but also with the dynamic location management
scheme [10]. However, in this analysis, it is assumed that the dynamic location
management scheme (e.g., movement-based, distance-based, or timer-based) is
used. Therefore, (x, y), which is the last location updated cell, is simply (0, 0).
Also we assume that the cell residence time has a Gamma distribution.

To evaluate the performance of the proposed paging scheme, we compare the
paging costs when xcast, unicast and multicast are used. The paging schemes
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Fig. 2. Paging cost - Mesh configuration and N∗ = 20

using unicast and multicast use SDF for the paging group construction. In con-
trast, xcast is incorporated with G1 and G2 as mentioned above.

Fig. 2 shows the paging cost as the the session-to-mobility ratio (SMR) is
changed under the mesh cell configuration. As the SMR increases, the paging
cost decreases. This is because a large SMR implies that an MH’s mobility is
low (i.e., static MH). The static MH is likely to be connected to an AR in the
vicinity of the one to which it was last registered when a paging procedure is
invoked. Therefore, the paging cost decreases as SMR increases.

For the purpose of comparison, we defined the paging cost gain (Gpc) of
scheme A as follows:

Gpc =
Paging cost of scheme A

Paging cost of multicast

The Gpc of G1 and G2 are 0.30 and 0.34, respectively, when the SMR is 0.01.
However, the gain decreases to 0.42 and 0.56 when the SMR is 100. On the other
hand, the Gpc values of unicast based on SDF are 0.46 and 0.22 when the SMR is
0.01 and 100, respectively. In other words, the paging cost of unicast can be lower
than that of xcast using G1 and G2 when SMR is high.(Of course, this result doee
not mean that the paging cost of unicast is necessarily less than that of xcast
because, in our calculation, we assumed that the transmission cost is 10 times
the processing cost. However, the transmission cost may be much higher than
the processing cost due to advances in processing technology [9].) This is because
xcast using G1 and G2 creates a sub PA with a fixed size of (N∗ or 	NAR/M
).
However, SDF makes a sub-PA based on the ring area. These values are much
smaller than N∗ or 	NAR/M
, which are typically set to a value between 10 and
30. As mentioned above, the probability that an MH remains connected to an
AR in near to the most recently registered AR, increases as the SMR increases.
Hence, it is wasteful to make a sub PA with a larger fixed group size, in the
case of xcast using G1 or G2. As a result, the paging costs of G1 and G2 can be
higher than that of unicast based on SDF.

To overcome these drawbacks, we propose two enhanced grouping algorithms
called G3 and G4. Unlike G1 and G2, the first sub-PA in G3 and G4 consist of
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Fig. 3. Paging cost - Hexagonal configuration and N∗ = 30

ARs located in ring 0 and 1. However, subsequent sub-PAs are constructed using
the same grouping algorithms, G1 and G2. Fig. 2 shows the paging cost in the
case of G3 and G4. The Gpc values of G3 and G4 are 0.30 and 0.30, respectively,
when the SMR is 0.01. Besides, the Gpc, when SMR is 100, is 0.16 for both G3
and G4. Namely, the performance gain of xcast using G3 and G4 is higher than
that of unicast using SDF.

The cost variation in other cases (e.g. N∗ = 20 and M = 5) is almost
the same as the result of the case where N∗ = 20 and M = 4. In the case
of where N∗ = 20 and M = 5, there are no sub-PAs satisfying the grouping
algorithm, G2. Therefore, only G1 and its enhancement, G3, are compared.

In terms of the hexagonal cell configuration, N∗ is set to 30 because a 6-area
location area is composed of 91 cells. In the case of N∗ = 30 and M = 3, unicast
exhibits a smaller paging cost than G1 and G2, when the SMR is larger than
1 and 0.1, respectively. However, G3 and G4 exhibit more smaller paging costs
than unicast.

When comparing G1 (G3) with G2 (G4), G1 (G3) exhibits a lower paging
cost than G2 (G4). Hence, G1 (G3) is a more suitable choice to minimize the
paging cost .

5 Conclusion

In this paper, we introduced the selective IP paging scheme utilizing explicit
multicast (xcast). The proposed paging scheme is more cost effective than the
existing schemes based on unicast and multicast in terms of the paging cost. In
order to support IP paging in IP-based wireless/mobile networks using xcast, we
proposed two types of grouping algorithms and their enhancements. The numer-
ical results indicated that selective IP paging scheme based on xcast incurs only
16-56% of the paging cost, in the case of the IP paging scheme using multicast
or unicast based on SDF
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Abstract. Handoff is one of the most important factors that may de-
grade the performance of TCP connections in wireless data networks.
The authors present a lossless handoff scheme called LPM (Last Packet
Marking). LPM signals the safe handoff cue by sending a specially
marked packet to mobile hosts. Our performance study shows that LPM
achieves lossless packet delivery without duplication and increases TCP
throughput significantly.

1 Introduction

Currently, there are many efforts underway to provide Internet services on inte-
grated wireless and wireline networks. Supporting efficient IP mobility is one of
the major issues to construct IP-based wireless access networks. Mobile users will
expect the same level of service quality as wireline users. Even though the access
point of mobile user changes, IP connections should be continued transparently.
The Mobile Internet Protocol [1] is current standard for supporting global IP
mobility in simple and scalable manner. But, in processing frequent handoffs in
cellular based wireless access networks, Mobile IP has some limitations. After
each migration, a local address must be obtained and communicated to a possi-
bly distant home agent. This incurs increasing handoff latency and load on the
global Internet. And mobile user suffers service degradation in handoff period.

A number of solutions [2, 3, 4] have been discussed these problems. These
approaches are extending Mobile IP rather than replacing it. To handle local
movement of mobile hosts without interaction with the Mobile-IP-enabled In-
ternet, they adopt a domain-based approach. That is, these intra-domain pro-
tocols are used for establishing and exchanging the state information inside the
wireless access networks, so as to get fast and efficient intra-domain mobility or
micro-mobility control.

Among these micro-mobility protocols, Cellular IP [4, 5, 6, 7] attracts special
attention for its seamless mobility support in limited geographical areas. Since
COA (Care-of-Address) is not changed in local mobility control, it eliminates the

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 164–173, 2004.
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load for location update in the global Internet. And by using paging concept,
Cellular IP provides simple location tracking scheme called cheap passive con-
nectivity, which imposes neither traffic nor processing load on the global network
as long as the host is idle, and preserves the power reserves of mobile nodes.

Previous study [8] showed that the performance of TCP degrades significantly
due to frequent handoff in small cell wireless networks. Cellular IP introduces
semisoft handoff mechanism to reduce the number of lost packets. It establishes
a routing path to the new BS (Base Station) before handoff, and temporarily
bi-casts data to the both old (current) and new BS. The throughput of TCP
using semisoft handoff is much better than that of hard handoff. Nonetheless,
packet loss or packet duplication still can occur in Cellular IP semisoft handoff,
which results in the degradation of TCP performance.

In this paper, we propose a simple handoff scheme called LPM (Last Packet
Marking). LPM gives exact cue to mobile host for safe handoff to remove packet
loss or packet duplication. This paper is structured as follows. In section 2, we
briefly preview the Cellular IP handoff mechanism. In section 3, we describe last
packet marking method for improving Cellular IP semisoft handoff. In section
4, we verify LPM by computer simulations. Finally, we conclude in section 5.

2 Cellular IP

In Cellular IP [4, 5, 6, 7], a group of BSs (Base Stations) forms one access
network. Each access network attaches to the Internet via a gateway router.
A BS, which provides wireless access service to MHs (Mobile Hosts), is a special-
purpose router with mobility-related functions. Cellular IP assumes the tree
network topology to simplify routing within an access network. An MH, which
visits a certain access network, uses the IP address of the gateway router as its
COA (Care Of Address). Within an access network, the MH is identified by its
home address. Since COA is not changed in local mobility control, Cellular IP
eliminates the load for location update in global Internet.

Let us examine Cellular IP handoff schemes briefly. Cellular IP proposes hard
and semisoft handoff. The hard handoff scheme, the basic handoff mechanism of
Cellular IP, makes a new route to the new BS after real handoff. Hard handoff
suffers from severe packet losses and results in performance degradation. To
provide adequate performance to both TCP and UDP traffic while maintaining
the lightweight nature of the base Cellular IP protocol, Cellular IP introduced
a new handoff method called semisoft handoff (Fig. 1).

Prior to make a real handoff, an MH makes a brief connection to a new BS
and sends a semisoft request packet. The semisoft request packet is forwarded
toward the gateway router and eventually it reaches a crossover router which is
a branching point of the path to the old BS and the path to the new BS. Receiving
the semisoft request packet, the crossover node updates its route cache by adding
the path to the new BS and starts to buffer packets destined to the MH in a delay
device. The MH makes a real handoff after a pre-determined semisoft delay. The
MH issues a routing update packet to the crossover node after the real handoff.
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Fig. 1. Cellular IP Semisoft Handoff

The crossover node updates the route cache and transmits packets buffered in
a delay device and packets arrived thereafter.

Since optimal semisoft delay cannot be predicted accurately, Cellular IP sets
the semisoft delay as the worst-case value that is proportional to the mobile-
to-gateway round-trip delay. On various network topology and network traffic,
applying constant semisoft delay may cause an MH to receive duplicated packets
or to suffer packet losses. Duplicated packets do not disrupt many applications,
but packet loss limits TCP’s performance severely. To eliminate the packet loss,
Cellular IP temporarily introduces a constant delay along the new path between
the crossover and the new BSs using a delay device on the crossover node. As
a result, just after a handoff, most MH suffers packet delay or duplication, which
can cause quality degradation of real time traffic or can trigger TCP congestion
control. And depending on the network topology, delay device may not be suf-
ficient to hold data packets during handoff. So, packet loss still can occur in
Cellular IP semisoft handoff, which results in the degradation of TCP perfor-
mance.

3 Last Packet Marking

We develop a new handoff scheme called LPM (Last Packet Marking) which
can signals exact handoff initiation time to an MH. Let us explain the proposed
mechanism (Fig. 2).

Before make a regular handoff, an MH sends semisoft request packet to the
new BS as in Cellular IP. When a crossover node receives the semisoft request,
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Fig. 2. LPM

it creates a mapping for the new path and transmits semisoft reply to the old
BS. As the semisoft reply assures the MH that it has received all the packets
that can be received only through the old BS and it can receive following data
packets from the new BS. So the semisoft reply can be used as a trigger for safe
handoff by the MH. Therefore, receiving the semisoft reply through the old BS,
MH initiates real handoff immediately rather than waiting for the expiration of
constant semisoft delay as in Cellular IP. After sending this signal, the crossover
node bi-casts data packets to both the new BS and the old BS. The new BS
receives packets, which follow the semisoft reply, and it buffers packets for fast
delivery.

The purpose of bi-casting is to prevent packet losses when an MH initiates
semisoft request but abandons real handoff, which is not shown in Fig. 2. The
path through the new BS will be automatically timed out by the Cellular IP soft
state routing update strategy and data will be unicasted only to the old BS.

The required buffer size in new BS is proportional to the difference between
the delay to the old BS and the delay to the new BS from the crossover node. The
BSs are able to know the delay differences in setup time by exchanging control
information and set the maximum buffer size that can store data delivered during
maximum delay difference plus some margin including link layer handoff time.

Cellular IP introduces the crossover delay to synchronize the delay difference
between the new path and the old path from the crossover node in case the
new path is shorter than the old path. However this may introduce undesirable
additional delay in many situations. LPM makes another distinction in that the
crossover node sends data packets to the new BS immediately instead of buffering
packets in its delay device for the constant crossover delay. In case packets sent
to the new path arrive the new BS before the handoff, the new BS buffer them
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Fig. 3. Simulation topology. left: (a) Topology 1, right: (b) Topology 2

for fast delivery after handoff. This approach eliminates undesirable packet delay
and packet duplication in many cases.

Cellular IP does not place any restriction on delaying a real handoff for the
constant semisoft delay. However delaying a handoff would be restricted in real
situations. Therefore there would be situations that an MH should make a real
handoff even if it does not receive the semisoft reply, or it could make a real
handoff only after it has received several data packets after the semisoft reply.
The former case may result in the packet loss and the latter case may result in
the packet duplication. To overcome these, we propose packet forwarding to the
new BS by the old BS for the former case and packet duplicate elimination at
the new BS for the latter case. The old BS uses the semisoft reply as a delimiter
for the packet forwarding to the new BS. That is, packets arrived at the old BS
after the last packet mark will not be forwarded, which alleviates the forwarding
overhead compared to the general forwarding mechanism proposed. As there is
no sequence number in IP Header, the new BS uses a hash function to identify
and eliminate the duplicated packets from its buffer.

Compared to Cellular IP, LPM only introduces a simple handoff signal,
semisoft reply, that enables MH to adapt to the network topology and dynamics
instead of using fixed parameters like semisoft, crossover delays. In case delaying
a handoff is constrained, which is not considered in Cellular IP, LPM makes use
of efficient packet forwarding and duplicate elimination mechanisms which help
to recover from packet loss and duplication.

4 Simulation Results

We used computer simulation for performance analysis. Two network topologies
are considered. One is shown in Fig. 3(a) where all possible MH-to-Gateway
delays are same, and possible MH-to-Crossover node delays are also same be-
fore/after handoff. This topology is used for the performance study of Cellular
IP [6, 7]. Another topology is shown in Fig. 3(b) where neither possible MH-to-
Gateway delays nor possible MH-to-Crossover node delays before/after handoff
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Table 1. UDP results: number of lost, duplicated and disoredered packets on topol-
ogy 1. (Lost packets / Duplicated packets / Disordered packets)

BS1 to BS2 to BS3 to BS4 to BS5 to BS4 to BS3 to BS2 to
BS2 BS3 BS4 BS5 BS4 BS3 BS2 BS1

Hard 8/0/0/ 10/0/0 13/0/0 9/0/0 7/0/0 12/0/0 10/0/0 7/0/0

Semisoft 0/0/4 0/0/4 0/0/4 0/0/4 0/0/4 0/0/4 0/0/4 0/0/4

LPM 0/0/0 0/0/0 0/0/0 0/0/0 0/0/0 0/0/0 0/0/0 0/0/0

Table 2. UDP results: number of lost, duplicated and disoredered packets on topol-
ogy 2. (Lost packets / Duplicated packets / Disordered packets)

BS1 to BS2 to BS3 to BS4 to BS5 to BS4 to BS3 to BS2 to
BS2 BS3 BS4 BS5 BS4 BS3 BS2 BS1

Hard 7/0/0/ 12/0/0 19/0/0 12/0/0 12/0/0 19/0/0 12/0/0 7/0/0

Semisoft 0/0/4 0/3/6 0/1/5 0/0/3 0/0/3 0/0/3 0/0/3 0/0/4

LPM 0/0/0 0/0/0 0/0/0 0/0/0 0/0/0 0/0/0 0/0/0 0/0/0

are same. Considering dynamic network delay due to short burst characteristics
of data traffic and competing backgrounds traffics, we assert that this one would
be more realistic. N1 through N5 are Cellular IP nodes and N0 is the gateway.
Each wired connection between Cellular IP nodes is modeled as 10 Mb/s duplex
links with 2 ms delay. CN (Correspondent Node) transmits UDP or TCP traffic
to MH from time 3. An MH oscillates between BS1 and BS5 at the constant
speed from time 5. The MH stays for about 10 seconds before moving to the
next BS. Cellular IP semisoft delay is fixed to 50 ms, and crossover delay to
10 ms. Link Layer handoff delay is 10 ms. Mobile hosts connect to AP (Access
Point) using the ns-2 CSMA/CA 2Mb/s wireless link model. We use micormo-
bility extension for the ns-2 network simulator based on version 2.1b6 [9]. UDP
traffic is directed from CH to MH and consists of 210 bytes packets transmitted
at 2 ms intervals. TCP Reno congestion control is used for TCP connection.

4.1 UDP Results

Table 1 and 2 compares the performance of UDP traffic with three handoff
schemes: hard, semisoft and LPM.We used the number of packet losses, duplica-
tions and disordering as the performance criteria. Note that LPM has no packet
loss, duplication or disordering. In hard handoff, it always suffers from the packet
loss. The number of lost packets is proportional to the sum of the transmission
delay from the new BS to the crossover node and the transmission delay from
the crossover node to the old BS. As shown in Table 1, no loss or duplication
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Fig. 4. TCP throughput by hard handoff. left: (a) topology 1, right: (b) topology 2
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Fig. 5. TCP throughput by semisoft handoff. left: (a) topology 1, right: (b) topo. 2

is occurred in semisoft handoff. It means that the semisoft delay and cross over
delay is set properly for topology 1. Disordered packet is occurred by simultane-
ous packet forwarding in crossover node just after handoff, namely the packets
in the delay device and newly arrived packets. In real time UDP traffics, this
disordering can be ignored by buffering in application layer. But this character-
istic of semisoft handoff degrades the TCP throughput. In topology 2, semisoft
handoff suffers either from the packet loss or from the packet duplication. As
fixed semisoft and crossover delay do not adapt to the network dynamics, they
are too small (packet loss) in some cases and too large (packet duplication) in
other cases.

4.2 TCP Results

Figure 4 through 6 show the TCP connection throughput as a function of time.
The TCP throughput is measured every 0.5 second. All hard handoff has abrupt
glitches caused by lost packets. It is well known that a packet loss decreases the
TCP performance significantly due to the TCP congestion control. The most dis-
tinguishing difference between the performances of semisoft handoff and LPM
is that semisoft has the occasional abrupt glitches while LPM shows no precip-
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Fig. 6. TCP throughput by LPM. left: (a) topology 1, right: (b) topology 2
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Fig. 7. Sender and receiver traces of TCP connection by semisoft handoff on topology
1. Crossover delay is 10 ms. At 25.89, sequence no. 3290 is disordered and from 83.09
to 83.15, sequence no. 11695 through 11697 are disordered

itous change. Although semisoft handoff improves the number of abrupt drops,
semisoft can’t get rid of all drops. On the other hand, LPM shows no through-
put drops on any handoff. The plateaus of throughput are changed after each
handoff in topology 2, since the RTTs to CH is changed for each handoff. TCP
throughput is disproportional to the RTT of TCP connections. One example of
sender and receiver packet trace for LPM during handoff is shown in Fig. 10.
Other packet traces for LPM during handoff are same style.

All throughput drops of semisoft handoff in topology 2 are caused by packet
losses (Fig. 8). The crossover delay (10 ms) is not sufficient to delay packets
during handoff. Before the MH hands off to the new BS, packets are already
arrived to the new BS and these packets are lost. But increasing crossover delay
is not advisable too. Because on other conditions like further new path, increasing
crossover delay incurs more duplicated ACKs or reordered packets that degrades
TCP performance. Figure 9 is semisoft handoff trace on topology 2, except that
crossover delay is doubled (20 ms). Although we get rid of the packet loss, but
packet disordering is introduced.
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Fig. 10. Sender and receiver traces of
TCP connection by LPM on topology 2.
Crossover delay is 10 ms. From 53.52 to
53.54 MH hands off from BS5 to BS4,
where the difference of transmission time
between new and old path is the largest

Disordered packets or duplicated packets may also decrease throughput by
triggering the fast recovery mechanism of TCP congestion control. As TCP uses
the accumulated ACK mechanism, rather than relying only on the time-out
mechanism, it uses sequential duplicate ACKs more than 3 times as an indication
of packet loss. If a TCP receiver receives packets which had been already received
or which has the sequence number that is above the expecting sequence number,
it may generate duplicate ACKs that trigger the congestion control of the sender.
All throughput drops of semisoft in topology 1 are caused by disordered packets
(Fig. 7). This is because the crossover node forwards packets in the delay device
and newly arrived packets simultaneously just after handoff.
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5 Conclusion

We have proposed a new handoff scheme called LPM (Last Packet Marking) for
micro-mobility in wireless packet networks. LPM uses the simple signal to trigger
the handoff timing to MHs. We studied the performance of LPM using computer
simulation. Our simulation study showed that LPM received all packets without
duplication or loss in case of UDP traffic. Also in case of TCP traffic, LPM is
free from packet loss and duplication, and its throughput is only affected by the
variance of RTT. In future work, we plan to study LPM on S-MIP [10], which
provides a way of combining a location tracking scheme (fast-handoff) and the
hierarchical MIP style handoff scheme in the IPv6 network, based on Mobile
IPv6.
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Abstract. To support seamless handover at realtime applications, IETF
fast handover scheme was proposed in wireless IP networks by minimiz-
ing handover latency. However, when a correspondent node sends packets
to the mobile node during the handover period, inefficient routing occurs
in hierarchical Mobile IPv6 networks. In this paper, we propose a novel
fast handover scheme to minimize the handover latency. In our proposal,
a mobile node sends a fast binding update messages to the mobility
anchor point instead of the old access router. Thus, our proposal can re-
duce the handover latency incurred by inefficient routing from old access
router to new access router. In addition, our proposal can reduce the
duplicate address detection handling time during the handover by main-
taining a list of the confirmed new care-of-address beforehand. Analysis
results using the discrete analytic model shows that our proposal can
have superior performance than existing handover scheme when packet
arrival rate and L2 layer switching time are high.

1 Introduction

Mobile IP provides an efficient and scalable mechanism for host mobility within
the Internet[1]. Using Mobile IP, mobile nodes may change their point of attach-
ment to the Internet without changing their IP address. Mobile IP has three
functional entities in Mobile IPv6 (MIPv6) : Mobile Node (MN), Home Agent
(HA), and Correspondent Node (CN). To obtain a Care-of-Address (CoA), the
MN can use either stateful or stateless address autoconfiguration when it changes
a point-of-attachments. And then, the MN sends a Binding Update (BU) to its
HA or other CNs in its list to notify its current CoA to them. A Binding Ac-
knowledgement (BA) is sent to the MN by its HA or any other CN to indicate
that the BU was successfully received. If a CN wants to know the CoA of an MN,
it sends a Binding Request (BR) to the MN. CNs are usually expected to deliver
packets directly to the MN’s CoAs, so that the HA is rarely involved with packet
transmission to the MN. To support real-time sensitive traffic, Rajeev Koodli[2]
proposed the fast handover protocols in Mobile IPv6 networks (FMIPv6) by

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 174–183, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Fig. 1. The IETF Fast Handover Scheme in HMIPv6 networks

minimizing handover latency. The main idea of this approach is that it is to
allow an MN to configure a new CoA even before it connects to its new Ac-
cess Router (nAR). Therefore, the MN can use the new CoA when it connects
with the nAR. Although this approach can reduce connectivity and reception
latencies, it has a potential disadvantage in terms of the delay and bandwidth
efficiency in Hierarchical Mobile IPv6 networks (HMIPv6)[3] as shown in Fig. 1.

Let us consider the case a CN sends a packet to the MN during the MN’s
handover period. In this case, the CN sends the packet to the Mobility Anchor
Point (MAP) first using the RCoA in its binding cache for the MN. And then,
the MAP forwards the packet to the old Access Router (oAR) using the LCoA.
Upon reception of Fast Binding Update (F-BU) message from the MN, the oAR
begins forwarding a packet intended for the MN to the nAR. Finally, the nAR
buffers any packets arriving for the MN. After the MN establishes link con-
nectivity with the nAR, the buffered packets are sent to the MN. In this case,
a bi-directional tunnel will be establish between oAR and nAR. This could be
inefficient in terms of delay and bandwidth efficiency since packets will traverse
the MAP-oAR link twice and packets arriving out of order at the MN. To over-
come the above problems in HMIPv6, we propose a novel fast handover scheme
called FHMIPv6 to reduce the handover delay in HMIPv6. In FHMIPv6, an MN
sends a Fast Binding Update (F-BU) messages to the MAP instead of the oAR.
Therefore, FHMIPv6 can reduce the handover latency by eliminating inefficient
routing. The rest of the paper is organized as follows. In Section 2, we illustrates
the system model used in FHMIPv6. Section 3 illustrates the proposed fast han-
dover scheme called FHMIPv6. Section 4 shows the performance analysis and
numerical result. Finally, in Section 5, we conclude this paper and discuss some
key future research directions.

2 System Model

To minimize packet loss during the handover procedure, we propose to extend
the F-BU message with an extra flag ‘Simultaneous Bindings (‘S’) taken from
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the reserved field as similar to [4]. If the ‘S’ flag is set, it indicates a request for
bicasting all packets to both CoAs of the MN.

It is well know that the Duplicate Address Detection (DAD) mechanism
is used to assure the uniqueness of the address when stateless address auto-
configuration is used[5]. However, the use of DAD adds delays to an HMIPv6
handover. Some works have already investigated so as to deal with the DAD
handling issues[6, 7]. However, these approaches did not consider the hierarchi-
cal scheme to reduce signaling cost in HMIPv6. Therefore, each AR maintains
a generated new CoAs in its address pool or proxy cache for each neighboring
ARs. It involves horrendous overhead both in terms of computation and mem-
ory space. In FHMIPv6, an address pool for the generated new CoAs is totally
maintained at the MAP. To reduce the DAD handling time during the handover,
as shown in Fig. 2, each MAP has a new component called IP Address Alloca-
tion Manager (IAAM) in FHMIPv6. The IAAM is module that generates the
confirmed new LCoAs to be used for supporting MIPv6 handover. The IAAM
has a list of all nodes and network prefixes on its MAP domains, therefore, it can
confirms whether the generated new MN’s LCoA is a duplicate or not. As soon as
the MN perform registration with the MAP, the IAAM extracts the MN’s inter-
face identifier from the MN’s LCoA. Based on the MN’s interface identifier, the
IAAM creates the new LCoAs for the MN beforehand by concatenating it to the
another network prefixes on its MAP domains. And then, it confirm whether the
generated new MN’s LCoAs are a duplicate or not. If the generated new MN’s
LCoA is duplicated, the IAAM changes the MN’s interface identifier to random
number. And then, it recreates the new LCoA based on the new MN’s interface
identifier (i.e., random number). After the creation of the new LCoA, it must be
rechecked whether this is a unique address or not. Finally, the IAAM puts the
confirmed new LCoAs into its IP address pool. As a result, the IAAM has an IP
address pool that maintains a list of the confirmed new LCoAs to be used for
supporting HMIPv6 handover. Using the IAAM, DAD handling procedures can
be avoided so that the MAP could be immediately available in response to the
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new LCoA request from the MN. Notice that the above procedure is performed
once for all when the MN resides within an MAP domain.

3 Protocol Description

First of all, we assume that the ARs and MAP share necessary security as-
sociation established. When an MN moves into a new MAP domain, it needs
to configure two CoAs: an Resional CoA (RCoA) on the MAP’s link and an
on-Link CoA (LCoA). The LCoA is the on-link CoA configured on an MN’s
interface based on the prefix advertised by its default router. An RCoA is an
address obtained by the MN from the visited network. An RCoA is an address
on the MAP’s subnet. It is auto-configured by the MN when receiving the MAP
option. After the MN’s registration with the MAP, the IAAM creates the con-
firmed new LCoAs and it puts the confirmed new LCoAs into its IP address pool
as mentioned in the previous section.

The FHMIPv6 scheme can be classified into two operational modes based
on the state of the MN: proactive and reactive. If the MN does not receive
Fast Binding Acknowledgment (F-BACK) message from the MAP prior to its
movement, the handover procedure is similar to the FMIPv6[2]. We call this case
reactive mode. On the contrary, if the MN has received a F-BACK message from
the MAP prior to its movement, it performs proposed fast handover scheme to
reduce the latency in HMIPv6. We call this case proactive mode. Fig. 3 shows
the proactive fast handover message interaction. The procedures of the proactive
fast handover are as follows:

1) If the fast handover procedure is initiated by using the L2 trigger informa-
tion, the MN sends a Router Solicitation for Proxy (RtSolPr) message to the
oAR. It includes the identifier of its prospective attachment point.

2) After the reception of the RtSolPr message, the oAR forwards it to the MAP.
Based on the identifier of the MN’s prospective attachment point, the MAP
selects a confirmed new LCoA using the IAAM. And then, the IAAM deletes
it from its IP address pool.
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3) The MAP delivers the confirmed new LCoA to oAR via the responding
Proxy Router Advertisement (PrRtAdv) message. The oAR forwards it to
the MN.

4) Upon reception of the RtSolPr message, the MAP sends a Handover Initiate
(HI) message to the nAR so as to establish a bi-directional tunnel. The HI
message contains the link-layer address, current LCoA, and the confirmed
new LCoA of the MN. After the reception of the HI message from the MAP,
the nAR creates a host route entry for current LCoA and sends a Handover
Acknowledgement (HACK) message to the MAP. Finally, the nAR start
buffering for any packets arriving for the MN. Notice that the HI/HACK
exchange is performed only for tunnel establishment in FHMIPv6 scheme.

5) In response the PrRtAdv message, the MN sends a F-BU message to the
MAP before it is disconnected from its link. This F-BU message includes
the current LCoA and confirmed new LCoA for the MN to use. To minimize
packet loss at the MN, the MN can send a F-BU message with ’S’ flag set
to the MN. After the reception of the F-BU message with ‘S’ bit set, in that
case, traffic for the MN will be sent from the MAP to both oAR and nAR
during the handover procedure.

6) In response the F-BU message, the MAP sends a F-BACK message to the
MN. The result of F-BU and F-BACK processing is that MAP begins tun-
nelling MN’s packets to new LCoA.

7) If a CN sends a packet to the MN before MN is able to attach to the nAR, the
MAP forwards packet to the nAR and the nAR buffers any packets arriving
for the MN.

8) When the MN moves into the nAR’s network, it sends the Fast Neighbor
Advertisement (F-NA) to initiate the flow of packets at the nAR.

9) As a response, the nAR sends a Router Advertisement with Neighbor Ad-
vertisement (NAACK) and forwards the buffered packet to the MN.

The procedures of the reactive fast handover are simple. If the MN does
not send F-BU message or receive F-BACK message prior to its movement, the
oAR creates a host route entry for current LCoA. And then, the MN must send
a F-BU message as soon as it attaches to nAR. During the L2 layer switching
time, in this case, packets destined to the MN are routed to its oAR first and
are forwarded to the MN via the MAP and nAR as same to FMIPv6[2].

4 Performance Evaluation

In this section, we will compare our proposed scheme with fast handover scheme
in MIPv6 (FMIPv6), presented in [1]. Let us call our proposal the FHMIPv6. The
performance metrics is the total signaling cost for location update and packet
delivery.

4.1 Signaling Cost in FMIPv6

As similar to [8], the following parameters are assumed for cost evaluation of the
location update.
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– Cpn: The transmission cost of control signal between the MAP and the nAR.
– Cpo: The transmission cost of control signal between the MAP and the oAR.
– Cnm: The transmission cost of control signal between the nAR and the MN.
– Com: The transmission cost of control signal between the oAR and the MN.
– Con: The transmission cost of control signal between the oAR and the nAR.
– Cpm: The transmission cost of control signal between the MAP and the MN.
– vd: The processing cost for DAD handling.
– ao: The processing cost at the oAR.
– an: The processing cost at the nAR.
– ap: The processing cost at the MAP.
– lom: The average distance between the oAR and the MN.
– lnm: The average distance between the nAR and the MN.
– lpn: The average distance between the MAP and the nAR.
– lpo: The average distance between the MAP and the oAR.
– δU : The proportionality constant for location update.
– T : The total time that the MN performs fast handover procedure.

Fig. 4 shows the control signaling message for fast handover procedure with
oAR, nAR, MAP, and MN in FMIPv6. According to signaling message flows for
fast handover, the total signaling cost for location update can be calculated as
follows:

CLU = 2ao + 2an + 4Com + 3Con + 2Cnm + vd (1)

For simplicity, we assume that the transmission cost of location update is
proportional to the distance between the source and destination mobility agents
such as oAR, nAR, MAP, and MN. Thus, Con can be represented as Con =
Cpo +Cpn. Using the proportional constant δU , each cost of location update can
be rewritten as follows:

CLU = 2ao + 2an + ap + (4lom + 3(lpo + lpn) + 2lnm)δU + vd (2)
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In term of the packet delivery cost, we consider the costs associated with
both forwarded and tunnelled packets from oAR to nAR. For cost evaluation of
the packet delivery, the following parameters are assumed.

– Tcp: The transmission cost of packet delivery between the CN and MAP.
– Tpo: The transmission cost of packet delivery between the MAP and oAR.
– Tpn: The transmission cost of packet delivery between the MAP and nAR.
– Tom: The transmission cost of packet delivery between the oAR and MN.
– Tnm: The transmission cost of packet delivery between the nAR and MN.
– lcp: The average distance between the CN and the MAP.
– vo: The processing cost of tunnelling at the oAR.
– vn: The processing cost of tunnelling at the nAR.
– δD: The proportionality constant for packet delivery.
– δT : The proportionality constant for tunneling.
– tL2: The average time taken from the start of the L2 trigger event to the

reception of F-BACK message from the MAP at the MN (where tL2 ≤ T ).

Before the reception of F-BACK message from the MAP, packets are for-
warded to the MN via the MAP and oAR. After the reception of F-BACK
message, however, packets will traverse the MAP-oAR link twice and forward to
the MN via nAR. Using the proportional constant δD, thus, the packet delivery
cost can be expressed as follows:

CPD = (Tcp + Tpo + Tom) · tL2

+(vo + vn + Tcp + 2Tpo + Tpn + Tnm) · (T − tL2) (3)

We assume that the transmission cost of packet delivery is proportional to
the distance between the sending and receiving mobility agents. With the pro-
portionality constant δD, Tcp, Tpo, Tpn, and Tnm can be represented as Tcp =
lcpδD, Tpo=lpoδD, Tpn = lpnδD, and Tnm=lnmδD. Also, we define a proportion-
ality constant δT which is a tunnelling process constant for packet forwarding
at the oAR and nAR. And, we assume that the processing cost of the oAR and
nAR are same. Therefore, vo can be represented as vo=λαδT and vn can be
represented as vn=λαδT . Finally, we can get the packet delivery cost as follows:

CPD = (lcp + lpo + lom)δD · tL2

+(2λαδT + (lcp + 2lpo + lpn + lnm)δD)(T − tL2) (4)

Based on the above analysis, we induce the total signaling cost function in
FMIPv6 from (2) and (4):

CTOT (λα, T, tL2) = CLU + CPD (5)
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4.2 Signaling Cost in FHMIPv6

For cost evaluation in FHMIPv6, the following parameters are assumed.

– vp: The processing cost of tunnelling at the MAP.
– α: The probability that an MN performs proactive fast handover scheme.
– 1− α: The probability that an MN performs reactive fast handover scheme.

According to signaling message flows for proactive fast handover scheme as
shown in Fig. 3, the total signaling cost for location update can be calculated
follows:

C
′
LU = ao + 2an + 2ap + 2Com + 2Cpo + 2Cpm + 2Cpn + 2Cnm (6)

The Cpm can be represented as Cpm=Cpo + Com. Using the proportional
constant δU , each cost of location update can be rewritten as follows:

C
′
LU = ao + 2an + 2ap + (4lom + 4lpo + 2lpn + 2lnm)δU (7)

As similar to Eq. (3) and (4), vp can be represented as vp=λαδT . Thus, the
packet delivery cost can be expressed as follows:

C
′
PD = (Tcp + Tpo + Tom) · tL2 + (2λαδT + Tcp + Tpn + Tnm)(T − tL2) (8)

As a result, we can get the packet delivery cost as follows:

C
′
PD = (lcp + lpn + lnm)δD · tL2 + (2λαδT + (lcp + lpn + lnm)δD) · (T − tL2) (9)

Based on the above analysis, we induce the total signaling cost function in
FHMIPv6 from (7) and (9):

C
′
TOT (λα, T, tL2) = α · (C′

LU + C
′
PD) + (1 − α) · (C′

LU + CPD) (10)

4.3 Analysis of Results

In this section, we demonstrate some numerical results. Table 1 shows the some
of parameters used in our performance analysis that are discussed in [8]. For
simplicity, we assume that the distance between mobility agents are fixed and

Table 1. Performance Analysis Parameter

Parameter ap ao an vp λα T δD δU δT tL2

Value 10 5 5 5 0.01 - 50 0.01 - 100 0.2 15 15 0.01 - 100
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same number and α and 1 − α are same (i.e., α = 0.5). We define the relative
signaling cost of the FMHIPv6 as the ratio of the total signaling cost for the
FHMIPv6 to that of the FMIPv6. A relative cost of 1 means that the costs under
both schemes are exactly the same. Fig. 5 shows the impact of tL2 on the relative
signaling cost for T = 10. As shown in Fig. 5, the relative signaling cost increases
as tL2 increases. We can see that the performance of FHMIPv6, on the whole,
results in the lowest total signaling cost compared with FMIPv6. For the fixed
value of tL2, the performance of FHMIPv6 is better than FMIPv6 for high value
of a packet arrival rate. This result is logical. During the fast handover period,
the CN sends a packet to the MN directly without the inefficient routing via the
oAR under the FHMIPv6. In addition, there is no DAD handling time during
the handover. Thus, the FHMIPv6 scheme can reduce the handover latency by
reducing the signaling cost. Fig. 6 shows the impact of packet arrival rate λα on
relative signaling cost when T = 10. As shown in Fig. 6, the relative signaling
cost decreases as the packet arrival rate λα increases. For the fixed value of λα,
the performance of FHMIPv6 is better than FMIPv6 for low value of tL2. This is
because as tL2 increases, packet delivery cost for inefficient routing decreases in
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FMIPv6. Thus, the performance of FMIPv6 and FHMIPv6 are almost same for
the high value of tL2. This implies that the performance of FHMIPv6 is better
than FMIPv6 when L2 layer switching time (i.e., T − tL2) is high. From the
above performance analysis, we come to know that our proposal achieves highly
considerable performance improvements when packet arrival rate and L2 layer
switching time are high.

5 Conclusion and Future Works

In this paper, we proposed novel fast handover scheme to reduce the handover
delay in HMIPv6. In FHMIPv6, an MN sends a F-BU message to the MAP
instead of the oAR. Therefore, our proposal can reduce the handover latency
by reducing the signaling cost in terms of packet forwarding and DAD handling
process. Analysis results using the discrete analytic model shows that FHMIPv6
can have superior performance than FMIPv6 when packet arrival rate is high
and L2 layer switching time are high.
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Abstract. As handoff latency increases, mobile hosts experience perfor-
mance and service quality degradations. Typically, it gives a significant
impact on the performance of real-time multimedia applications. In this
paper, an efficient handoff mechanism that reduces the handoff latency
in HMIPv6 is proposed. In the proposed handoff mechanism, each access
router learns its neighboring access router information. For this, a neigh-
bor access router discovery scheme is proposed. When a mobile host
senses that it will perform a handoff to a new network, it performs an
Address Auto-configuration procedure for its LCoA (RCoA and LCoA in
case of the handoff to a new MAP domain) in advance using the neighbor
access router information received from the current access router. These
features give us the reduction of latency both in intra-MAP and inter-
MAP handoffs. The simulation results using ns-2 show that the proposed
handoff mechanism reduces handoff latency.

1 Introduction

Mobile IPv6 [1] proposed by IETF (Internet Engineering Task Force) provides
a basic host mobility management scheme. In Mobile IPv6, when a MH (Mobile
Host) moves from one Access Router (AR) to another, it configures a new Care-
of-Address (CoA) and requests the Home Agent (HA) to update its binding.
A binding maintained by the HA is an association of a MH’s home address
and its CoA. When the HA has the binding for the MH, the HA intercepts
any packets destined to the MH, and tunnels them to the MH’s CoA. Thus, it
is necessary for the MH to register its current point of attachment to the HA
whenever it handoffs. During this process, there is a time interval that the MH
can’t send or receive any application traffics. This time interval is referred to as
handoff latency.

In base Mobile IPv6, handoff latency is divided into two distinct types of
latency: Layer 2 (L2) handoff latency and Layer 3 (L3) handoff latency. The L2
handoff latency is the period between the time when the air-link with current AR
is disconnected and the time when the MH connects to the air-link of the new
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AR that it will handoff. The L3 handoff latency is the sum of CoA acquisition
latency and binding update (BU) latency. An Address Auto-configuration (AA)
in stateless or stateful manner [2] occupies a major part of the CoA acquisition
latency. The BU latency is the period from the time when the MH sends a BU
message to its HA to the time when it receives a Binding Acknowledgement
(BAack) message from the HA. The overall handoff latency including both of the
two types of latency is long enough to make some packets to be lost. In addition,
when a real-time application such as VoIP is used, this would be intolerable.
Thus, reducing the handoff latency is a very critical problem in Mobile IPv6.

Hierarchical Mobile IPv6 (HMIPv6) [5] has been proposed to reduce the
signaling overhead and latency. However, HMIPv6 focused on the intra-MAP
(Mobility Anchor Point) domain handoff, not on the inter-MAP domain hand-
off [7-11]. In this paper, we propose a neighbor AR (Access Router) discovery
mechanism in HMIPv6, and we propose an efficient handoff procedure using the
AR discovery mechanism. The neighbor AR discovery mechanism lets each AR
and MAP know its neighbor ARs or MAPs, and thus a MH can perform hand-
off process in advance by the proposed handoff mechanism. When a MH senses
that it will perform a handoff, the MH generates a new CoA from the AA (Ad-
dress Auto-configuration) process in advance and sends it to the corresponding
AR and MAP. The AR and MAP also perform the DAD (Duplicate Address
Detection) process on behalf of the MH for the newly configured MH’s CoA in
advance.

The rest of this paper is organized as follows. Section 2 briefly describes the
HMIPv6 mobility management protocol. In Section 3, we present the proposed
mechanisms to reduce the handoff latency during the intra-MAP and inter-MAP
handoffs in HMIPv6. We evaluate the proposed mechanisms in Section 4. Section
5 concludes this paper.

2 Hierarchical Mobile IPv6 [5]

The Hierarchical Mobile IPv6 (HMIPv6) protocol is proposed to minimize the
BU signaling latency and overhead, and it separates mobility management into
intra-domain mobility and inter-domain mobility. A Mobility Anchor Point
(MAP) in HMIPv6 treats the mobility management inside a domain. Thus,
when a MH moves around the sub-networks within a single domain, the MH
sends a BU message only to the current MAP. When the MH moves out of the
domain or moves into another domain, Mobile IPv6 is invoked to handle the mo-
bility. The basic operation of the HMIPv6 can be summarized as follows. A MH
entering a MAP domain will receive from ARs a Router Advertisement (RA)
message containing the information on local MAPs. From this message, the MH
forms two CoAs: LCoA (Local CoA) and RCoA (Regional CoA). It binds its
current location (LCoA) with its current domain (RCoA). LCoA is configured
from the network prefix of the AR to which it is currently attached, and RCoA is
configured from the network prefix of the MAP. Acting as a local HA, the MAP
receives all packets on behalf of the MH it is serving, and encapsulates and for-
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Fig. 1. The neighbor discovery procedure (a) and an example of a neighbor AR table
at a MAP (b)

wards them directly to the MH’s LCoA. If the MH handoffs to a new AR and
changes its current address (LCoA) within a local MAP domain, it only needs
to register the new LCoA with the MAP. Therefore, only the RCoA needs to be
registered with the HA. The RCoA does not change as long as the MH moves
within a MAP domain. This makes the mobile node’s mobility to be transparent
to the CN and the HA. A MAP domain’s boundaries are defined by the ARs
advertising the MAP information to the attached MH.

3 Proposed Protocol

In both Mobile IPv6 and HMIPv6, no information is exchanged among ARs.
Thus only after completing the L2 handoff, a MH can receive the information
about the AR to which the MH will handoff via Agent Advertisement message.
On-going communication sessions with other hosts are impossible before the
completion of this handoff process.

In the proposed mechanism, each AR can learn the information about its
geographically adjacent ARs. Typically, this information includes the global ad-
dress, L2 identifier, and the network prefix of the AR that is currently advertised.
In this mechanism, the current AR that the MH is visiting would be able to in-
form the MH of the network prefix information of ARs to which the MH is likely
to handoff. If this is possible, the MH can start the Address Auto-configuration
(AA) process in advance for LCoA in case of intra-map handoff, and both of
LCoA and RCoA in case of inter-map handoff. After completion of the AA pro-
cess, the MH sends an incomplete binding update message, which is a newly
defined message and will be discussed later, to a MAP in advance, and the MAP
can also perform the Duplicate Address Detection (DAD) process in advance
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using this message. Through this signaling flow, we may expect remarkable de-
creases of handoff latency.

In the following sections a neighbor AR discovery mechanism and the handoff
procedure using the neighbor information is presented.

3.1 Neighbor ARs Discovery Mechanism

The objective of the neighbor ARs discovery is that a MH completes almost all
the process required to perform a handoff before the actual handoff. The com-
plexity and overhead of information exchange among neighbor ARs are marginal
because each AR has a limited number of neighbors.

In the proposed neighbor ARs discovery scheme, MAPs play an important
role for managing the neighbor ARs information. As shown in Fig. 1(b), a MAP
maintains a neighbor ARs table that includes a list of ARs within its own domain
and their respective neighbor ARs. Each AR in a domain periodically sends to
the MAP a control message containing its L2 identifier, global address, and net-
work prefix information. From those messages from each AR, the MAP updates
the corresponding entry for the AR in the neighbor ARs table. MAPs learn the
neighbor relationship among ARs from the MH when it handoffs from one AR
(AR1) to another AR (AR2). Since AR1 and AR2 are neighbor ARs, the MH
sends a BU message with an option field to the MAP and the MAP updates
its neighbor ARs table based on the information drawn from the BU message
and the option field. The option field in a BU message contains the L2 identifier,
global address, and network prefix information of the previous AR. The L2 iden-
tifier of an AR is used as an index to find information of the AR in the neighbor
ARs table when the current AR receives a (proxy) router solicitation message
from a MH. When an entry for an AR (e.g., AR1) in the neighbor ARs table
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is changed, the MAP sends the changed neighborhood information to neighbor
ARs of AR1. This change includes the addition of a new AR, deletion of an
existing AR, or information changes of an existing AR (such as global address
or advertised network prefix changes). The neighbor ARs table of a MAP also
includes its neighbor MAPs information. If a MH handoffs from AR1 of MAP1
to AR2 of MAP2, then MAP2 notifies MAP1 of the neighborhood information
between the two MAPs.

Figure 1(a) shows the procedure that a MAP gathers and redistributes the
neighbor ARs information. A MH sends a BU message to the MAP (1-a). Each
AR periodically sends control messages to the MAP and the MAP records this
information (1-b). The MAP records the current and the previous addresses of
ARs and MAPs from the BU message sent by the MH. The MAP compares the
address pairs and derives the neighborhood relationship of the local ARs based
on the information recorded before (2). If only AR addresses are different, the
two ARs are located in the same MAP domain. The MAP sends the derived
neighbor ARs information to each AR (3). If AR addresses and MAP addresses
are different, the two ARs are in different MAP domains. In this case, the MAP
sends the neighbor ARs information to its ARs and the previous MAP.

Figure 1(b) shows an example of a neighbor AR table of MAPs. In the figure,
MH moves from AR1 to AR5 through AR2, AR3, and AR4. The number in
a circle indicates the sequence of constructing a neighbor AR table. Initially,
MAP1 has table entries of MAP1, AR1, AR2, AR3, and MAP2 has table entries
of MAP2, AR4, and AR5. When the MH handoffs to AR2, MAP1 comes to know
that the MH has moved from AR1 to AR2 by the BU message from the MH,
and MAP1 updates AR2’s and AR1’s entries in the neighbor AR table (1,2).
Since the neighbor AR table has been changed, MAP1 sends the neighborhood
information to AR1 and AR2. When the MH handoffs to AR3, the AR3’s and
AR2’s entries in the neighbor AR table of MAP1 are changed (3,4), and MAP1
sends the neighborhood information to AR3 and AR2. When the MH handoffs
to AR4, MAP2 knows that the MH comes from AR3 whose MAP is MAP1, and
thus AR4’s and MAP2’s entries in the neighbor AR table of MAP2 are changed
(5,6), and MAP2 sends the neighborhood information to AR4 and MAP1 (7,8).
Figure 2 summarizes the proposed neighbor ARs discovery scheme in a flow
chart.
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3.2 Pre-binding Update and Forward Mechanism

In standard Mobile IPv6, after a MH moves from one subnet to another, it in-
forms its HA and CNs of the newly configured CoA after performing the Address
Auto-configuration (AA) process for that CoA. In the proposed scheme, on be-
half of the MH, the new AR (for LCoA) and/or the new MAP (for RCoA) to
which the MH is likely to handoff performs the DAD (Duplicate Address Detec-
tion) process to determine whether the MH’s address can be used or not in that
network. Because ARs and MAPs know their respective neighbor AR’s address
information using the neighbor ARs discovery scheme, when the MH senses that
it will perform a handoff, it can transmit a (proxy) Agent Solicitation message to
the current AR, and the AR can send an (proxy) Agent Advertisement message.
When the MH receives this message, it performs in advance an AA process for
the new CoA before the actual handoff and sends to the new AR a pre-binding
update (Pre-BU) message that requests the new AR to perform a DAD process
for the new CoA. The Pre-BU message format is similar to the BU message
format. The AR (AR and MAP in case of inter-MAP domain handoff) performs
a DAD and records the address as incomplete state in response to the MH’s
pre-BU message. The incomplete state of the MH’s address means that it will
not be used for routing of the MH until the MH sends a real BU message after
the actual handoff. After L2 handoff completes, the MH sends a BU message to
the new MAP via new AR. The new AR and the new MAP finish the handoff
process and directly progress routing by changing the MH’s address in incom-
plete state into in complete state without DAD process. Figure 3 shows a state
transition diagram of the address that a MH uses.

Figures 4 and 5 represent the signal flows of the proposed handoff process,
both intra-MAP domain handoff (Figure 4) and inter-MAP domain handoff (Fig-
ure 5). Since the signal flow patterns in both of the handoff cases are similar, we
describe only the inter-MAP domain handoff in detail.

1. When a MH receives a L2 beacon message from nAR, the MH sends a (proxy)
Agent Solicitation message that includes the L2 identifier information of nAR
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to the current AR (oAR) to request the nAR’s information (the network
address prefix and global address of the nAR).

2. In response to the Agent Solicitation message, oAR checks the neighbor AR
information using the L2 identifier in it. If oAR finds the requested informa-
tion, it sends the MH a (proxy) Agent Advertisement message that includes
the requested information (network address prefix and global addresses of
nAR and nMAP).

3. The MH performs the AA process and forms new LCoA and RCoA.
4. The MH sends a Pre-BU message to nAR for DAD processing of LCoA. The

nAR receiving the Pre-BU message records the MH’s address as incomplete
state and sends a Pre-BAck message to the MH. The MH also sends a Pre-BU
message to nMAP for DAD processing of RCoA. Upon receiving it, nMAP
performs the DAD process for RCoA, sends back a Pre-BAck message, and
starts buffering the packet destined to the MH. During the AA and DAD
processes, the MH still can receive packets from oAR. The MH also sends
a forward notification message to oMAP. It requests oMAP to forward the
packets arrived at oMAP to nMAP from now on.

5. The MH performs the L2 handoff.
6. As soon as the completion of L2 handoff, the MH sends a BU to nMAP via

nAR.
7. The nAR and nMAP receive it and change the MH’s address state into

complete. nMAP sends the buffered packet destined to MH with a BAck
message.

8. MH receives it and sends a BU message to HA/CN for normal routing.
9. HA/CN receives it and sends the BAck message to MH.

4 Simulation Results

We performed simulation study using ns-2 [12] to evaluate the performance of
the proposed mechanism. Figure 6 illustrates the network topology used in our
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Fig. 6. Simulation Topology
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simulation study. The total simulation time is 80 sec. and a MH moves with 2 m/s
crossing contiguous cells. Each cell has a 802.11 wireless LAN air interface. The
CN starts sending a packet to the MH at 10 sec. after the simulation starts and
finishes sending when simulation completes. 256 bytes UDP packet is used and
packet interval is 10 ms. To consider L2 trigger time, and the time required to
perform AA and DAD, we assume L2 handoff latency and address resolution
time are 200 ms and 300 ms, respectively, and the agent advertisement period is
set to 1 s. At t=25 s, an intra-MAP domain handoff occurs from AR1 to AR2,
and at t=60 s an inter-MAP domain handoff occurs from AR2 within MAP1 to
AR3 within MAP2. We assume the duplex-link wired links between an AR and
an intermediate node and the DropTail queue for output queue at each node.



192 Jae-Myung Jang et al.

Fig. 8. End-to-end packet transmission time in the intra-MAP domain handoff

Fig. 9. End-to-end packet transmission time in the inter-MAP domain handoff

First, we measure and compare the handoff latencies for various Mobile IPv6
configurations. The handoff latency of base Mobile IP is defined as the period
of time between the disconnection of the MH’s wireless link and the reception
of its HA’s BAack (binding acknowledgement). Corresponding handoff latency
for a intra-MAP domain handoff in HMIPv6 is the period between the dis-
connection of the MH’s wireless link and the reception of its MAP’s BAck. In
inter-MAP domain handoffs, the handoff latency is the time from when a MH
triggers link-down in the current network to when the MH receives HA’s first
binding acknowledgement after it receives BAck from the new MAP.

Figure 7 shows the handoff latency of five schemes - standard MIPv6 (MIP),
MIPv6 with fast handoff (FMIPv6), HMIPv6, HMIPv6 with fast handoff (FH-
MIPv6), and the proposed mechanism. As shown in the figure, the base MIP
shows the largest intra-MAP domain handoff latency. The proposed mechanism
shows the minimum latency, although its latency is very comparable with that
of FHMIP. For inter-MAP domain handoff, HMIP shows the largest handoff
latency. Just as in intra-MAP domain handoff, the proposed mechanism shows
the minimum latency. Note that the inter-MAP domain handoff improvement
of the proposed mechanism is very large. It is due to the fact that the proposed
mechanism performs the AA and DAD processes in advance.

Figure 8 shows end-to-end packet transmission time according to packet se-
quence numbers when there is an intra-MAP domain handoff. Here, end-to-end
packet transmission time is the time from a CN transmit a packet to the time
a MH receives the packet. We compare the three protocols - base MIP, HMIP,
and the proposed mechanism. As shown in the figure, MIP shows many packet
losses due to the large handoff latency, and HMIP shows decreased packet losses
than base MIP through the advantages of MAP entity. The proposed mechanism
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shows the best performance without packet loss. In the proposed mechanism
MAPs buffer and forward packets during a handoff period, which improves the
overall performance. Figure 9 shows end-to-end packet transmission time accord-
ing to packet sequence numbers when there is an inter-MAP domain handoff.
Compared with MIP and HMIP, the proposed mechanism shows the best per-
formance, too.

5 Conclusions

In this paper, we propose efficient neighbor AR discovery mechanism and the
handoff procedure using the neighbor information. The proposed neighbor ARs
discovery scheme let each AR and MAP know its neighbor ARs or MAPs, and
thus MH can perform handoff process in advance by the proposed handoff mech-
anism. When a MH senses that it will perform a handoff, the MH generates a new
address from the AA process in advance and sends it to the corresponding AR
and MAP. The AR and MAP also process the DAD for the MH’s address in
advance. According to our simulation study, the proposed handoff mechanism
shows improved performance over existing mechanisms due to the fact that the
proposed mechanism performs the AA and DAD processes in advance. Although
the proposed mechanism provides improvements for both intra-MAP domain
handoff and inter-MAP domain handoff, we can get more performance improve-
ments for the inter-MAP domain handoff case.
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Abstract. In third generation mobile communications networks, the
core network nodes such as Home Location Register (HLR) and GPRS
Support Nodes are implemented on a highly scalable, real-time mobility
database cluster. In this letter, we propose an analytic model to investi-
gate the availability and performance of the parallel system for the HLR.
The study indicates that the number of processors, the steady-state prob-
ability that a processor is operational, the arrival rate of HLR accesses,
and the variance of the service time for a processor affect the system per-
formance. Our study provides guidelines for designing the parallel HLR
system.

1 Introduction

In third generation UMTS (Universal Mobile Telecommunications System) mo-
bile system [3, 1], the core network nodes such as Home Location Register (HLR)
and GPRS Support Nodes (GSNs) are responsible for processing several thou-
sands of mobile user records simultaneously. For example, the HLR is accessed
when a mobile terminated communication session is initiated or a location up-
date occurs. On the other hand, a GSN is accessed when a Packet Data Protocol
(PDP) context is created, modified, or deleted for a mobile user. The above
examples are usually classified as high-performance, transaction-oriented appli-
cations. To process the records with high speed, the UMTS core network nodes
are typically implemented on a highly scalable, real-time mobility database clus-
ter. In this letter, we use HLR as an example to illustrate the availability issues
of mobility databases. Same results apply to the GSNs. In a commercial HLR
product [2], the mobility database cluster is implemented with loosely coupled
CPUs such as Pentium processors. A unique property of mobile data access is
that processing of individual records are independent of each other. Therefore,
more than one processor can access the mobility database simultaneously. An
abstract parallel architecture for the HLR is illustrated in Figure 1.

In this architecture, the access requests first arrive at the front-end processor.
This high-speed processor dispatches the requests to the processor cluster. The
processors in the cluster handle the requests in parallel. They can simultaneously
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access the mobility database without interfering each other. In this letter, we
propose an analytic model to investigate the performance of the parallel HLR
architecture. Section 2 describes the proposed analytic model. Section 3 uses
numerical examples to show the guidelines for designing the parallel HLR system.

2 An Analytic Model

This section models the availability and performance of the parallel system for
the HLR. We assume that there are n processors in the cluster. A processor is ei-
ther operational or down. The operational readiness of a processor is modeled by
alternating renewal processes. In the kth cycle (k ≥ 1), let Xk be the operational
time and Yk be the down time. Assume that the random vectors (Xk, Yk) are
independent and identically distributed. Note that Yk may be dependent on Xk

(i.e., the length of the down time may depend on the previous operating time).
If E[Xk + Yk] < ∞ and Xk + Yk is non-lattice 1 then the operational readiness
(see Theorem 3.4.4 [4]) for a processor is

p = lim
t→∞Pr[processor is operational at time t] =

E[Xk]
E[Xk] + E[Yk]

If the HLR database is an n-processor system (excluding the front-end proces-
sor), then the probability that i ≤ n processors are operational is

p(n, i) =
(

n

i

)
pi(1 − p)n−i (1)

We are interested in the following two measures of the HLR database.

– When an access (e.g., a phone call or a location update) arrives, what is the
probability αn that an n-processor HLR system is down?

1 A nonnegative random variable is said to be lattice if it only takes on integral
multiples of some nonnegative number.
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– If the system is operational (i.e., i > 0), what is the expected response time
R̄ = E[R|i > 0] to access the HLR database?

We assume that the accesses to the HLR form a Poisson stream with rate λ. The
service time ts for a processor to complete an access has a general distribution
with mean 1/μ. Therefore the HLR can be modeled by an M/G/i queue where i
is the number of operational processors. Though no closed form expression for
the mean query response time E[Ri] is known, E[Ri] can be approximated as [5]

E[Ri] � (1 + c2
v)ρiΘi

2λ(1 − ρi)
+

1
μ

(2)

where

ρi =
λ

iμ
,

Θi =
λi

μi−1(i− 1)!(iμ− λ)

⎡⎣i−1∑
j=0

λj

μjj!
+

λi

μi−1(i− 1)!(iμ − λ)

⎤⎦−1

and cv is the coefficient of variation of the service time distribution. That is, cv =
μ
√

V ar[ts], where V ar[ts] is the variance of ts. Note that (2) is exact for M/M/i
and M/G/1.

From (1), it is clear that

αn = p(n, 0) = (1 − p)n (3)

From (2),

R̄ =
[

1∑n
i=1 p(n, i)

]{ n∑
i=1

E[Ri]p(n, i)

}

�
(

1
1 − αn

){ n∑
i=1

[
(1 + c2

v)ρiΘi

2λ(1 + ρi)
+

1
μ

](
n

i

)
pi(1 − p)n−i

}
(4)

3 Numerical Results and Discussions

This section investigates the performance of the parallel HLR system based on
the analytic model developed in the previous section. We use some numerical
examples to illustrate the effects of n (i.e., the number of processors), p (i.e., the
steady-state probability that a processor is operational), λ (the arrival rate of
HLR accesses) and cv (i.e., the coefficient of variation of the service time ts) on
the output measure R̄. Note that from (4), R̄ represents the expected response
time to access the HLR database when the system is operational (i.e., at least
one processor is active).

Figure 2 plots R̄ as functions of n, p and λ, where cv = 1.0 (i.e., the service
time ts is exponentially distributed), and p = 0.8, 0.9 and 0.99999. In this figure,
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Fig. 2. The Effects of n, p and λ (cv = 1.0)

the solid and dashes curves represent the cases for λ = 0.9μ and λ = 0.5μ,
respectively. Figure 2 shows intuitive results that R̄ is a decreasing function
of n, and is an increasing function of λ. We also observe the following non-trivial
results: R̄ is significantly affected by n when n is small (e.g., n ≤ 4 for the case
of λ = 0.9μ). On the other hand, when n is large, R̄ is slightly affected by n,
and the value of R̄ approximates to 1/μ. Specifically, for n ≥ 5, adding extra
processors will not improve the performance of the HLR. Figure 2 also indicates
that increasing p results in the increase of i (i.e., the number of operational
processors) and thus the decrease of the expected response time R̄. Note that
when n = 1, R̄ is not influenced by the p value (because we assume that one
processor is always operational).

Figure 3 plots R̄ against cv (i.e., the coefficient of variation of the service time
distribution). In this figure, λ = 0.5μ, and p = 0.8 and 0.9. The curves indicate
that R̄ increases as cv increases. This phenomenon is explained as follows. As cv

increases (i.e., V ar[ts] increases), more long and short service times are observed.
An HLR access with a long service time may result in longer queuing delay of
subsequent accesses even though these subsequent accesses have short service
times. Thus a larger R̄ is observed. We also observe that when cv ≤ 1, cv only
has insignificant effect on R̄. On the other hand, when cv ≥ 1, R̄ significantly
increases as cv increases. Furthermore, the increasing rate of R̄ is larger for
p = 0.8 than for p = 0.9.

In order to meet the telecom-grade requirement, 99.999% reliability for the
parallel HLR system should be achieved. Table 1 illustrates the effect of p under
the condition of 99.999% HLR reliability, where λ = 0.5μ and cv = 1.0. In this
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Fig. 3. The Effect of cv (λ = 0.5μ)

figure, two output measures are considered: the number of required processors
and the expected response time. When p = 0.8, an 8-processor HLR system is
needed to achieve 99.999% reliability, and its expected response time is about
1/μ. On the other hand, when p = 0.997, only two processors are needed, but
the expected response time increases to 1.07/μ.

The above discussions give examples on how to select the number and the
types (in terms of reliability) of processors to achieve the telecom-grade HLR
performance.

Table 1. The Expected Response Time and the Number of Required Processors for
Different p Values under the Condition of 99.999% HLR Reliability (cv = 1, λ = 0.5μ)

Number of
p Required Processors R̄ (1/μ)

0.997 2 1.072250

0.99 3 1.008138

0.95 4 1.002837

0.90 5 1.001624

0.85 7 1.000252

0.80 8 1.000244
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Abstract. As cellular packet data services become widely deployed by
the rollout of the General Packet Radio Service (GPRS) and 3G cellular
networks, the packet-switched cellular network is emerging as an alter-
native to the existing circuit-switched cellular network. While the circuit
data service provides wireless bandwidth guarantees, the packet data
service offers better radio resource utilization due to its packet-switched
multiplexing principle applied in the air interface. Therefore, the capa-
bility of having a data service over either the circuit-switched radio or
the packet-switched radio provides a tradeoff between the perceived QoS
and the radio utilization.
This paper proposes a novel framework for dynamic bandwidth adapta-
tion that allows an ongoing data traffic to alternate between the circuit
data service and the packet data service using Mobile IP in the hybrid
cellular network. Our approach can be used as a tool to handle the dy-
namically changing load in a cell and also easily deployed in any hybrid
cellular network where the circuit and packet data services coexist

1 Introduction

Radio has been considered the most scarce and valuable resource in wireless
networks. Especially in commercial cellular mobile networks, the radio resource
in a cell is well managed and arbitrated among active mobile stations by the
collaborations of highly structured and complex link-layer protocols and various
functional entities. In the existing circuit-switched cellular network, each active
mobile station is assigned a dedicated unit of bandwidth called a (physical) chan-
nel, which might be a frequency in FDMA, a time slot in TDMA, and a code in
CDMA. When used for data service, the circuit-switched cellular network, mainly
designed for voice traffic transportation, has several disadvantages such as long
and complicated connection setup, inefficient radio utilization for bursty data
traffic, and high connection charge largely incurred by the low channel utiliza-
tion. In order to address these weaknesses, the packet-switched1 data service (or
� This research work was supported in part by DARPA under contract number N-

666001-00-1-8953 and NSF grant ANI-0240383.
1 In this paper, “packet-switched data service” or “packet data service” means a data

service based on the packet-switched multiplexing principle applied over the air

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 201–210, 2004.
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packet data service) such as General Packet Radio Service (GPRS) [1, 2] starts
being deployed in the existing and 3G cellular networks. Using packet-switched
multiplexing principle, several active mobile stations can be multiplexed onto
a single physical channel2, thereby increasing the channel utilization especially
for bursty data traffic.

However, even though the packet data service is getting high degree of pene-
tration, the existing circuit-switched cellular network will not disappear for the
foreseeable future due to its wide deployment and the capability of reliable voice
traffic transportation. The packet data service is rather integrated into the ex-
isting circuit-switched cellular network as a new bearer service. Therefore, the
circuit data service will continue to be available along with the packet data ser-
vice in this integrated network. We call this integrated network a hybrid cellular
network. The GSM/GPRS cellular network is a good example of the hybrid
cellular network.

The bandwidth guarantee3 over the air provided by the circuit data service
in the hybrid cellular network is of great advantage over the packet data service
for some classes of applications requiring the end-to-end bandwidth guarantee
because the wireless link is frequently a bottleneck of an application’s entire
end-to-end path due to its scarcity. Therefore, if dynamic bandwidth adaptation
by alternating an ongoing data traffic between the circuit data service and the
packet data service is provided in the hybrid cellular network, then this can used
to offer different QoS to the adaptive application. In addition, since the wireless
congestion in a cell can be handled by reducing the allocated bandwidth of
individual connection, the dynamic bandwidth adaptation can be used as a tool
to handle the dynamically changing load in a cell based on the desired tradeoff
between the perceived QoS and the radio utilization.

In this paper, we propose a novel framework for dynamic bandwidth adapta-
tion that allows an ongoing data traffic from or to the mobile station to alternate
between the circuit data service and the packet data service using Mobile IP in
the hybrid cellular network. While we will investigate our framework largely
based on the GSM/GPRS cellular network, the proposed scheme can be easily
applicable to any hybrid cellular network where the circuit data service and the
packet data service coexist.

The rest of this paper is organized as follows. Section 2 describes how circuit
and packet data services are established in the hybrid cellular network. Section
3 describes the proposed bandwidth adaptation scheme. Section 4 concludes the
paper.

among active mobile stations. Some digital cellular networks such as GSM (Global
System for Mobile communications) use packet radio, but packets from multiple
active mobile stations are not multiplexed onto a channel.

2 Each active mobile station multiplexed onto the same physical channel is assigned
a logical channel.

3 Due to the unstable nature of wireless link such as channel error, multi-path, and
shadowing, the achieved bandwidth may be less than the nominal bandwidth.
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2 Data Services in GSM/GPRS Cellular Network

Fig. 1 shows the basic components involved for the circuit data service and
the packet data service in the GSM/GPRS hybrid cellular network, omitting
irrelevant nodes. In very broad terms, when used for circuit data service, a GSM
network can be thought of as an ISDN network with base stations added to
it to provide a wireless interface. Unlike first generation cellular systems, the
modems reside in the core network, more precisely in the InterWorking Function
(IWF). The IWF serves as a data service gateway to the packet data network
(IP network). The IWF resides normally in the Mobile Switching Center (MSC)
responsible for the routing of the calls, the tracking of the mobile users. The Base
Transceiver Station (BTS) and Base Station Controller (BSC) form together the
access network of the GSM/GPRS network and are shared between the circuit
data service and the packet data service. The BSC is normally in charge of radio
resource management of one or multiple cell sites. The BSC splits the circuit
data traffic and the packet data traffic. The circuit data traffic is sent to the
traditional ISDN-based GSM network while the packet data traffic is routed to
the GPRS backbone network. Two new types of components are introduced in
the GPRS backbone network, the Serving GPRS Support Node (SGSN) and the
Gateway GPRS Support Node (GGSN). The SGSN, like the MSC in the GSM
network, is responsible for the support of user mobility and the access control of
users to the radio resources. The GGSN acts as an interface between the GPRS
backbone network and the external packet data networks.

To start the circuit data service, a mobile station first needs to contact the
circuit data gateway, here the InterWorking Function (IWF). The circuit data
gateway can be either directly connected to the data packet network, e.g. IP
network, or connected to the PSTN network that ultimately connects with some
ISP for accessing the data packet network. In this paper, we assume the circuit
data gateway is directly connected to the packet data network. One of the circuit
data gateway’s main functions is to allocate an IP address to the requesting
mobile station from its IP address pool. The mobile station can get a static
IP address or a dynamic IP address. In this paper, we assume the IP address
assigned to a mobile station is changing on each request. This dynamic IP address
allocation can be implemented through a DHCP server connected to the IWF.
Once the connection between the mobile station and the IWF is established, the
data transmission can start between the mobile station and the corresponding
host. The physical radio channel allocated to a mobile station is dedicated to
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the mobile station until the whole end-to-end data connection falls apart (the
solid line in Fig. 1).

In the packet cellular network, a mobile station undergoes as similar process
as in the circuit data service to initiate the packet data service. The mobile
station contacts the packet data gateway, which is under the carrier’s admin-
istrative domain, and asks for an IP address. After an IP address is allocated
to the mobile station, the data exchange between the mobile station and the
corresponding host can be initiated. Unlike the circuit-switched data service,
several mobile stations are multiplexed onto a physical channel (the dashed line
in Fig. 1). The allocated IP address is revoked and the packet data service
should be re-initiated if the communication between the mobile station and the
corresponding host is idle for some time4.

The mobile station capable of accessing the circuit and packet-switched net-
works has two logical modules called circuit data module and packet data mod-
ule. The routing table in the network layer of the mobile station dictates which
data module the data traffic from the upper-layer application should be routed
through. Depending on the these modules’ connectivity, there may be three types
of mobile stations in the hybrid cellular network.

1. The mobile station can be attached to both circuit and packet data services
and operate both services at the same time.

2. The mobile station can be attached to both circuit and packet data services,
but the mobile station can only operate one set of services at a time.

3. The mobile station can be exclusively attached to either circuit or packet
data service.

In this paper, we assume the first type of mobile stations are roaming in the
hybrid cellular network to be able to provide dynamic bandwidth adaptation.
In the GSM/GPRS cellular network, for example, when a GPRS-enabled mobile
station is in Class-A mode of operation, it supports simultaneous operation of the
circuit-switched GSM and the packet-switched GPRS services. When a mobile
station is connected to both circuit data service and packet data service at the
same time, it consumes two logical radio channels simultaneously, which reside
in separate physical channels. Since the mobile station has two IP addresses
at this moment, one for the circuit data service and the other for the packet
data service, it has to perform routing between these two data services in its
network layer for the outgoing traffic. Depending on the routing decision, the
data traffic from the upper-layer application is routed through the corresponding
data module. On the other hand, the incoming data traffic through both circuit
data module and packet data module is passed up to the application irrespective
of the routing table.
4 In the GPRS network, the mobile station should re-initiate the GPRS attach after

the ready and the standby timers expire.
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3 Proposed Dynamic Bandwidth Adaptation Scheme

Many bandwidth adaptation schemes have been introduced in cellular mobile
networks. These schemes propose how to allocate or adjust wireless bandwidth
efficiently for new, handoff, or existing connections when the load on the system
changes dynamically. However, most of these schemes are very complex and
difficult to deploy since they require wireless bandwidth to be split and merged
at will [5, 6, 7]. This is why most of these schemes are still in the research area.

To address this deployment issue, the proposed dynamic bandwidth adapta-
tion scheme is implemented as an add-on feature to the existing hybrid cellular
network. In addition, most modifications are made onto the core network with-
out disrupting the existing air interface protocols, so that the mobile station not
conforming to the proposed scheme can bypass the add-on feature and be still
compatible with our proposed framework.

Two challenging issues related to the propose scheme are to provide a trans-
parent IP address change to the application during bandwidth adaptation and to
provide fast adaptation, i.e., adaptation with low delay. To address these issues,
we modify the Mobile IP and use it as a basic tool when bandwidth adaption by
alternating an ongoing traffic between the circuit and the packet data service is
performed. The major contributions of the proposed scheme are as follows:

1. Our scheme provide a transparent transition between the circuit and the
packet data services while the connection is still in progress.

2. Our scheme is easy to deploy in cellular mobile networks, where the circuit
data service and the packet data service coexist.

3. Our scheme can provide quality of service by demoting an circuit data con-
nection to a packet data connection, which otherwise would be dropped
during handoff due to its relatively large bandwidth demand.

3.1 Promotion & Demotion

In the proposed scheme, the bandwidth consumed by an ongoing data connec-
tion is adapted by being promoted or demoted by the user or the base station
controller while the mobile station communicates with the corresponding host.
Demotion forces an ongoing circuit data connection to a packet data connection
that gets less bandwidth. Promotion is opposite.

To decide who has the capability of triggering the promotion and demotion,
two mobile station modes, user and system, are defined. The transition between
the user mode and the system mode is made only by the mobile station user
(or application). When a mobile station is in the user mode, the current data
service type is not changed until the mobile station user explicitly executes a
promotion or a demotion, thereby making possible user-driven QoS control. On
the other hand, when a mobile station is in the system mode, the mobile station’s
current data service type falls under the control of the corresponding base station
controller, thereby making possible network-driven QoS control. Therefore, the
base station controller will promote or demote only the mobile stations that are



206 JaeWon Kang and Badri Nath

Data

Data
Module

Packet

Module

Circuit

Mobile Station

Corresponding Host

Packet Data Network

Packet Data Gateway

Circuit Data Gateway

HA

FA

1

2

3

4

Fig. 2. Demotion in the Circuit-initiated Data Service

in the system mode based on the load in the cell and the desired network-wide
QoS.

The procedures of promotion and demotion are slightly different whether the
mobile station initiates its data service from the circuit data service or the packet
data service, i.e., circuit-initiated data service or packet-initiated data service.

3.2 Circuit-Initiated Data Service

In this section, the detailed procedures of demotion and promotion are explained
for the circuit-initiated data service. The circuit-initiated data service is either
the circuit or packet data service that was initiated as a circuit data service and
demoted or promoted zero or more times later. As noted above, when the mobile
station initiates a circuit data service, i.e., performs a circuit-initiated data ser-
vice, the data path is initially established through the circuit data gateway, the
packet data network, and ultimately to the corresponding host. The data traffic
from the corresponding host follows the reverse path as shown in Fig. 3 (a). The
circuit data gateway and the packet data gateway act as a home agent (HA)
and a foreign agent (FA) of Mobile IP, respectively as shown in Fig. 2. In this
configuration, the demotion corresponds to the host migration from the home
network to the foreign network in Mobile IP [4]. The promotion is opposite.

Demotion The demotion can be triggered either by the user or by the base
station controller when the mobile station is currently in the circuit data service.
The procedure is as follows.

1. The packet data module in the mobile station starts the demotion by sending
to the packet data gateway a packet data service request message with the
demotion bit set in the header of the request message, which specifies that
the requested packet data service is for demotion (step 1 in Fig. 2). The
circuit data gateway’s IP address and the mobile station’s current IP address
are included in the packet data service request message. The address of the
circuit data gateway has been obtained from the circuit data gateway when
the mobile station initiated the circuit data service. The mobile station’s
current IP address together with its link-layer identifier5 are recorded in the
demotion table at the packet data gateway for later use.

5 Gateways normally maintain the link-layer identifier (or routing number) for each
active mobile station to route the incoming traffic to the right mobile station.



Dynamic Bandwidth Adaptation 207

2. Additional IP address is allocated by the packet data gateway. At this mo-
ment, the mobile station has temporarily two IP addresses and two logical
channels. To differentiate two IP addresses, we call two IP addresses a circuit
IP address and a packet IP address, respectively. The traffic from or to the
corresponding host is still routed through the circuit data module at this
moment.

3. The packet data gateway, acting as a foreign agent (FA) in Mobile IP, con-
tacts the circuit data gateway, whose address was provided from the mobile
station, through the packet data network6 to provide a care-of address that
is the IP address of the packet data gateway (step 2 in Fig. 2).

4. As soon as the packet data gateway informs the circuit data gateway of its IP
address, it sends an route update message back to the mobile station (step 3
in Fig. 2). The network layer in the mobile station updates its routing table
when it receives the route update message, so that the data traffic from the
upper-layer application be routed through the packet data module to the
corresponding host. At this moment, the incoming traffic is still routed by
the circuit data service.

5. After receiving the care-of address, the circuit data gateway delivers the in-
coming packets from the corresponding host using IP tunneling technique.
Then the packet data gateway will strips the extra IP header and delivers
the original packet to the mobile station. As in Mobile IP, the packet data
gateway should not route the stripped packets based on the normal routing
scheme. Instead, it searches the demotion table and finds the link-layer iden-
tifier of the mobile station with the IP address found in the stripped packet
header. Using the link-layer identifier, it delivers the stripped packets to the
mobile station. If there is no match in the demotion table, the packets are
simply discarded.

6. At this point, everything seems to work correctly. However, the circuit data
connection is still maintained between the circuit data module and the circuit
data gateway, thereby wasting wireless bandwidth. Therefore, as soon as
the tunneling from the circuit data gateway to the packet data gateway is
enabled, the circuit data connection previously established for the circuit
data service between the circuit data module and the circuit data gateway
is disconnected by the circuit data gateway (step 4 in Fig. 2).

The data traffic before and after demotion are shown in Fig 3. An enhance-
ment proposed in Mobile IP can be also applied here: a mobile station can act
as a foreign agent, so that the tunneling from the circuit data gateway can be
terminated at the mobile station.

Promotion In the circuit-initiated data service, a promotion can be triggered
only after a demotion is completed (Fig 3 (b)). Basically, the promotion tries to
restore the initial circuit data connection. The procedure is as follows.
6 The packet data gateway can communicate with the circuit data gateway through

a dedicated link.
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1. Once a promotion is triggered, the circuit data module in the mobile station
sends a circuit data service request message with the promotion bit set in
the header of the request message (step 1 in Fig. 4).

2. The circuit data gateway searches its IP allocation database using the mo-
bile station’s link-layer identifier and finds the mobile station has already
been allocated an IP address and the packets destined for this IP address is
tunneled to the mobile station’s foreign agent.

3. The circuit data gateway establishes a circuit data connection between itself
and the circuit data module (step 2 in Fig. 4). Since this new connection
establishment progresses in the background, it doesn’t hurt the ongoing data
traffic.

4. The circuit data gateway revokes the tunneling (step 3 in Fig. 4) and deliv-
ers the incoming packets from the corresponding host directly to the mobile
station. At this moment, the packets from the mobile station are still routed
through the packet data module and the packet data gateway to the cor-
responding host. The circuit data gateway asks the packet data gateway to
de-register the mobile station.

5. The packet data gateway sends an route update message to the packet data
module in the mobile station to make the traffic from the mobile station
be routed through the circuit data module (step 4 in Fig. 4). Then, the
packet data gateway de-registers the mobile station and redeems the allo-
cated packet IP address.

6. The mobile station finishes the promotion by changing its routing table when
it receives the route update message so that the data traffic from the upper-
layer application be routed through the circuit data module.
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3.3 Packet-Initiated Data Service

The packet-initiated data service is either the circuit or packet data service that
was initiated as a packet data service and demoted or promoted zero or more
times later. Unlike the circuit-initiated data service, the packet data gateway
acts as a home agent. Therefore, it is the promotion that corresponds to the
host migration from the home network to the foreign network.

Due to the lack of space, the detailed procedures of the promotion and the
demotion shown in Fig. 5 are omitted. However, the promotion and the demo-
tion in the packet-initiated data service undergo as similar procedures as in the
circuit-initiated data service.

3.4 An Enhancement: Fast Demotion

Unlike the circuit-switched radio, the packet radio resource is not wasted during
idle communication. The mobile station’s unused radio resource share will be
distributed out to the other mobile stations sharing the same physical channel.
We take advantage of this to provide a fast demotion. The basic idea is to
maintain the packet data connection and its context while the circuit data service
is in progress, so that the demotion delay can be minimized when a demotion is
requested later. Due to the lack of space, the fast demotion only in the circuit-
initiated data service is explained here.

To maintain the packet data connection, the circuit data gateway should not
ask the packet data gateway to de-register the mobile station in the step 4 of
the promotion. Instead, the circuit data gateway asks the packet data gateway
to set an internal flag called packet connection status flag for the mobile station,
indicating whether the packet data connection is maintained or not. The circuit
data gateway also maintains the tunneling information related to the mobile
station. To prevent the expiration of the packet data connection after the packet
data connection is maintained, the packet data module in the mobile station
sends a tiny dummy packet periodically.

When the fast demotion is triggered, the outgoing traffic can be transmitted
through the packet data module immediately because the packet data connection
was already established. The packet data gateway bypasses the packet IP address
allocation and asks the circuit data gateway to re-activate the tunneling. The
circuit data gateway concludes the demotion by disconnecting the circuit data
connection.



210 JaeWon Kang and Badri Nath

By maintaining the packet data connection, the procedures of promotion and
demotion are simplified. However, the IP address allocated for the packet data
connection is wasted during the circuit data service. In addition, if many mobile
stations maintain the packet data connection during the circuit data service,
this can limit the accomodation of new packet data service requests since the
number of mobile stations sharing a physical channel is limited and these mobile
stations already contribute to this number.

4 Conclusions

In this paper, we proposed a dynamic bandwidth adaptation scheme that allows
an ongoing data traffic to alternate between the circuit-switched cellular network
and the packet-switched cellular network using Mobile IP in the hybrid cellular
network. Since our scheme is implemented as an add-on feather to the existing
hybrid cellular network, it is easily deployed. The proposed scheme can be used
as a tool for the network-driven QoS control to cope with the cell congestion.
The base station controller may demote some of ongoing circuit data connections
when the cell is overloaded and promote some of ongoing packet data connec-
tions when the cell is underloaded. The decision can be made based on the user
differentiation, for example, premium or normal users.
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Abstract. Applying peer-to-peer communications in cellular networks
to improve performance has been an active research area in recent years.
Cooperation among nodes is an important prerequisite for the success of
the multi-hop cellular networks. Cost savings and service availability are
the primary concerns that the network provider adopts multi-hop cellular
networking technology. In this paper, we present a dynamic incentive
pricing scheme to maximize the revenue of the network provider. The
proposed scheme adjusts the price of the feedback incentives based on the
network conditions to influence the relaying capability of the network and
therefore increases the revenue of the network provider. The simulation
results demonstrate that the revenue can be increased by dynamically
adjusting the price of the incentives for relaying services. Moreover, the
proposed pricing scheme results in more revenue but does not cause
higher new call blocking probability in multi-hop cellular networks.

1 Introduction

Multi-hop cellular networking has been an active research area in recent years.
In conventional cellular networks, mobile stations communicate directly with
their assigned base station; in wireless multi-hop networks, mobile stations are
located randomly and use peer-to-peer communications to relay their messages.
Multi-hop cellular networks that combine the characteristics of both cellular and
mobile ad hoc networks to leverage the advantages of each other have received
increasing attention. Much research has evaluated and summarized the benefits
of such a hybrid architecture [1, 3, 7, 9]:

– The energy consumption of the mobile device can be conserved.
– The interference with other nodes can be reduced.
– The number of fixed antennas can be reduced.
– The capacity of the cell can be increased.
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– The coverage of thenetwork can be enhanced.
– The robustness and scalability of the system can be increased.

In multi-hop cellular networks, data packets must be relayed hop by hop from
a given mobile node to a base station and vice-versa [1]. Cooperation among
nodes is an important prerequisite for the success of the relaying ad-hoc net-
works. Some studies have suggested that certain incentives must be given to make
the intermediate nodes willingly provide relaying services, but they do not discuss
the detail of the feedback mechanism. Some research [9, 10, 11, 12, 13, 14, 15, 16]
has described how to stimulate immediate nodes to forward data packets in
multi-hop networks. The approaches can be classified into detection-based and
motivation-based. The detection-based approach finds out misbehaving nodes
and mitigates their impact in the networks. The motivation-based approach pro-
vides incentives to foster positive cooperation in ad hoc networks. Most of exist-
ing motivation-based approaches provide incentives for relaying services based
on the number of the forwarding packets. The major advantage of the fixed rate
is that billing and accounting processes are simple. However, the price of the
incentives for relaying services is independent of the actual state of the network.
Such system cannot react effectively to the dynamic and unpredictable variations
of the wireless networks.

Since the intermediate nodes consume energy to provide connectivity between
two nodes, it is reasonable to get some incentives for this service. In this paper,
we propose a dynamic incentive pricing scheme to encourage collaboration and
to maximize the revenue of the network provider that adopts multi-hop cellular
networking model. Monetary incentives not only influence the motivation of the
immediate nodes supporting relaying services but represent the cost of providing
connection services in multi-hop cellular networks. Our focus here is on the
incentive pricing scheme for revenue maximization. If the price of the incentives
is too low, the number of successful connections will be small and the network
provider can not get adequate profit from the relaying networks. However, if the
price of the incentives is too high, the network provider can not cover the cost
from the fee charged from end users. In this paper we indicate that dynamically
adjusting the price of the incentives for forwarding services to affect the relaying
capability of the network can make the network provider get maximum revenue
and enhance the availability of services.

The rest of this paper is organized as follows. In section 2, we review the
existing multi-hop cellular network models and incentive schemes for packets
forwarding. Section 3 describes the detail of the proposed dynamic incentive
pricing scheme for relaying services. Section 4 presents the simulation results
and discussions. Finally, concluding remarks are recommended in section 5.
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2 Literature Review

2.1 Multi-hop Cellular Network Model

Although many approaches in the literature have been proposed to improve the
performance of cellular networks and multi-hop networks in isolation, more and
more research focuses on integrating the cellular and multi-hop network models.

Aggélou et al. describe an Ad Hoc GSM (A-GSM) system that accommo-
dates relaying capability in GSM cellular networks [2]. The authors extend the
standard GSM radio interface with sufficiently flexible capabilities to support
relaying. Qiao et al. present a network model called iCAR that integrates the
cellular infrastructure and ad-hoc relaying technologies [3]. The proposed archi-
tecture places a number of Ad-hoc Relaying Stations (ARS) at strategic locations
to relay data from one cell to another cell. Load balancing among different cells
in the iCAR system not only increases system capacity, but also reduces trans-
mission power for mobile terminals. Luo et al. propose a Unified Cellular and
Ad-Hoc Network (UCAN) architecture to enhance the cell throughput. Each mo-
bile device in the UCAN model has both 3G cellular link and IEEE 802.11-based
peer-to-peer links. The 3G base station forwards packets for destination clients
with poor channel quality to proxy clients with better channel quality. With
the proposed greedy and on-demand protocol for proxy discovery and ad-hoc
routing, the performance of a mobile user’s access to the cellular infrastructure
is improved by ad–hoc wireless connections [8].

Opportunity Driven Multiple Access (ODMA) is an ad hoc multi-hop proto-
col that the transmissions from a mobile host to the base station are broken into
multiple wireless hops, thereby reducing transmission power [6, 7, 8]. ODMA is
envisioned in the third-generation (3G) of cellular networks to extend the high-
data-rate coverage of the cell at the boundaries. Hsieh et al. compare the per-
formance between cellular networks and ad-hoc wireless networks [4]. They also
investigate the impact of using peer-to-peer communications in cellular wireless
packet data networks [5].

2.2 Incentive Scheme

Marti et al. describe two techniques to improve network throughput by detecting
misbehaving nodes and mitigating their impact in ad hoc networks [10]. Since
even a few misbehaving nodes can be a significant problem, they use a watchdog
to identify misbehaving nodes and a pathrater to avoid routing packets through
theses nodes. Although the proposed solution fosters cooperation in ad hoc net-
works, it does not castigate malicious nodes but rather mitigates the burden of
forwarding for others.

Michiardi et al. suggest a mechanism called CORE based on reputation to
enforce cooperation among nodes and prevent denial of service attacks due to
selfishness [11]. Reputation directly related to the cooperative behavior of an
entity is calculated based on subjective observations and indirect information
provided by other members. The request from the entity with negative reputation
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Fig. 1. Networking model

will not be executed. Buchegger et al. propose a protocol called CONFIDANT
to detect and isolate misbehaving nodes, thus making it unattractive to deny
cooperation [12]. Non cooperating nodes are learnt from experienced, observed,
or reported routing and forwarding behavior of other nodes. Both two methods
discourage misbehavior by identifying and punishing misbehavior nodes.

Buttyán et al. use a virtual currency called nuglets as incentives given to
cooperative nodes in every transmission [13]. The proposed models do not discuss
the number of nuglets should be feedback to the intermediate nodes. Buttyán
et al. also propose a mechanism based on credit counter to stimulate packet
forwarding [14]. Each node keeps track of its remaining energy and remaining
number of ngulets. The nuglet counter is decreased when the node sends an own
packet, increased when the node forwards a packet. The number of feedback
nuglets depends on the number of forwarding packets in this method. In [17],
Buttyán et al. present a micro-payment scheme that fosters collaboration and
discourages dishonest behavior in multi-hop cellular networks. Packet originators
associate subjective reward levels with packets according to the importance of
the packet.

Zhong et al. propose a system to provide incentives for mobile nodes to coop-
erate and report actions honestly [15]. The proposed system is a pure-software
solution and do not require any tamper-proof hardware at any node. A central
authority is in charge of collecting receipts from the forwarding nodes and then
determining the charge or the reward to each node depending on the reported re-
ceipts. The system focuses on selfish nodes and determines payment and charges
from a game-theoretic perspective.

Lamparter et al. propose a charging scheme in hybrid cellular and multi-hop
networks, which would be beneficial for Internet Service Provider and the ad
hoc nodes and thus motivates cooperation among mobile nodes [16]. The charg-
ing scheme is based on volume-based pricing models. A fixed price per unit is
rewarded for forwarding traffic irrespective of the network conditions. In [1], the
authors propose an incentive mechanism based on a charging/rewarding scheme
in multi-hop cellular networks [1]. The solution relies exclusively on symmetric
cryptography to compliant with the limited resources of the mobile stations.
Both the charge of sending the data packet and the reward of forwarding the
data packet depend on the packet size in the proposed method.
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Fig. 2. The relationship between the relaying capability of the network and the number
of cooperative nodes

3 Dynamic Incentive Pricing Scheme

Much research has discussed how to stimulate immediate nodes to provide relay-
ing services in multi-hop cellular networks, but most of them use static incentive
pricing schemes and do not consider the current state of the network. Since fewer
base stations might be needed or more customers could be served by integrat-
ing multi-hop communications in the cellular networks, cost savings and service
availability are the primary concerns that the network provider adopts multi-hop
cellular networking technology. Consequently, the network provider apparently
necessitates an appropriate pricing strategy to maximize its revenue based on
the actual network conditions.

In this paper, we focus only on a single base-station cell as indicated in
Fig. 1. We define the relaying capability (RC) of the network as the percentage
of the relaying service area in which mobile nodes can connect to the base station
through peer-to-peer communications. Cooperation among nodes plays a critical
role in the success of the multi-hop cellular networks therefore the number of
cooperative nodes has a significant impact on the relaying capability of the multi-
hop cellular networks. We build a simulation model to observe the influence of
the number of cooperative nodes on the relaying capability of the network when
mobile nodes are randomly located inside the service area of the base station.
As the relationship illustrated in Fig. 2, the relaying capability of the network
increases as the number of cooperative nodes increases.

From above observation, we define the relaying capability of the network RC
as a function of the number of cooperative nodes n, i.e., RC = f(n), f(n) is
a function of n with the following properties:
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0 ≤ f(n) ≤ 1; f(n = 0) = 0; lim
n→∞ f(n) = 1 . (1)

In cooperating groups, such as emergency and military situations, all nodes
belong to a single authority and have a good reason to support each other. How-
ever, in the emerging civilian applications, the nodes do not belong to a single
authority. Consequently, cooperative behaviors can not be directly assumed [15].

Monetary incentives can affect the motivation of mobile nodes providing
services and is usually characterized by a supply function that describes the
reaction of mobile nodes to the change of the price [18]. Here we use a general
supply function as follows:

S[p(t)] =

{
e
−
(

P0
p(t)

−1

)2
, when 0 < p(t) ≤ p0;

0, when p(t) = 0 .
(2)

where p0 is the maximum price that network provider can feedback, p(t) is the
price of the feedback incentives per unit of relay data at time t. In our scheme,
p(t) is adjusted based on the network conditions at time t. S[p(t)] denotes the
percentage of mobile nodes that will accept the price to forward data packets.
Note that S(p0) = 1, which means that the maximum price is acceptable to all
mobile nodes to provide relaying services. For p(t) = 0, we have S(0) = 0, which
means that no mobile node is willing to relay traffic for others if no feedback is
provided for relaying service.

Let pt denotes the price of the feedback incentives, Nt be the number of
mobile nodes and RCt be the relaying capability of the network at time t. From
our observation, RCt is a function of the number of cooperative nodes that de-
pends on total number of mobile nodes and their willingness to support relaying
services, that is,

RCt = f(NtS(pt)) . (3)

Assume Kt is the number of mobile nodes that request data transmission
at time t. The availability of the relaying paths is determined by RCt, thus the
number of successful connections Mt at time t is given by

Mt = KtRCt . (4)

Assume the static usage-based charging model is accepted by the end users,
i.e. end users agree to pay the network provider (base station) a fixed price u,
per unit of data transmitted in each hop. Let vi be the unit of data sent by
user i, hi be the number of hops exists between user i and the base station at
time t, the revenue from the service for user i is (u − pt)hivi. Since the base
station is interested in maximizing its revenue, the corresponding maximization
problem at time t is given as follows:
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Maximize R =
Mt∑
i=1

((u − pt)hivi)

Subject to Mt = KtRCt = Ktf(NtS(pt)),

S[p(t)] =

{
e
−
(

u
p(t)

−1

)2
, when 0 < p(t) ≤ u;

0, when p(t) = 0 .

(5)

In order to maximize the revenue, the network provider should increase pt to
enhance the relaying capability of the network and therefore increase the number
of successful connections. However, the increase in pt will decrease the revenue
(u−pt)hivi from user i. Consequently, the network provider should dynamically
adjust pt based on the actual network conditions to maximize the revenue.

For pt = 0, we can obtain Mt = Ktf(NtS(pt = 0)) = 0, and for pt = u,
we can obtain Mt = Ktf(NtS(pt = u)) = Ktf(Nt) ≤ Kt. For i = 1, ..., Mt, the
revenue (u − pt)hivi received from user i decreases as pt increases. For pt = 0,
we have (u − pt)hivi = uhivi, and for pt = u, we have (u − pt)hivi = 0.

Since both Mt and (u− pt)hivi have a minimum and a maximum value over

the closed interval pt ∈ [0, u], R =
Mt∑
i=1

((u − pt)hivi) also has a minimum and

a maximum value over the same interval.
From the above discussion, the minimum value is obtained at the endpoints

of the closed interval. Specifically, R is zero either when pt = 0, which corre-
sponds to the case that no successful relaying connection exits in the networks,
or when pt = u, which corresponds to the case that the charges from end users
can not cover the cost of providing relaying services.

Let Rm
t be the maximum value of the revenue of the network provider at

time t. From above analysis, we conclude that there exists at least one pt value(s),
denoted by pi

t (i = 0, 1, ...), over interval (0, u) such that:

R(pt = pi
t) = Rm

t . (6)

If only one pi
t exists that satisfies (6), the optimal price of the feedback

incentives is p∗t = p0
t . If more than one different values of pi

t satisfy (6), we set the
optimal price of the feedback incentives to be p∗t = supi∈{0,1,...}{pi

t|R(pi
t = Rm

t )},
which is the highest price of the feedback incentives that can maximize the total
revenue of the network provider. The reason we select the maximum pi

t is that the
number of successful connections increases as the price of the feedback incentives
increases, therefore the network provider can support relaying services with lower
new call blocking probability.

4 Simulation Results

In this section, we evaluate the performance of the proposed dynamic incentive
pricing scheme in terms of the revenue of the network provider and new call
blocking probability. We demonstrate that the proposed pricing scheme achieves
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to maximize the revenue of the network provider and decrease the new call
blocking probability.

4.1 Simulation Model

The parameters used throughout our performance evaluation are as follows:

– A rectangular region of size 1000 units by 1000 units with a single base sta-
tion located in the central point and various number of randomly distributed
mobile nodes is used as the network topology. The radius of the base station
is 250 units and the radius of each mobile node is 100 units.

– The number of active mobile nodes in the service area is varied with time.
The variation of the number of the active mobile nodes during a 24-hour
period used throughout our study is indicated in Fig. 3.

– We assume all nodes in the relaying area request data transmissions to the
base station. The volume of the data sent is randomly distributed between
0 and 100 units.

– For finding a successful connection between each mobile node and the base
station, the shortest path routing protocol is used.

– In the following numerical study, we use the supply function as following:

S[p(t)] =

{
e
−
(

u
p(t)

−1

)2
, when 0 < p(t) ≤ u;

0, when p(t) = 0 .
(7)

where u is the price per unit of data transmitted in each hop charged from
end users, and is also the maximum price that network provider willingly to
feedback to the immediate nodes for relaying services.

– The 24-hour period is divided into 10-minute sections. At the end of each
section, the optimal price p∗t of the feedback incentives to maximize the
revenue is calculated.

Fig. 3. Number of active mobile nodes in the simulation area
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Fig. 4. Optimal price and revenue of the network provider and new call blocking
probability in relaying service area for different pricing schemes

4.2 Simulation Results and Discussions

We compare the dynamic incentive pricing with the static incentive pricing. We
use p0 (S(p0) = 0.25), p1 (S(p1) = 0.5), and p2 (S(p2) = 0.75) as the fixed prices,
which represent that 25 percent, 50 percent and 75 percent of the mobile nodes
will accept this fixed price to forward data for others. Figure 4(a) depicts how
the price is adjusted according to the change of the network conditions during
the 24-hour period. When the number of the cooperative nodes increases, i.e. the
relaying capability of the network increases, the network provider should decrease
the price (p(t)/p1) of the incentives to maximize its revenue. Figure 4(a) also
illustrates the revenue of the network provider by adopting the proposed scheme
and the three static pricing schemes respectively. We find that the proposed
pricing scheme results in higher revenue of the network provider than the static
pricing schemes. Figure 4(b) indicates the new call blocking probability in the
relaying service area for different pricing schemes. We find that the proposed
pricing scheme has more revenue but does not cause higher new call blocking
probability than other schemes.

5 Conclusions

Cost savings and service availability are the primary concerns that the net-
work provider adopts multi-hop cellular networking technology. In this paper,
we present a dynamic incentive pricing scheme to maximize the revenue of the
network provider. The proposed scheme adjusts the price of the feedback incen-
tives based on the actual network conditions to affect the relaying capability of
the network and therefore increases the revenue of the network provider. The
simulation results demonstrate that the revenue can be increased by dynamically
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adjusting the price of the incentives for relaying services. Furthermore, the pro-
posed pricing scheme does not cause higher new call blocking probability than
other schemes in relaying service area.
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Abstract. Providing multicast services to mobile hosts in wireless mo-
bile computing is difficult due to dynamic location of the mobile host
and dynamic group membership. The current multicast protocol in wired
network assumes static hosts, thus it cannot be used directly to mobile
computing environments. To solve this problem, several mobile multi-
cast protocols based on Mobile IP have been proposed. Although they
provide multicast service to mobile hosts, there are still problems such
as tree maintenance overhead due to frequent reconstruction of multi-
cast tree, non-optimal routing path, and service disruption, and so on.
In this paper, we propose mobile multicast scheme using variable service
range according to the mobility of mobile hosts and resource reservation.
We evaluated the proposed scheme comparing with previous schemes by
various simulation experiments. The experimental results show improve-
ments of our scheme over previous approaches, namely remote subscrip-
tion and RBMoM.

1 Introduction

In order to provide efficient multimedia services to mobile users, multicast scheme
is essential for efficient use of resource. However, there are many problems to ap-
ply current multicast protocols to wireless network directly[1-3], since the cur-
rent Internet multicast protocols assume static hosts in wired networks. They
do not take into account dynamic change of host location. The mobile multi-
cast protocol has to deal with not only dynamic group membership but also
dynamic change of member location for efficient multicast in mobile computing.
In current mobile IP, a mobile host(MH) is assigned an IP address of the mobile
host’s home agent(HA) in a home network. When the mobile host connects to
a foreign network, it is registered at the foreign agent(FA) and some form of
tunneling is established for message delivery. The current version of Mobile IP is
classified into two approaches to support mobile multicast, that is bi-directional
tunneling(HA-based) and remote subscription(FA-based), according to how to
manage multicast group members and execute join/leave operations [3].

In bi-directional tunneling, the multicast delivery tree is constructed by HA.
Data delivery is achieved by mobile IP tunneling via HA. When HA receives
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a multicast data destined for a mobile host, it sets up the tunnel between HA
and FA and transmits data to FA. The main drawback of this approach is that
the routing path to mobile hosts is non-optimal, hence the network bandwidth
might be wasted. Moreover, HA has to duplicate and deliver the tunneled mul-
ticast data to their corresponding foreign agents and all mobile hosts. In remote
subscription, a mobile host must join to the new multicast group whenever it
moves to a foreign network. This scheme has the advantages of offering optimal
routing paths and using efficient resources. However, when the mobile host has
a high mobility, its multicast service may be very expensive because of the cost
of managing the multicast tree. The overhead is the cost of reconstructing the
delivery tree whenever join/leave operation occurs during a handoff. Further-
more, the extra delay for rebuilding a multicast tree can cause the possibility of
a service disruption.

MoM [4] is the HA-based protocol to solve the tunnel convergence problem.
In MoM, however, a DMSP [4] handoff problem can be caused. A DMSP handoff
means that FA reselects a new DMSP. Hence, a DMSP handoff may occur in
two situations. One is that a new mobile host enters a new network and new
HA is more suitable for the DMSP. The other is that all the mobile hosts of the
current DMSP move from the network to other networks. Multicast packets for
mobile hosts will be lost during this handoff period and many multicast packets
will be lost if this DMSP handoff occurs frequently.

RBMoM [5] uses service range of Multicast Home Agent(MHA) that is de-
fined by hop count. MHA is responsible for tunneling multicast packets to the
current FA. RBMoM is a hybrid scheme of the remote subscription and the bi-
directional tunneling. It reconstructs the multicast delivery tree when the mobile
host moves out of service range. Therefore, it reduces the overhead of multicast
tree reconstruction and provides suboptimal routing path. When the mobile host
moves out of its MHA service range, the first visited FA is reselected as MHA and
joined the new multicast group. Then MHA forwards multicast data to mobile
hosts within its service range. RBMoM fixes the service range of every MHA. It
first establishes the service range according to the number of current members
in the multicast group. It assumes that mobile hosts have the same mobility.
However, the number of mobile hosts in a group changes dynamically and mo-
bile hosts have the various mobilities. Therefore, the fixed service range does
not reflect the real mobile computing environments and the service disruption
will occur in the case of reselecting MHA when MH is moving out of the service
range.

Furthermore, RSVP [6] has been proposed for efficient data transmission
of multimedia services in wired network. RSVP needs just resource reservation
message at connection time because host is fixed in wired network. However,
RSVP does not consider host’s mobility, thus RSVP cannot be directly applied
to wireless network because it can not find the new location of the mobile host.
MRSVP [7], an extended version of RSVP to support host mobility, avoids un-
necessary resources waste by reservation failure through passive/active reserva-
tion. However, MRSVP exchanges reservation messages with each mobile host
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to do passive reservation. Moreover, it has the scalability problem and the man-
agement overhead for each mobile host, since MRSVP continuously exchanges
resource reservation for each mobile host.

In this paper, we propose the multicast scheme with variable service range
according to host mobility-types [8] and resource reservation to reduce service
disruption by using direction information of the mobile host through GPS(Global
Position System) [9] when mobile host is moving out of its service range. In addi-
tion, our proposed scheme, VRBMoM(Variable Range-Based Mobile Multicast),
manages variable service range as one group to reduce overhead of managing
mobile hosts when making resource reservation. Various simulation experiments
show that VRBMoM reduces the overhead of multicast tree reconstruction and
minimizes service disruption time.

The rest of the paper is organized as follows. Section 2 presents a mobility-
based variable service range mobile multicast scheme. In Section 3, we describe
the performance evaluation and compare VRBMoM with previous techniques.
Finally, Section 4 concludes the paper.

2 Variable Range-Based Mobile Multicast

In this paper, we propose a mobile multicast scheme that can reduce the recon-
struction overhead of multicast delivery tree and offer more persistent service by
reducing service disruption time when the mobile host moves out of the service
range. We call the scheme as VRBMoM(Variable Range-Based Mobile Multi-
cast). VRBMoM establishes MHA’s service range variably according to mobil-
ities of the mobile hosts belonging to the multicast group, and uses resource
reservation for the mobile host to receive the multicast data continuously even
when the host moves. RBMoM tries to reduce the tree maintenance overhead by
using the service range, but it uses the fixed service range without considering
the mobility types of hosts. RBMoM establishes the service range according to
the number of members in the multicast group, and it assumes that mobile hosts
have the same mobility. However, the number of mobile hosts changes dynami-
cally and mobile hosts have the various mobility characteristics. Therefore, the
fixed service range does not reflect the actual mobile computing environments.
If mobile hosts with high mobility receive multicast service with large service
range, the reconfiguration overhead of multicast delivery tree can be reduced
than with small service range. On the contrary, mobile hosts with low mobility
can have shorter routing path length if they receive multicast service with small
service range than with large service range. VRBMoM classifies the mobilities of
the mobile hosts into three mobility types, and uses the mobility types of hosts
in the group to establish the variable service range of the group. Table 1 shows
the mobility-types.

The pico-mobility is almost-motionless case, it means that the mobile host
does not move or move slightly. The micro-mobility means that the mobile host
moves little faster than pico-mobility by a vehicle, and the macro-mobility means
that the mobile host moves very fast by a vehicle or the train, etc.
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Table 1. Mobility Type

Mobility Speed

pico-mobility 0-10km/hour : walking
micro-mobility 10-50km/hour : vehicle
macro-mobility 50-200km/hour : vehicle, train

Table 2. Notation

Rt variable service range at time t
p the number of hosts with pico-mobility
mi the number of hosts with micro-mobility
ma the number of hosts with macro-mobility
Wp the weight of pico-mobility
Wi the weight of micro-mobility
Wa the weight of macro-mobility

Table 3. Service Range

Rn = Rn+1 when service range doesn’t change
Rn < Rn+1 when service range increases
Rn > Rn+1 when service range decreases

The variable service range is determined by using mobility information as in
Table 1 and using Equation (1). The meaning of notation using in Equation (1)
is in Table 2.

Rt = �p×Wp + mi×Wi + ma×Wa� (1)

Equation (1) means that variable service range Rt is the sum of multiplication
of the number of the mobile hosts and corresponding weight of the mobile hosts
mobility types. The reason why each mobility type has different weight is to com-
pute the service range properly. For example, if the numbers of mobile hosts of
each mobility-type are all the same or similar in the current service range, the ser-
vice range may have to be decided by macro-mobility. Similarly, if there are more
mobile hosts with pico-mobility than with micro-mobility, macro-mobility in the
current service range, the service range is set according to the pico-mobility.
Because the macro-mobility can affect current service range greatly when the
number of mobile hosts is changed due to moving of hosts, the pico-mobility
has the smallest weight. Similarly, the micro-mobility has bigger weight than
pico-mobility, and macro-mobility has the biggest weight.

MHA tunnels multicast data to the hosts in the service range established by
Equation (1). MHA compares current service range with previous service range
and adjusts the service range if necessary. The service range adjustment follows
Table 3. When the previous service range is Rn and the current service range
is Rn+1, if Rn equals to Rn+1, there is no need to adjust service range because
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Fig. 2. Reconfiguration of multi-
cast tree

/* MH registers at FA;
FA gets the location of MHA;
FA computes the hop distance to MHA; */

PROCEDURE V RBMoM()
if (Distance(FA, MHA) ≥ Rn) { /* out of the current service range */

if (MHA == HA) {
MHA = FA;
Rn+1 = �p × Wp + mi × Wi + ma × Wa�; /* computes new service range */

}
else if (Distance(FA, HA) ≤ Rn) {

if (FA in the multicast tree) {
Attach(FA, MHA); /* FA attach to other MHA;
Rn+1 = �p × Wp + mi × Wi + ma × Wa�;

}
else {

MHA = FA;
Join(MHA, multicast tree);
Rn+1 = �p × Wp + mi × Wi + ma × Wa�;

}
else {

MHA = HA;
Join(MHA, multicast tree);
Rn+1 = �p × Wp + mi × Wi + ma × Wa�;

}
Inform(MH, FA); /* Inform MH information to FA */
Inform(MH, MHA); /* Inform MH information to MHA */
Delete(MH, oldMHA); /* delete all data structures about the MH of old MHA */
Reconfigure(Rn , Rn+1); /* reconfigure service range if it is necessary */
FA join or Quit to multicast tree;
}

}
else

Continue Service in Rn;
END PROCEDURE

Fig. 3. VRBMoM Algorithm

mobile hosts move slightly or the mobility of hosts cannot incur readjustment of
the service range. However, if Rn+1 is greater than Rn, there are many mobile
hosts with high mobility, therefore MHA increases the service range to reduce
reconstruction overhead of multicast delivery tree. On the contrary, if Rn greater
than Rn+1, it means that there are many mobile hosts with pico-mobility. There-
fore, it is efficient that MHA decreases the service range. However, some mobile
hosts happen to be out of service range due to the decreased service range. It
happened when the number of mobile hosts before decreasing the service range
and the number of mobile hosts after decreasing the service range becomes dif-
ferent. If this case happens, VRBMoM keeps the current service range without
decreasing the service range, thus mobile hosts in the current service range can
receive multicast service continuously.
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Fig. 5. Moving out of service range

Figure 1 shows that VRBMoM sets the service range differently according to
the mobility types of mobile hosts. The large service range of MHA means that
there are many mobile hosts with high mobility. It reduces the tree maintenance
overhead when the mobile host moves within service range. In addition, the
small service range of MHA means that there are many mobile hosts with pico-
mobility. It reduces the routing path length by decreasing tunneling length. The
dotted line shown in Figure 1 means that the mobile host moves from the current
FA or MHA to the other FA or MHA.

Figure 2 shows reconfiguration of multicast tree by changing of the service
range. The service range is 1 initially, and FAs that belong to current service
range are FA2, FA3. At this time, if FA4 and FA5 are joined to multicast tree
because the service range increases to 2, there is no change of routing path to
MHA(core). VRBMoM establishes all route paths by attaching FA4 and FA5 to
existent routing path. On the contrary, when the service range decreases from
2 to 1, VRBMoM reconstructs the multicast tree by deleting FA4 and FA5 in
multicast tree without changing of path to MHA. That is, reconfiguration of the
multicast tree due to change of service range does not change completely but
locally. Figure 3 details VRBMoM algorithm.

In MRSVP [7], the sender and the receiver exchange passive/active message
every time whenever the mobile host moves to other location. In VRBMoM,
however, the sender and the receiver exchange pasive/active message once when
the mobile host enters into the new service range and MHA changes the state
from passive to active when the mobile host actually moves to the other location
in the service range. Therefore, it decreases the number of message exchanges.
Figure 4 shows a resource reservation in the service range, passive PATH message
is not needed because it was sent to all route paths inside the service range when
the mobile host joined to this service range. VRBMoM changes from passive
PATH to active PATH and the sender transmits data if the mobile host moves
from FA1 to FA2. Moreover, if the mobile host moves out of the service range,
it makes a resource reservation using GPS [9] information of direction that is
visited. At this time, the mobile host sends passive RESV message to the sender
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of other location to visit, and the sender sends passive PATH message to all
route paths inside the service range. Figure 5 shows resource reservation when
the mobile host moves out of the service range. If the mobile host in the service
range of MHA1 moves into the service range of MHA2, it sends passive RESV
message to the sender via MHA2, and the sender sends passive PATH message to
all locations within service range of MHA2 and set route paths to all locations.
This passive state is changed to active state when the mobile host moves inside
service range of MHA2, and this is similar to move within service range.

If the mobile host is in boundary service range, the mobile host sends its
information to nearby MHA and VRBMoM prepares for re-set of service range
or resources reservation. The decision of the boundary service range(Bj) by each
mobility-type follows Equation (2).

Bj = Rt × (1 −Wj) (2)

Bj has three values according to the mobility-types shows in Table 1, and
has the smaller value than the current service range. j is used to express weight
of each mobility-type. Bj has the biggest value when the mobility of host is pico-
mobility, and has the smallest value when the mobility of host is macro-mobility.
VRBMoM makes a resource reservation when the mobile host is between Bj

and Rt, because the more the number of mobile hosts with high mobility, the
more the number of mobile hosts staying shortly time between Rt and Bj . Simi-
larly, it is explained on the contrary when the mobile host has a low mobility. Rt

is the current service range of MHA and Wj is the weight that explained in Table
3. If the mobile host is between Rt and Bj , the mobile host sends its information
to another MHA which is expected to visit and VRBMoM prepare for re-set of
service range and resource reservation. When the mobile host actually moves
out of the current service range of MHA, VRBMoM re-establishes the service
range and makes a resource reservation. MHA which receives information of the
mobile host decides whether it resets the service range or nor. In addition, the
previous service range is re-established if necessary.

3 Performance Evaluation

We have evaluated performance of VRBMoM using NS-2 [10]. The topology is
based on a 10 × 10 mesh network in our simulation. Initially, VRBMoM selects
the HA as the MHA and calculates the service range by Equation (1). We assume
that each mobility weight Wp = 0.1, Wmi = 0.3, Wma = 0.5, respectively. The
average arriving interval of multicast packet is pktsize ∗ 8/rate, and it follows
an exponential distribution with λ = (1/rate) ∗ pktsize ∗ 8. Because the packet
size is expressed in term of byte, we multiply 8 to pktsize. In addition, we as-
sume that the traffic rate is 2.4Mbps, packet size is 512byte and the number of
the group member changes from 10 to 50. The speed of each mobile host varies
from 0 to 200km/h, and the distance between each node is 500m. We assume
that each join to the multicast group requires 20msec, and each registration
time to the MHA requires 5msec. We measured the number of reconfiguration of
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head in 10 × 10 network

Fig. 7. Tree maintenance over-
head in 20 × 20 network

the multicast tree and service disruption time, and routing length. We compare
VRBMoM with RBMoM [5] and remote subscription [3]. The number of multi-
cast tree reconfiguration is measured by the number of join/leave operations of
the multicast group and the service disruption time is measured by registration
time of the mobile host to the new service range. Tree maintenance overhead,
service disruption time, routing path length and resource reservation overhead
are experimentally measured and analyzed. Due to space limitation, only ex-
perimental results of tree maintenance overhead and service disruption time are
included here.

3.1 Tree Maintenance Overhead

Figure 6 shows the tree maintenance overhead of the VRBMoM comparing with
remote subscription and RBMoM. The tree maintenance overhead of the VRB-
MoM is lower than other two approaches as shown in Figures 6 and 7. Because
the remote subscription reconfigures the multicast tree whenever mobile hosts
move, the tree maintenance overhead is the most high in the remote subscrip-
tion case. RBMoM has the result that tree maintenance overhead is less than
the remote subscription. However, RBMoM uses fixed service range without con-
sidering mobility of mobile hosts, thus tree maintenance overhead of VRBMoM
which considers mobility is less than RBMoM. Figure 7 shows the tree mainte-
nance overhead in 20 × 20 network. Figure 7 shows that the tree maintenance
overhead of all approaches are similar as 10× 10 network. This means that tree
maintenance overhead is not affected even if the network size grows in VRB-
MoM. The reason of such result is that tree reconfiguration is affected mostly
by mobility, not by network size.

3.2 Service Disruption

Figures 8 and 9 show the service disruption time of VRBMoM comparing with
the remote subscription and RBMoM. The 2.4Mbps traffic represents the multi-
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media service data of video or audio, and the 500Kbps traffic represents general
binary data or text data. The service disruption happens when the mobile host
moves from the current service range to other new service range. If we use re-
source reservation technique, the service disruption time will be decreased. As
shown in Figures 8 and 9, there are service disruptions in all approaches. How-
ever, because VRBMoM uses resource reservation technique, the service disrup-
tion time is less than the remote subscription and RBMoM. If we do not use
resource reservation technique in VRBMoM, service disruption time will be more
increased. Because mobile hosts do not receive the multicast packets until the
data delivery path is established to the location to visit. Figure 9 shows the ser-
vice disruption time of the 500Kbps traffic. It shows that the differences of each
scheme’s performance are reduced. However, we note that VRBMoM has the best
performance similar as Figure 8. This is because the packets of 500Kbps traffic
has shorter arriving interval than 2.4Mbps traffic. When the arriving interval of
packets is shorter, the service disruption time is more reduced.

4 Conclusion

In this paper, we propose VRBMoM which adapts the service range variably
according to mobility types of mobile hosts in the group and uses resource reser-
vation to reduce service disruption in mobile computing environments. Because
VRBMoM establishes variable service range adapting to mobile host mobilities,
the performance is improved by reducing tree reconfiguration overhead than
RBMoM. Moreover, by using resource reservation technique, it reduces service
disruption time when the mobile host moves out of the service range.

VRBMoM in this paper adapts more effectively in real mobile computing en-
vironments such that mobile hosts have different speeds and move with different
mobility-types. According to how RBMoM decides the service range, RBMoM
shows different performance of tree reconfiguration overhead and service disrup-
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tion time. However, VRBMoM adaptably controls the service range according
to the host’s mobility and the number of mobile hosts in the range, and uses
resource reservation when the mobile host moves from the current service range
to a new foreign network. Thus, VRBMoM has the advantage that reduces the
tree maintenance overhead and the service disruption time than RBMoM.

In this paper, we have not considered yet the sender’s mobility. The efficient
multicast which also considers the sender’s mobility remains to be solved. In
addition, the multicast flow control is required to improve the QoS of mobile
hosts.
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Abstract. In this paper, we evaluate SIP signaling performances to sup-
port macro-mobility in Cellular-IP integrated wireless networks. In order
to show the efficiency of the SIP-based scheme, we analyze the handoff
delay for connection re-establishment when terminals move from one ad-
ministrative domain to another. The numerical results show that the
SIP-based scheme can reduce the handoff delay significantly compared
to MIP-based method. We also show that the SIP-based scheme can
achieve much improved loss and throughput performances in delivering
real-time multimedia traffic by using simulations.

1 Introduction

Recently, to provide real-time multimedia services, such as voice over IP (VoIP)
that have been originally devised for the wired Internet environments, even in
wireless networks is being one of the most active research areas. The mobility
support is one of the most important functions to provide seamless data transfer
for real-time multimedia services in wireless networks.

In order to support the mobility in wireless networks, Mobile IP (MIP) has
been proposed[1]. However, it has the triangle routing problem that all packets
sent to the mobile host(MH) should be delivered through its home agent(HA),
causing increased load on the home network(HN) and high latency. Though
routing optimization solutions[2] have been proposed in order to overcome the
triangle routing problem, they would require the update of every host in the In-
ternet. In addition, packet header overhead in MIP encapsulation is particularly
significant for low bit rate VoIP services, and the use of DHCP for assigning care
of address(CoA) to each MH causes additional latency in handoffs, which may
not be appropriate for real-time multimedia applications.

As an alternative way, the Session Initiation Protocol(SIP)[3]-based mobility
support schemes have been proposed. Wedlund and Schulzrinne showed that SIP
can provide terminal, personal, session and service mobilities[4]. Unlike MIP, SIP
does not require the triangle routing and the overhead due to IP encapsulation
to support the mobilities. Kwon et al.[5] analytically computed and compared
the handoff delays between MIP and SIP-based approaches. In their result, the

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 231–240, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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handoff delay of the MIP approach is smaller than that of the SIP approach
in most situations. We think that the results are mainly due to the IP address
assignment from DHCP in the case of SIP approach[6]. For reducing the com-
plexity when mobility occurs within an administrative domain, Cellular IP(CIP)
interworking with MIP has been proposed[7][8]. We call the scheme MIP/CIP
hereafter. Gatzounas et al.[9] proposed an mobility management architecture
with the integration of SIP and CIP. However, they did not provide detailed
performances of the architecture.

In this paper, we propose a SIP signaling architecture to support macro-
mobility in Cellular-IP integrated wireless networks. We call the scheme SIP/CIP
hereafter. Because CIP is designed for intra-domain mobility, SIP plays a key role
in inter-domain mobility. The SIP/CIP can reduce the handoff delay in inter-
domain mobility, so it can improve the loss and throughput performances as well.
In order to show the efficiencies of the SIP/CIP, we make an analytical model
for the handoff delay, then compare the delay time performances with those of
MIP/CIP. The results show that the SIP/CIP outperforms the MIP/CIP unlike
Kwon et al.’s results[5], in which CIP was not considered. Also, we show the
effectiveness of the SIP/CIP in delivering real-time multimedia packets using
simulation.

The rest of the paper is organized as follows. In Section 2, MIP-based mo-
bility architectures will be described. In Section 3, we explain our proposed
SIP/CIP architecture, then give an analytical model to compute the handoff
delay. Section 4 gives experimental results, and finally, we conclude the paper in
Section 5.

2 Related Mobility Architectures

2.1 Mobile IP with Route Optimization (MIP-RO)

MIP[1] allows a MH to move between IP subnets, while keeping communica-
tions with its corresponding host(CH). In MIP, home agent(HA) and foreign
agent(FA) located in home network(HN) and foreign network(FN), respectively,
play a key role in supporting the mobility. When a MH moves to a FN, it gets
a temporary IP address called a CoA from a DHCP server, or uses the FA’s IP
address as a care of address. Then, the MH informs the HA of its CoA. After
the MH’s location information is registered in the HA, all packets from the CH
can be routed to the MH through the FA. This is called the triangle routing,
which increases load on the home network(HN) and high latency. Route opti-
mization solutions allow packets to be routed from CH to MH directly without
going to HA first[2]. For the route optimization, all hosts are required to main-
tain a binding cache containing CoAs of MHs. The binding cache is used for
tunneling packets to MHs.

2.2 Cellular-IP Interworking with Mobile-IP (MIP/CIP)

In MIP, whenever a CoA of MH is changed, the MH must update its new CoA in
the HA. If the MH moves very fast, the repeated registrations cause the network
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Fig. 1. MIP/CIP Architecture

overheads and processing delays in handoff. Cellular IP(CIP)[7], as a micro-
mobility support protocol, has been proposed to solve the above MIP’s problem.
CIP supports micro-mobility at layer-2. In CIP, when handoff occurs in an ad-
ministrative domain, MHs are not required to register their CoA in the HA.
Instead, using routing and paging caches that each CIP node maintains, the
decision to reroute packets are performed. Between CIP domains, normal MIP
procedures are used for macro-mobility. Any MH in CIP networks does not need
to use DHCP to obtain a temporary IP address. So the integration of MIP and
CIP can reduce the delay overhead for the frequent registrations.

In Fig.1(a), an architecture for mobility support in CIP networks interwork-
ing with MIP (MIP/CIP) is illustrated. CIP Gateway has similar functions as
HA and FA. Fig.1(b) depicts the message flow of MIP/CIP as shown in Fig.1(a),
to determine the routing path at handoff between CIP domains. 1©When a MH
enters a new FN, the MH receives a beacon signal from the BS in the new FN.
2©The MH sends a Route Update message to the CIP gateway through the BS,
along the path delivering the Route Update message a new routing path is es-
tablished. 3©After the routing path is determined, the MH sends a Registration
Request message to the HA via FA. 4©The new FA receives the Registration
Reply message. 5©When the new FA receives the Registration Reply message,
the FA sends a Binding Update message to old FA and replies an ACK message
to inform an entity that needs to know the new CoA and MH’s home address
of new binding and sends Binding Warning message to HA. 6©HA sends the
Binding Update message to CH for route optimization. 7©The new FA received
Registration Reply message sends it to the MH. 8©After the registration is suc-
cessfully performed, the MH sends a re-INVITE message to the CH to setup call
again. 9©The CH replies OK message to the MH. In case of intra-mobility, the
MH sends a Route Update packet to the FA and sends an re-INVITE message
to the CH without registration process such as 3©, 4©, 5©, 6©, and 7© because
the MH’s CoA is not changed though the routing path is changed.
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3 Mobility Support Architecture of SIP/CIP

3.1 Signaling Architecture (SIP/CIP)
Session Initiation Protocol(SIP) is an application layer protocol for signaling and
controlling a session consisting of multiple streams[3]. SIP basically supports not
only personal mobility but also the terminal mobility using the redirect server.
These ability of SIP can be used for finding and updating the location of MH.

Fig.2(a) shows the network architecture of the SIP/CIP. The location infor-
mation of MH is registered in SIP redirect server instead of a HA as in MIP,
and a SIP proxy server provides functions as similar as FA in MIP. SIP proxy
server functions such as Home Redirect(HR) and Visited Redirect(VR) servers
are implemented within the CIP gateway. When a CH sends INVITE message to
a MH moved to a different FN, the CH receives ”SIP 302 move temporarily” mes-
sage with the current location information of the MH from SIP redirect server.
Then, the CH sends INVITE message to the MH through SIP proxy server in
the current domain, and gets an OK response message. After the reception of
the message, packets are sent to the MH directly without triangular routing as
in MIP. If the MH moved to a different administrative domain, the MH sends
a REGISTER message to the SIP redirect server in HN.

Since CIP supports IP paging, the MH does not need to get an IP address
from DHCP, and can use a SIP-based identifier, e.g. an email-like address of the
form ”user@host”, in CIP networks. The information is included in the payload
part of the Route/Paging Update message. In SIP INVITE messages, there ex-
ists a Contact field containing the current location information for supporting
handoff. By referring the Contact field, the CH can send packets to the MH
directly. SIP redirect server implemented in the CIP gateway in HN maintains
the information binding SIP URL with CIP gateway address, and provides the
SIP proxy server with the infor-mation for the next calls to the MH.

In Fig.2(b), we show a message flow when macro-mobility occurs in SIP/CIP
architecture shown in Fig.2(a). 1©When a MH enters a FN with a different
administrative policy, the MH receives a beacon message from the new BS in
the FN, and the MH knows that the its domain is changed. 2©MH sends Route
Update message to SIP VR server, which is implemented within the CIP gateway
in the FN, through the new BS. 3©Then, in order to update session with its CH,
the MH sends a re-INVITE message to the CH via the proxy server. 4©The
CH replies OK message to the MH via the proxy server, and the handoff is
completed. 5©The MH sends REGISTER message to the redirect server in HN
for next calls. 6©The MH receives OK message as a response. It is noted that
in MIP/CIP, the registration process must be completed before the MH sends
a re-INVITE message to the CH to eliminate the triangle routing problem. On
the contrary, in SIP/CIP, since the location information of the MH is included
in the Contact field in SIP re-INVITE message, the handoff can be completed
by sending the message. The registration process after this is only for next calls,
which are regardless of the current session. From the facts, we can intuitively
perceive that the routing update by SIP/CIP is performed much faster than that
by MIP/CIP.
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Fig. 2. SIP/CIP Architecture

3.2 Delay Analysis

For the analysis, we make a simple network model as shown in Fig.3, which is as
similar as in Kwon et al.s’[5]. While Kwon et al. assumed that all domain and
core networks use MIP or SIP, we adopt an hybrid use of CIP for micro-mobility
within each domain and SIP for macro-mobility between domains. In order to
show the delay performance, we will compare our SIP/CIP with MIP/CIP. This
is because we would like to focus on the performances between SIP and MIP in
the inter-domain handoffs. So, detailed message flow of CIP are not considered.

Let ts be the delay for transferring a message through the wireless link be-
tween MH and BS. The delay corresponds to the time to deliver a beacon mes-
sage through the wireless link. Let tf and th be the delay for delivering a mes-
sage between MH and FN and the delay be-tween MH and HN, respectively.
Let thc be the delay between CH and HN, and tfc be the delay be-tween CH
and FN. Let tup be the time required for sending message between FAs. We
assume that the CH is located in the CN that is the home network of the CH.
Let Tsip−inter and Tmip−inter be handoff delays for SIP/CIP and MIP/CIP, re-
spectively, when handoff occurs between different administrative domains. First,
we can obtain Tmip−inter from Fig.1. It takes ts for MH to receive a beacon
message, tf for MH to send a Route Update to the new FA according to CIP
mechanism, th for MH to send a Registration Request to HA, and th - tf for
HA to send Registration Reply to the FAnew. It takes 2tup for FAnew to send
Binding Update message to FAold and to receive ACK message from FAold. It
takes th - tf and thc requiring for that the FAold sends Binding Warning to the
HA, and that the HA sends Binding update message to the CH, respectively.
Then, it takes tf in which the HA sends Registration Reply to the FAnew . At
this time handoff procedure is completed. Then, it additionally takes tf + tfc

and tf + tfc for MH to send re-INVITE message to the CH via the FA and for
CH to reply OK message to MH via the FA for call setup, respectively. To sum
up the above delay times, we can easily obtain Tmip−inter given by
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Tmip−inter = ts + 3th + 2tf + 2tup + thc + 2tfc (1)

Similarly, we can compute the handoff delay in SIP/CIP, Tsip−inter , according
to the message flow shown in Fig.2. That is, it takes ts for receiving a beacon
message, tf for sending a Route Update according to CIP mechanism, and tf
+ tfc for delivering re-INVITE message from MH to CH via VR, and tf + tfc

for replying OK message from CH to MH via VR(new). By doing so, the ac-
tual handoff procedure is completed. For next calls, it takes 2tf for exchanging
REGISTER and OK messages between MH and HR. Then, we have

Tsip−inter = ts + 2th + 3tf + 2tfc. (2)

For intra-domain handoffs, since a registration with HA or HR is not needed,
the handoff delays for SIP/CIP and MIP/CIP, Tsip−intra and Tmip−intra, re-
spectively, can be obtained as follows:

Tmip−intra = ts + 3tf + 2tfc. (3)

Tsip−intra = ts + 3tf + 2tfc. (4)

4 Experimental Results

4.1 Signaling Delay Performance

For the experiments, we used the values given in [5] for the delay parameters.
That is, 10ms for ts, 12ms for tf , and 17ms for th. And, we assumed that the
delay within each network is constant at 5ms, and that MH is located in FN.
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Fig. 4. Handoff delay performances varying the delays (a) between MH and CN,
(b) between HN and CN, and (c) between MH and HN

In Fig.4(a), we show the handoff delay as the delay between MH and CN, tfc,
increases. It is noted that tfc is the link delay between MH and CN, so the in-
crease of tfc means the increase of the distance or the decrease of bandwidth
between them. As we can see from Fig. 6, the handoff delays increase as the
delay between MH and CN increase, but in the case of macro-mobility handoff,
the delays of SIP/CIP show much lower than those of MIP/CIP. While, the de-
lays in the case of intra-domain handoffs show same values. This is because the
intra-domain handoffs are treated by CIP in both approaches. Fig.4(b) shows
the handoff delays when the delay between HN and CN, thc, varies. The increase
of the delay between HN and CN means that the transfer delay through the
IP networks or the link delays of HN and CN increase. While the handoff de-
lay of MIP/CIP increases as the delay between HN and CN increases, that of
SIP/CIP keeps at a constant level. This is because that the SIP handoff delay
is independent of thc as shown in (2), while the MIP is not.

In Fig.4(c), the handoff delay varying the delay between MH an HN, th.
The increase of the delay between MH and HN means that the transfer delay
through the IP networks or the link delays of HN and FN increase. It can be also
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shown that the SIP/CIP outperforms the MIP/CIP in the handoff delay when
inter-domain handoff occurs.

As we can see from Fig.4, SIP shows better handoff delay performances than
MIP when inter-domain handoff occurs. This comes from the following two rea-
sons. First, MIP is more dependent on th than SIP as shown in (1) and (2).
Second, MIP is much affected by thc while SIP is not. The two reasons mean
that for handling inter-domain handoffs, the number of messages through HA
or destined to HA is larger in the case of MIP than that of SIP. It is noted that
the overheads for the tunneling and the binding information update to all CH in
MIP are not considered. If these overhead should be considered, it is expected
that the handoff delay performance of SIP/CIP can be much more improved
than that of MIP/CIP.

4.2 Real-Time Data Delivery Performance

Here, we describe how the handoff delay performances evaluated in the previous
subsection can affect the actual delivery of real-time data. For the experiment,
we carried out the following simulation using ns-2[10]. Fig.5 shows the network
model for the simulation as similar as in [11]. In the network model, there are
three separate wireless networks such as HN, FN1 and FN2 with different ad-
ministrative policy each other, and those wireless networks are interconnected
through wired IP network. HN is the home network for MH. It is assumed that
the link delays between networks are same as 5 ms and their bandwidths are
5Mbps. We also assumed that the radius of each wireless network is 75m, and
there is no overlap between the wireless networks. We let CH send packets at
constant rate of 500 Kbytes/sec. And, we let MH start from HN, then move
through FN1 to FN2, so two handoffs occur.

Fig.6 plots each packet’s delay time from CH to MH when MH’s moving speed
is 6m/sec. Handoffs from HN to FA1 and from FA1 to FA2 occurred at about
25 and 50 second, respectively. Fig.6 (a) corresponds to MIP/CIP case, and
Fig.6 (b) to SIP/CIP case. As we can see, handoff delays of SIP/CIP are much

CH 

MH 
HN 

CN 

wired IP network 

FN1 FN2 

Fig. 5. Networking model of the simulation for evaluating real-time data delivery
performance
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Fig. 6. UDP Traffic Delay Characteristics (Moving speed of MH=6m/sec)

smaller than those of MIP/CIP. We have shown the similar analytical results
in the previous subsection. In addition, we can see the severe delays of packets
just after handoffs are completed in MIP/CIP case, while the phenomenon is not
appeared in SIP/CIP. Fig.7(a) shows the average packet loss ratio varying the
distance between wireless network cells. The average packet loss ratio is defined
as the number of lost packets over the number of total packets sent. It is noted
that the environment of handoff is getting worse as the distance increases. As the
distance increases, the average packet ratio also increases. However, the average
packet loss ratio of SIP/CIP approach is much lower than that of MIP/CIP.

In order to illustrate the reason of results shown in the Fig.7(a), we show
another results of Fig.7(b), in which the average packet loss duration varying
the distance between wireless network cells is depicted. We defined the average
packet loss duration as the time interval between the time of first packet loss
and the time of the first packet receipt after handoff starts. We can see that
the average packet loss durations of SIP/CIP are much smaller than those of
MIP/CIP.

5 Conclusion

In this paper, we evaluated SIP and MIP-based mobility support architectures
interworked with CIP. First, we described the detailed message flows of the archi-
tectures in handoff, and then made an analytical model to compute the handoff
delay. Numerical results showed that the SIP/CIP outperformed the MIP/CIP
in the viewpoints of the handoff delay. As a result of the shortened handoff
delay, the SIP-based approach can fit to the provision of real-time multimedia
services. We showed the effect by using simulation. It is known that CIP can be
applied to support the micro-mobility well. SIP can support variety of mobilities
such as personal, terminal, service, and so on. With our results, SIP can play
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an important role in the macro-mobility compared with MIP. So, we think that
the SIP/CIP architecture can be a good solution to support both micro- and
macro-mobilities.
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Abstract. As popularity of VoIP services in wireless network is increas-
ing in recent, the use of VoIP services in MANET (Mobile Ad-hoc Net-
work) is expected to grow as well. In this paper, we consider some pa-
rameters associated with QoS(Quality of Service) in MANET, and then
analyze two main factors which produce severe performance degradation
while each node communicates to each other in MANET environment:
packet loss and disruption time. Experimental results show that packet is
constantly transmitted except the time which needs for route discovery.

1 Introduction

As a cellular participant and Internet user is growing rapidly, VoIP(Voice over
IP) services in wireless network becomes a matter of concern among people these
days. Several issues about voice traffic transmission in wireless environment us-
ing SIP(Session Initiation Protocol) is on going. Among the growing use of VoIP
in wireless network, the use of Mobile Ad-hoc Network(MANET) is expected to
grow rapidly as well. 1 Several routing algorithms in MANET are presented (e.g.
AODV(Ad Hoc On Demand Distance Vector)[2], OLSR(Optimized Link State
Routing Protocol)[7], DSR(Dynamic Source Routing)[8], etc.). We especially fo-
cus on AODV algorithm proposed as a protocol which can perform wireless
routing in MANET.

However, voice communication in MANET also produces same problem in
that of wireless network. That is, problems like delay and packet loss, which is
associated with QoS mechanism, is appearing in AODV algorithm.
1 This work was supported by grant No.(R01-2002-000-00489-0) from the Basic Re-

search Program of the Korea Science and Engineering Foundation.
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Fig. 1. SIP session setup, processing, termination

In this paper, we address this issue and experiment on voice traffic in MANET
using AODV in real environment. W e also consider most significant issue in real-
time traffic: packet loss and disruption time. The kernel-AODV for setting up
MANET environment, sip-communicator for internet phone, and JAIN-SIP(Java
Integrated Network-SIP) Proxy for server developed by NIST (National Institute
of Standards and Technology) are used in our experiment.[5][6].

The rest of the paper is organized as follows, Section 2 gives a related work
about SIP and AODV routing algorithm. In Section 3, Consideration about QoS
of Voice Traffic in mobile ad-hoc environment is presented. Section 4 describes
the packet loss and disruption time when mobile node is moving, and section 5
concludes this paper.

2 Related Works

2.1 SIP

SIP (Session Initiation Protocol) is an application-layer control (signaling) pro-
tocol for creating, modifying, and terminating sessions with one or more par-
ticipants.[1] It consists of UA (i.e. UAC(User Agent Client), UAS(User Agent
Server) )and Server (i.e., proxy, redirect, and registrar). SIP uses several meth-
ods (e.g. INVITE, OK, ACK) to negotiate media type with which can coexist
each other. Figure1 shows procedure of session initiation and disconnection.

Each client sends REGISTER message to Registrar in their home network
for registering their location. Registrar conducts their database through location
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service, and then sends OK message back which saying registration is completed.
They use several methods (i.e. INVITE, OK, ACK) for session establishment.
Voice applied the negotiated media type above start to transmit using RTP
(Real-Time Transport Protocol). Finally, client2 sends BYE message to client1
and client1 sends OK message back to client2 to terminate the session.

2.2 AODV (Ad Hoc on Demand Distance Vector)
Routing Algorithm. [2]

MANET is a collection of nodes forming a temporary network without the aid
of any centralized administration, where each node communicates over wireless
channels, moves freely and may join and leave the network at any time.[3] In
MANET environment, the Ad hoc On Demand Distance Vector (AODV) routing
algorithm is used to provide both unicast and multicast routing.

AODV is improved DSDV(Destination-Sequenced Sequenced Distance Vec-
tor) algorithm. It starts route discovery process when source node doesn’t al-
ready have a valid route to a destination. It first broadcasts a RREQ(Route
Request) to its neighbors. Neighbors forward the request to their neighbors, and
so on until either the destination or an intermediate node with a ”fresh enough”
route to the destination is located. When destination is determined, source node
sends data packets on route to destination based on RREP(Route Response)
information.

3 Consideration

Since multimedia service like voice traffic typically require a more continu-
ous supply of end-to-end resources, compared with non-multimedia services,
QoS(Quality of Service) should be considered more.

Consideration about QoS in wireless environment has become a major part by
the fact that wireless networking is unreliable and various forms of interference
result in changing bandwidth availability and low effect bandwidth due to high
error rates. Also, the fact that MANET is an autonomous system connected by
wireless link makes that MANET should consider several metric associated with
QoS.

In this section, we look around several parameters related to QoS, and focus
on problems resulted by packet loss in handoff. We define ”Handoff” is the func-
tion transmitting a call when node moves from one zone to another. Also, we
consider several solutions for preventing disruption time generated during route
setup time.

To consider QoS

• Available bandwidth : Real-time traffic such as voice and video needs high
bandwidth connection

• Loss constraints: Packet loss caused by disconnection during handoff
• End-to-end delay: Transmission delay, node’s latency, disruption time
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Fig. 2. Experimental architecture

Computational computing of route selection considering all of above metric
must be taken into account. To analyze voice quality between mobile nodes in
MANET, we focus on route discovery process during handoff.

As shown in Fig.2, we added one more active node (i.e. Node4) to make
a route when node is apart from destination node. To make a new route, AODV
first sends RREQ message to all neighbor nodes. In the mean time, voice traffic
which already has been sent between node1 and node2 also keep sending. As
a result, RREQ(and RREP) message for route setup exists with voice traffic in
same link at the same time. To prevent performance degradation resulted by
duplicated link use, we need to reduce the disruption time measured by the time
taken until node1 get the first packet during handoff. That is, QoS mechanism
providing priority service when signaling is accomplished by SIP is needed. By
doing this, voice can be transmitted without delay so that efficiency will be
improved.

4 Performance Evaluation

In this section, we present experimental environment. We assume that all nodes
in our experimental environment have SIP-functionality which performs both
UA (user agent) and Proxy Server.

As shown in figure3, Node1 and Node2 will generate registration process by
themselves to upload their location. They use several methods (i.e. INVITE,
OK, ACK) to establish session. Each node used to create session will carry SDP
(session description) to agree on a set of media type. Node2 is only router for
connection to the Node3.

After voice traffic transmission using RTP is started between Node1 and
Node3, Node1 leave the range which covers one hop from Node3, and then go
to another zone which cannot reach directly to the Node3. At this time Node1
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Fig. 3. Architecture of experimental network

use AODV routing algorithm to find Node3. When Node1 finds the route to the
destination using RREQ and RREP, voice traffic is transmitted through Node4
according to the route information.

4.1 Analytical Model

The experimental model is based on the specification of the SIP and AODV[1][2].
We install kernel AODV to let each node use AODV routing algorithm, SIP-
communicator for phone, and JAIN-SIP Proxy for server provided by NIST[5][6].

Figure 3 shows the experimental environment scenario.
Each node produces a fixed length packet, that is (520 bytes: payload of 480

bytes and a header (RTP+UDP+IP) of 40 bytes). Media sample file for Voice
traffic measurement is wave file - PCM (Pulse Code Modulation) coding scheme.
Node1 keep moving at 0.397 meters/sec through network domain.

Following one is Node’s specification which is use for experiment.

• Node1: Pentium III 800MHz / 256M
• Node2: Pentium III 866MHz / 256M
• Node3: Pentium III 433MHz / 348M
• Node4: Intel 400MHz Processor with XScale technology, 48MB (FLASH

ROM) / 64MB (SDRAM)

Wired connection (i.e. connection between Node2 and Node3) is modeled as
a 100Mbps bandwidth, and bandwidth of wireless connection are set to 11Mbps.
Practical length of distance covered by notebook and PDA (i.e. one hop) is 105
meter and 240 meter, respectively while length of distance covered by notebook
and PDA is 160, 304.8 in specification.
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Fig. 4. The experimented network topology

4.2 Experimental Results

Figure 5(a) illustrates a sequence number of packet versus time during whole
experimental period. Node1 continue receiving RTP packet uniformly with con-
stant slope. Packet loss can be sometimes produced as shown in each time from
51 to 58, from 73 to 90, and from 182 to 188 second since node1 keep moving.
However, as node1 is apart from node3, it has difficulty in communication with
node3 directly (i.e. node1 moves to the place which is located in more than one
hop from node3). At time between t ≈ 277 and t ≈ 327, route discovery is pro-
cessed by node1, and lots of packet loss is generated. We assume that the length
of distance covered by notebook and PDA is different and therefore handoff time
is larger than normal time (i.e. handoff time in experiment is about 50 sec. while
normal handoff time is 3 sec.).

Figure 5(b) illustrates the packet loss status more precisely when node1 is
far from node3 enough to change the route. Since node1 cannot communicate
with node3 directly, long constant value of sequence number (i.e. 4476, 5081) is
presented for that time. At t ≈ 291 sec., packet receives first packet from node3
among the time of handoff resulting 16 second of disruption time. Once node1
sets the new route with node3 at t ≈ 328, node1 starts to transmit node3 voice
traffic through node4 with the route obtained by AODV algorithm.

Node1’s average receiving number of packets is about 12.6 packets. Following
formula presents receiving rates of packets while node is moving.
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Fig. 5. (a) Sequence number of packets vs. time during whole communication (b)
Sequence number of packets vs. time during handoff

Receiving rate (Kbyte / second)
≡ (received packet number ∗ payload length) ÷ 1000

While average receiving rate of node1 is 7.8 (Kbyte/sec) during the time
node1 communicates with node3 without route discovery, Average receiving rate
of node1 with handoff is about 7.14 (Kbyte/sec) for whole experimental time.

Packet loss rate is 3.57%. It can be produced by following formula.

Packet loss rate (%) ≡ (lost packet number) ÷ (all packet number received from
destination node) ∗ 100

5 Conclusion

Analyzing the voice traffic in Mobile Ad-hoc network is very important to pro-
vide better multimedia service. We have described some protocols (i.e. SIP and
AODV) and see how they can work in experimental environment. We also pro-
vide some consideration concerning about QoS of voice traffic. We address the
importance of QoS mechanism in multimedia service, and examine more pre-
cisely about the factor (such as transmission delay, packet loss, disruption time)
which is very sensitive in multimedia service. As we have seen, since MANET
environment doesn’t consider QoS mechanism, we have mentioned about priority
service which sets precedence of transmission.

In this experiment, packet loss and throughput in whole packet transmission
is about 3.57
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Routing algorithm of voice traffic in MANET environment is very important
because of the characteristic of real-time traffic (i.e. delay sensitivity), and several
consideration about QoS mechanism (such as AODV, OLSR, etc.) have been
presented.

In future work, we extend routing algorithm enough to meet the requirement
of QoS related to voice traffic in application layer.
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Abstract. In this paper, we propose the two-tiered proxy system that
offers seamless media service to mobile nodes in mobile computing envi-
ronment. We also propose the enhanced prefetching strategy. Our proxy
system can provide seamless multimedia streaming service and supports
user mobility efficiently. We show that the initial delay of media service,
handoff delay, and network traffic are reduced in our simulation.

1 Introduction

Wireless Internet services rapidly enriched from late 90’s. Multimedia streaming
service is more important because the performance of mobile hosts has been
improved and their functions have been diversified.

Generally, a media service in wireless network is difficult because of low
network bandwidth and user mobility. Many research tried to solve this problem
using the proxy system in a mobile computing environment[1-2]. Because the
size of media data is rather bigger than other data, it is difficult to cache media
data[3]. The mobility of the mobile node can cause multiple transmissions of
media data and handoff delay.

In this paper, we propose the two-tiered proxy system (TOPS) to solve prob-
lems that can be occurred at the multimedia service in the wireless environment.
And we also propose the enhanced prefetching strategy to support seamless
streaming service with less handoff latency and no packet loss.

The rest of this paper is deployed as follows. We explain the structure of
TOPS in chapter 2 and the enhanced prefetching strategy in more detail in
chapter 3 and the simulation result in chapter 4. Finally, we conclude this paper
in chapter 5.
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Fig. 1. Two-tiered proxy system architecture

2 Two-Tiered Proxy System

2.1 Two-Tiered Proxy System Environment

In this paper, we propose a two-tiered proxy system (TOPS) architecture which
offers seamless media services to the mobile nodes. Figure 1 shows the architec-
ture of TOPS.

TOPS is composed of two proxies. The media proxy (MeP) is responsible
for media caching, transcoding, filtering about the multimedia service. MeP is
located nearby a gateway. The mobile proxy (MoP) senses the bandwidth change
of the wireless network and manages mobile node’s profile. MoP is located in
the base station. By dividing proxy architecture into two layers, we can scatter
the loads of one proxy into two proxies. The traffic and the handoff delay, which
are caused by the mobility of the mobile node, are reduced.

MoP traces the movement of the mobile node, monitors the wireless band-
width, and manages the information of user preference. MoP determines the
service quality that is given to the mobile node. When the mobile node re-
quests a media service, QoS information (network bandwidth, the mobile node
characteristics and user preference) is delivered to MoP. Then MoP sends a pro-
file of the mobile node and a service request message to MeP. MeP transcodes
the requested media data on the basis of requested service level, and transfers
transcoded media data to MoP. Then, MoP transmits the transcoded media data
to mobile nodes based on the wireless network condition.

TOPS network stack is depicted in figure 2. A home agent (HA) has an
encapsulation module. A Foreign Agent (FA) has a media proxy and a decap-
sulation module. A base station (BS) has a mobile proxy, a prefetching module
and a beacon module. A mobile host (MH) has a client agent, route decision
module and beacon module.
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Fig. 2. Two-tiered proxy system network stack

When a MH resides in foreign network, a home agent encapsulates multi-
media packets for mobile host (MH). Encapsulated packets are transmitted to
the FA at which network MH is located. A decapsulation module of FA extracts
multimedia data from packets that are transmitted from HA, and gives multime-
dia data to the MeP. MeP trascodes the media data based on QoS information
and transforms the media data to the layered encoded multimedia data. MeP
transmits the transcoded multimedia data to MoP in BSs associated with mo-
bile host (MH). BSs that are associated with the MH mean the BS forwarding
packets to MH or the neighborhood BS.

MoP in the forwarding BS transmits the transcoded packet to the MH, while
a prefetch module in neighbor BSs store the transcoded packets. The beacon
module in BS keeps track of the roaming MH. Each BS periodically broadcasts
a beacon message to mobile hosts. The beacon module in MH informs the BS
about the current location of MH and communication states and the route deci-
sion module decides a forwarding BS and a buffering BS based on the received
signal strength from BS and communication states.

2.2 Media Proxy (MeP)

The main functions of the MeP are media filtering, transcoding, and media
caching. MeP consists of a control module, a transcoding module, a caching
module, a door module and database (Figure 3).

A control module manages an each module of MeP. When an user request
message arrives at a control module, MeP interprets the message and determines
transcoding and caching policy. According to the decided policy, the control
module transmits the control message to each module. The transcoding module
converts the media data to the suitable form for the environment of the mobile
node. That is, the transcoding module converts the media data to other media
data format which the mobile node supports and encodes the media data to the
layered encoded multimedia data in order that MoP controls the multimedia
data transmit rate according to network condition. Caching module determines
the caching policy. The advantage of the caching is to prevent the increment
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Fig. 3. Media Proxy Block diagram

of network traffic, to reduce the burden of web servers, to serves rapidly media
streaming service to the mobile nodes. A door module charges the communica-
tion with outside nodes. The door module packetizes media data and sends them
to outside nodes. And the door module reassembles media data from the packets
coming from the outside. In database, there are mobile node’s information and
wireless state information, user preference.

2.3 Mobile Proxy (MoP)

The mobile proxy (MoP) is at an access network. The MoP provides QoS to
users by monitoring the user preference and wireless network bandwidth. It
provides users other QoS mechanisms except for media data transcoding mech-
anism. Then a mobile proxy delivers QoS information to a media proxy and this
information is reflected immediately in the transcoding task.

Basically, the transmission module plays the role to send media data to the
mobile node. Transmission module sends media data in the method that is mod-
ified from existing transmission method and is suitable to wireless network. That
is, layered encoded Multimedia data that is encoded by MeP is used. Network
monitoring module monitors currently usable network resources. Because the
resource of the wireless network changes rapidly, it is needed to offer a changed
media service according to the resource state of the wireless network through
the continuous resource observation.

2.3.1 Transmission Mechanism
The bandwidth of the wireless network changes all the time. If we transmit
data in the wired transmission method, the probability of data loss or error
occurrence is high. To solve this problem, MoP has transmission module and
transmits layered encoded media data to MHs according to wireless network
state in order to maximize the delivered quality of popular streams to interested
MHs. Figure 4 shows the transmission scheme between MoP and a mobile node.

To provide seamless media services to the mobile node, the transmission
module transmits media data to the mobile nodes at a transmission rate which is



The Two-Tiered Proxy System for Seamless Multimedia Service 253

Fig. 4. Transmission scheme between MoP and mobile node

offered from MeP. MoP cooperates with a caching module of the mobile node and
transmits media data at adaptive transmission rate. The transmission module
of the mobile node transfers transmission error information to the MoP. Then
MoP makes a transmission module retransmit the data without errors.

MoP delivers media data to the mobile nodes. If the loss and error occur
in media data transmitted to the mobile nodes, the mobile nodes deliver the
information of damaged data to client manager. Then client manager delivers
a retransmission request message of damaged data to the MoP. Control module
of MoP delivers request message to its transmission module if it takes a re-
transmission message. The transmission control module of transmission module
analyzes the retransmission message and sends the requested media data which
are buffered.

3 Prefetching Strategy in TOPS

We propose two-tiered proxy Prefetching strategy. Figure 5 depicts a TOPS
Prefetching strategy diagram.

To reduce a handoff delay, a mobile node sends a proxy handoff message to
MoP with registration message. MoP registers a mobile node and delivers this
proxy handoff message at MeP. MeP confirms if a mobile node is registered.
Namely, MeP distinguishes inside domain’s movement. If a mobile node is regis-
tered, MeP continues current service after sending an ACK message. If a mobile
node was not registered, MeP sends at the same time a request message to for-
mer MeP and the web server that stores the original media data which a mobile
node wants to get. The message from former MeP is used to grasp the location of
media data to be sent to a mobile node. The media data are sent to the mobile
node through tunneling of mobile IP. If MeP itself can do a media service to
a mobile node, after mobile node’s handoff. MeP sends a service break message
to former MeP and does a media service directly to a mobile node. MeP which
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Fig. 5. TOPS Prefetching strategy

Fig. 6. TOPS handoff signal flow

takes a service break message releases registration of a mobile node and sends
registration release message to MoP in its network.

Figure 6 depicts a handoff protocol between BSs and a MH when the MH
moves from the cell1 to the cell2.

MH periodically receives beacon messages from BSs( BS1, BS2). As MH
approaches the cell 2, MH gets stronger signals than before. If MH receives
the stronger signal than the threshold of signal strength, MH names BS2 for
a buffering base station. At same time, MH sends a message to join BS2 in
the multicast group. Then the BS2 joins the MH’s multicast group and receives
packets from the home agent. BS2 decapsulates the received media packets,
and transcodes media data through the transcoding proxy, and then stores the
transcoded media data packets in the buffer. After than, if the BS2’s signal
strength is stronger than the BS1’s signal strength, MH decides the forwarding
BS with BS2 and requests the packet forwarding. BS2 immediately sends the
transcoded packet which is stored in buffer when BS1 enters the cell2. At this
time, BS1 receives the buffer request and becomes the buffering BS. If MH goes
away from BS2 and receives the weaker signal than the lower threshold, MH
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Fig. 7. Simulation Test-bed

sends a message that asks BS1 to leave the multicast group. BS1 no longer
receives the message associated with the MH.

When a MH performs the handoff, a buffering BS immediately forwards MH
the packets stored in buffer. Accordingly, the additional forwarding from an old
base station is not required. Also, since the route update between a home agent
and BSs is not required, multimedia service has no packet loss and minimum
handoff delay.

4 Simulation

In this section, we evaluate the performance of the two proxy systems (General
proxy and TOPS), based on simulation. We use the network simulator (NS-2)
to examine the proposed system’s performance. Figure 7 show the simulation
test-bed.

We use one multimedia server (CN), one intermediate node, one HA, two FAs
and 12 BSs for simulation. BSs which belong to FA1 are from BS1 to BS 6. The
other BSs belong to FA2. We use several FA to estimate the multimedia service
quality in mobile node during handoff. The link between media server (CN) and
HA, between HA and intermediate node, is set as 100Mbps transmission rate
and 20ms transmission delay. The link between intermediate node and FA is set
as 100Mbps and 10ms delay. In FA area, the link is set 100Mbps and 5ms delay.
Wireless links is set as 10Mbps transmission rate and 10ms delay. Analyzing the
media service quality of MN which is moving around, we evaluate the each proxy
system.

Table 1 shows that TOPS is better performance than the General proxy,
that located in foreign network, in terms of average transmission rate, average
handoff latency, RMS jitter of transmission delay and number of packet loss.

In case of using TOPS, the number of packet loss is 0 and average handoff
latency is lower than that of general proxy. So, the average transmission rate and
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Table 1. The Characteristics of the transmitted data

Avg. Transmission rate Avg. handoff latency RMS jitter No. of Pkt
(bps) (ms) (1-sigma) loss

General proxy 458,389 12-13 0.04450 5-6

TOPS 458,677 5-8 0.04101 0

jitter in TOPS is lower than those in general proxy. Consequently, multimedia
service in TOPS is better than it in general proxy.

TOPS is on center in its management domain. So, if MN moves around the
domain, the data retrieval time is lower than general proxy.

5 Conclusion

This paper surveys the state-of-the-art in providing media streaming service and
mobility support to mobile nodes in the wireless network.

In standard Mobile IP, in order to send media data to the mobile nodes, the
media data have to pass through the mobility agents, which are foreign agent or
home agent, and a proxy server. Through this procedure, data delivery latency
and packet loss increases. So, frequent handoff procedure makes multimedia ser-
vice worse.

In our proposed TOPS, using transmission mechanism, layered encoded mul-
timedia and the enhanced prefetching strategy, data delivery latency and packet
loss decreases. So, although MHs take frequent handoff or wireless network state
becomes worse, the multimedia service quality is a slightly worse. So, optimal
multimedia service is given to MH.

Finally, we show that TOPS improves media streaming service in the mobile
communication environment. In the simulation result, the service overhead is
low relative to typical mobile communications.
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Abstract. This paper presents auto-networking technologies for IPv6
mobile ad hoc networks. The auto-networking technologies consist of
IPv6 unicast address autoconfiguration, IPv6 multicast address alloca-
tion, secure multicast DNS, and service discovery. These technologies are
based on IPv6’s inherent autoconfiguration facility, which can provide ad
hoc users with automatic networking in IPv6 ad hoc environment.

1 Introduction

Wireless networks are categorized into two classes; (a) Infrastructured wireless
network and (b) Infrastructureless wireless network. As infrastructured wire-
less network, there are wireless lan (WLAN), celluar networks (e.g., 3GPP and
3GPP2) and so on. The current Internet services can be provided through these
infrastructured wired and wireless networks. A representative network of in-
frastructureless wireless network is ad hoc network. Mobile Ad Hoc Network
(MANET) is the network where mobile nodes can communicate with one an-
other without preexisting communication infrastructure such as base station or
access point. When mobile nodes are necessary to communicate in the environ-
ments such as battlefield and disaster relief communication where are separated
from the Internet, they need to construct a temporary and infrastructureless
network. Recently, according as the necessity of MANET increases, the devel-
opment of ad hoc routing protocols for multi-hop MANET has been being led
very strongly by IETF MANET working group [1]. Also, ad hoc multicast rout-
ing protocols for multicast service, such as video conferencing, DNS service, and
service discovery in MANET have been being developed. With this trend, if IPv6
that has lots of good functions such as stateless address autoconfiguration for
address configuration is adopted well in MANET, users in MANET will be able
to communicate more easily through the zeroconfiguration that provides easy
configuration [2, 3].

This paper suggests four auto-networking technologies for automatic net-
working in IPv6 mobile ad hoc network. The first is IPv6 unicast address au-
toconfiguration through which a unique unicast address is configured in mobile
node. The second is IPv6 multicast address allocation through which a unique
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multicast address is allocated to application that needs a new multicast address.
The third is secure multicast DNS that every ad hoc node takes part in DNS
service, such as name-to-address translation. The last is service discovery based
on multicast DNS, which allows ad hoc users to discover the service information
that is necessary to connect to or join the service when the name, transport
protocol (e.g., TCP or UDP) and domain for the service are given.

The remainder of the paper is organized as follows. In Section 2, related work
is presented. The auto-networking architecture and components are described in
Section 3. we describe four auto-networking technologies in detail, in Section
4. We descibe our MANET testbed and the experiment of the auto-networking
technologies in Section 5. Finally, in Section 6, we conclude the paper with future
research work.

2 Related Work

IETF Zeroconf working group has defined the technology by which the con-
figuration necessary for networking is performed automatically without manual
administration or configuration in the environments, such as small office home
office (SOHO) networks, airplane networks and home networks [3]. This tech-
nology is called zero-configuration or auto-configuration. The main mechanisms
related to the autoconfiguration technology are as follows; (a) IP interface config-
uration, (b) Name service (e.g., Translation between host name and IP address),
(c) IP multicast address allocation, and (d) Service discovery.

3 Auto-Networking Architecture

Mobile nodes in MANET play the role of host and router simultaneously. Each
node should run a common ad hoc routing protocol for multi-hop routing. These
nodes are connected dynamically through ad hoc routing. IPv6 address config-
uration in each node should precede ad hoc routing. However, because ad hoc
network has dynamic topology according to time, DHCPv6 for stateful address
autoconfiguration or Neighbor Discovery (ND) for stateless address autoconfig-
uration [4, 2] are difficult to adopt in ad hoc network. This paper suggests IPv6
unicast address autoconfiguration that considers the resolution of address du-
plication which can be caused by MANET partition and mergence. Also, for
auto-networking in IPv6 MANET, it proposes other automatic configuration
and network services, namely IPv6 multicast address allocation, secure multi-
cast DNS and service discovery.

Fig. 1 shows the protocol stack supporting auto-networking in IPv6 MANET.
Four auto-networking techologies including unicast address autoconfiguration
are implemented in application layer. We assume ad hoc routing protocols for
unicasting and multicasting are executed. We use IPv6 AODV and MAODV for
unicasting and multicasting respectively [5, 6, 7].
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Fig. 1. Protocol Stack supporting Auto-Networking

4 Auto-Networking Technologies

4.1 IPv6 Unicast Address Autoconfiguration

IPv6 unicast address of ad hoc node can be autoconfigured by IPv6 address
autoconfiguration for ad hoc networks [8, 9]. The configuration of address is
comprised of three steps; (a) selection of random address, (b) verification of
the uniqueness of the address and (c) assignment of the address into network
interface. The duplication address detection (DAD) proposed in this paper not
only checks address duplication during the initialization of address configuration,
but also checks and resolves the address duplication, detected by intermediate
nodes, during route discovery. Also, during the resolution of address conflict,
the sessions using the conflicted address can be maintained until the sessions are
closed.

IPv6 DAD for ad hoc network proposed in [9] cannot solve the the duplication
of address by MANET partition and mergence because it is time-based DAD [10].
This autoconfiguration can be complemented with Weak DAD [10]. So, our DAD
is a hybrid scheme of combining the time-based DAD and Weak DAD [8]. First of
all, let’s define time-based DAD as Strong DAD like in [10]. Strong DAD is used
to check if there is address duplication in a connected MANET partition within
a bounded time. Weak DAD is used to find the address duplication occurring
when two or more MANET partitions are merged.

Procedure of Address Autoconfiguration IPv6 Unicast Address Autocon-
figuration works like the state transition diagram of Fig. 2. States and events
are descibed in Table. I and Table. II respectively. The IPv6 unicast address
autoconfiguration consists of two phases. The first phase is to autoconfigure an
IPv6 address in network interface by Strong DAD. The second phase is to detect
the address duplication during routing process by Weak DAD. In Fig. 2, state 1
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Fig. 2. State Transition Diagram of IPv6 Unicast Address Autoconfiguration

Table 1. State Description

State Description

State 1 Node has no address.

State 2 Node has a temporary address as its own source address.

State 3 Node has a tentative address.

State 4 Node is verifying the uniqueness of the tentative address.

State 5 Node has verified the uniqueness of the tentative address.

State 6 Node is ready to process messages related to address and
routing.

State 7 Node is processing AREQ (Address Request) message.

State 8 Node is processing RREQ (Route Request) message.

State 9 Node is processing AERR (Address Error) message.

through state 5 belong to the first phase and state 5 through state 9 belong to
the second phase.

Strong DAD works as follows. Because this paper does not consider the global
connectivity to the Internet, it assumes that MANET is a temporary network
isolated from the Internet and the scope of addresses used in MANET is not
global, but local. We use “fec0:0:0:ffff::/64”, MANET PREFIX, as MANET ex-
clusive prefix [9]. This prefix will be replaced with another one for ad hoc network
that will be determined by IPv6 working group.

Among the MANET PREFIX, “fec0:0:0:ffff::/96”, MANET INIT PREFIX,
is used for temporary unicast address during Strong DAD [9]. The low-order 32
bits of the temporary address are configured with 32-bit pseudo random num-
ber. MANET PREFIX is used for actual unicast address. The address that will
be actual unicast address is a tentative address of which the uniqueness of the
address has not been verified in MANET yet. The uniqueness is verified through
Strong DAD and the low-order 64 bits of the tentative address is EUI-64 Iden-
tifier derived from MAC address. When the tentative address has already been
used by another node, another new 64-bit pseudo random number is selected for
the low-order 64 bits of the tentative address.



Auto-Networking Technologies for IPv6 Mobile Ad Hoc Networks 261

Table 2. Event Description

Event Description

Event a Node selects a temporary address.

Event b Node selects a tentative address.

Event c Node sends AREQ message for checking the uniqueness
of tentative address and waits for AREP message
indicating address duplication.

Event d Node receives AREP (Address Reply) message for the
tentative address.

Event e Node has received no AREP after sending as many AREQ
messages as the predefined number.

Event f Node assigns the verified address in network interface.

Event g Node receives an AREQ message.

Event h Case 1 : Node forwards the AREQ message.
Case 2 : Node discards the AREQ message.
Case 3 : Node sends an AREP message to the source node.

Event i Node receives an RREQ message.

Event j Case 1 : Node forwards the RREQ message.
Case 2 : Node discards the RREQ message.
Case 3 : Node sends an AERR message indicating

address duplication.

Event k Node receives an AERR message indicating address
duplication.

Event l Node discards the AERR message.

In the last step of Strong DAD, state 5, when an actual unicast address is
configured in network interface of mobile node, the temporary source address is
not used any more as the source address.

During the ad hoc routing in state 6, Weak DAD detects the address duplica-
tion. Key is used for the purpose of detecting duplicate IPv6 addresses, which is
selected to be unique by mobile node. When mobile node receives routing control
packet, it compares the pairs of address and key contained in the control packet
with those in the routing table or cache [8, 10]. RREQ (Route Request) and
RREP (Route Reply) messages for route discovery in IPv6 AODV contain key
for each address. When it detects the address duplication, it notifies the node
having the duplicate address of the address duplication. For the message format
for IPv6 unicast address autoconfiguration, there are three messages for address
autoconfiguration; (a) Address Request (AREQ) message, (b) Address Reply
(AREP) message, and (c) Address Error (AERR) message [8]. This message for-
mat can be used commonly for these three AREQ, AREP and AERR messages
with 8-bit different type vaules. “Code” field is 8-bit unsigned integer, which has
0 or 1 as code value for message type. Code value 1 in AERR message indicates
that the peer node’s address has been changed. In the other cases, code value is
always 0. “Identifier” field is 32-bit unsigned integer, which is used to prevent
duplicate AREQ message from being flooded. “Originator IPv6 Address” field
contains the IPv6 address of the sender of ad hoc address autoconfiguration mes-
sage. “Requested or Duplicate IPv6 Address” field contains the requested IPv6
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address in AREQ and AREP messages, or the duplicate IPv6 address in AERR
message.

AREQ message is used for the purpose of checking if a tentative address
address is duplicate in the connected MANET partition during Strong DAD.
AREP message is used so that the notification of address duplication is delivered
to the node under Strong DAD by another node that receives an AREQ message
and detects the address duplication with its own address. AERR message is used
as the notification of address duplication in order that during processing control
packets related to routing, a node finding the adress duplication can notify the
originator node that has sent AREQ message of address conflict.

We define a new ICMPv6 message for IPv6 ad hoc address autoconfiguration
instead of extending the current ND protocol, so that we separate IPv6 ad hoc
address autoconfiguration from IPv6 stateless address autoconfiguration based
on ND protocol. The address autoconfiguration in the current ND protocol is
suitable only for fixed or mobile IPv6 networks of link-local scope, not for ad
hoc network of site-local scope. Therefore, our address autoconfiguration works
in multi-hop ad hoc network instead of IPv6 ND, only when node runs as ad
hoc mode.

Maintenance of Upper-Layer Sessions under Address Duplication
When address duplication happens and the duplicate address is replaced with
another, the sessions above network layer can be broken. So, the survivability of
upper-layer sessions using the duplicate address should be guaranteed.

In order to allow data packets related to the sessions using the duplicate
address to be forwarded to destination nodes for a while, after sending error
message (i.e., AERR message) to the node related to the duplicate address, the
intermediate nodes that have perceived address duplication continue to forward
on-the-fly data packets associated with the sessions using the duplicate address,
on the basis of virtual IP address which is the combination of IP address and
key, until the route entry for the duplicate address expires [8]. The node that
receives an AERR message autoconfigures a new IPv6 address through Strong
DAD and makes the new address used by the old upper-layer sessions that used
the duplicate address as well as by new upper-layer sessions from this time
forward. The node informs the peer nodes of the change of address by sending
AERR messages with code 1. The “Originator IPv6 Address” field contains the
duplicate address and the “Requested IPv6 Address” field contains a new address
to be used for the communication. After receiving the AERR message, the peer
node sends its packets to the node through IP tunneling. The destination address
in outer IP header is the new IP address of the node that announced duplicate
address and that in inner IP header is the duplicate IP address of the node.
When the node receives tunneled packet from the peer node, it decapsulates the
packet and delivers the data in the packet to upper layer. Both the node and peer
nodes maintain the information of duplicate address and use it for processing IP
tunneling.
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Fig. 3. Generation of IPv6 Interface ID-based Multicast Address. (a) is the format of
IPv6 ad hoc unicast address and (b) is the format of IPv6 ad hoc multicast address

4.2 IPv6 Multicast Address Allocation

IPv6 multicast address allocation allows a unique multicast address allocated to
application that needs a new multicast address, such as SDR (Session Directory
Tool) that is one of the famous MBone tools. The main idea of the multicast
address allocation proposed in this paper is based on Interface Identifier (ID)
of IPv6 unicast address of which uniqueness has been already verified. So, the
allocation of unique multicast addresses is possible for ad hoc node itself, without
another multicast address allocation server.

Format of Multicast Address The format of site-local unicast address and
that of site-local multicast address are shown in Fig. 3. A unique site-local scoped
multicast address is formed as follows; So that we indicate that the multicast
address of Fig. 3 (b) is based on interface ID, namely, Interface ID-based mul-
ticast address, P-bit (Interface bit) is set to 1. In order that we indicate the
address is used temporarily, T-bit (Temporary bit) is set to 1. Also, we define
a new bit, A-bit (Ad Hoc bit), so as to indicate this multicast address is one
used in ad hoc network. So, A-bit is set to 1. Because the scope of the address
is site-local, the Scope field is set to 5 which is the decimal number for binary
value “0101”. The 16-bit reserved field is set to zero. The Interface ID field of the
multicast address is set to the value of that of the unicast address, the low-order
64 bits of site-local scoped unicast address configured by IPv6 ad hoc address
autoconfiguration. Because the uniqueness of the unicast address’s interface ID
has already been verified, the uniqueness of a multicast address based on in-
terface ID is guaranteed without the procedure of verifying the uniqueness of
the multicast address. Each node can generate a unique multicast address by
selecting an unused 32-bit random number for Group ID field by itself without
any help of multicast address allocation server. Therefore, this mechanism for
multicast address allocation is suitable for MANET where dedicated server is
difficult to deploy for some services.

When ad hoc node receives an AERR message, one of ICMPv6 messages,
indicating address duplication, it does not allocate multicast addresses until
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Fig. 4. DNS Name Resolution through Ad Hoc Name Service System (ANS)

a new unicast address is set up in its network interface. After a new unicast
address is configured in network interface, the ad hoc node starts to allocate
multicast addresses on the basis of the new Interface ID.

4.3 Secure Multicast DNS

We developed Ad Hoc Name Service System for IPv6 MANET (ANS) that
provides the name resolution and service discovery in IPv6 MANET which is
site-local scoped network [11]. Every network interface of mobile node can be
configured automatically to have site-local scoped IPv6 unicast address by IPv6
ad hoc address autoconfiguration. ANS System consists of ANS Responder that
works as DNS name server in MANET and ANS Resolver that performs the
role of DNS resolver for name-to-address translation. Mobile node registers an
AAAA type DNS resource record of combining its unicast address and host DNS
name with DNS zone file of its ANS Responder (ANS Zone File). Fig. 4 shows
the architecture of ANS System for name service in MANET and DNS name
resolution through ANS. Each mobile node runs ANS Responder and Resolver.
An application over mobile node that needs the name resolution can get the name
service through ANS Resolver because ANS provides the applications with the
library functions for name resolution through which they can communicate with
their ANS Resolver through UNIX datagram socket.

In Fig. 4, ANS Resolver of mobile node A sends DNS query in ANS multi-
cast address, “ff05::224.0.0.251” or “ff05::e000:00fb”, which all ANS Responder
should join for receiving DNS query [11]. When ANS Responder receives DNS
query from ANS Resolver in other mobile nodes, after checking if it is responsible
for the query, it decides to respond to the query. When it is responsible for the
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query, it sends the appropriate response to ANS Resolver in unicast. In Fig. 4,
mobile node C responds to DNS query of mobile node A.

Authentication of DNS Message In order to provide secure name service in
ANS, it is necessary to authenticate DNS messages. We can use IPsec ESP
with a null-transform or the secret key transaction authentication for DNS
(TSIG) [12], which can be easily accomplished through the configuration of
a group pre-shared secret key for the trusted nodes. In ANS, we implemented
the authentication of DNS message on the basis of TSIG resource record [11].
All ANS Resolvers and Responders in a trusted group should share a group se-
cret key for TSIG authentication. Whenever ANS Responder responds to DNS
query, it sends DNS response message including TSIG resource record that has
the hashing value of the DNS response based on the group’s secret key. With
TSIG resource record, ANS Resolver can decide if the response is valid or not.

4.4 Service Discovery

Service discovery allows ad hoc users to discover the service information that
is necessary to connect to or join the service when the service name, transport
protocol (e.g., TCP or UDP) and domain where the service is placed are given.
We developed service discovery based on secure multicast DNS and DNS SRV
resource record [13, 14]. We assume that mobile node running multicast or uni-
cast service can register a DNS SRV resource record for each service with its
ANS Zone File [13].

Procedure of Service Discovery For service discovery, a client sends DNS
SRV query to get the information of a service via site-local multicast through
ANS Resolver. The server that can serve the queried service responds to the
client’s query delivers the data of SRV resource record to the client via site-local
unicast. When the client receives the response of SRV query, it checks whether
the service is unicast or multicast. If the service is unicast, the client tries to
connect to the server by the server’s IPv6 address, transport protocol and port
number. If the service is multicast, the client makes the multicast address related
to the multicast service and joins the multicast group with the multicast address
and UDP port number of the service [13].

5 Experiment in IPv6 MANET Testbed

We have implemented IPv6 AODV and MAODV as ad hoc unicast and multicast
routing protocols, which have been extended for the support of IPv6, on the basis
of NIST AODV [5, 6, 7]. These ad hoc routing protocols have been implemented
in Linux kernel 2.4.18 version. Also, we have developed IPv6 Wireless Mobile
Router (WR) for MANET testbed, which is a small box with IEEE 802.11b
interface and embedded linux of kernel version 2.4.18 [7]. In order that we can set
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up multi-hop MANET testbed and handle the topology easily, we have made the
box regulate the signal range by controlling Rx and Tx power level of the wireless
interface. In addition, we have implemented MAC filtering in device driver of
wireless interface in order to filter adjacent node’s packet in MAC level. With
the Rx/Tx power control and MAX filtering, we can handle MANET topology
at more liberty. With this MANET testbed, we tested the operation of MANET
routing protocols and auto-networking technologies.

6 Conclusion

In this paper, we propose an architecture of auto-networking services in IPv6
mobile ad hoc nework. The services consist of four technologies; (a) IPv6 uni-
cast address autoconfiguration, (b) IPv6 multicast address allocation, (c) Secure
multicast DNS, and (d) Service discovery. These allow ad hoc users to commu-
nicate with one anther in easy and convenient way. As our future work, we will
add more security functions to our auto-networking technologies in order to pro-
vide securer service against the various security attacks. Also, we will develop
interworking between MANET and Internet so as to provide ad hoc users with
global connectivity.
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Abstract. In the current mobile IP standard, the home agent (HA) of
a mobile node (MN) is located in the home link. If a mobile node (MN) is
moved away from the home link, it takes time for MN to make a registra-
tion and binding update at the home agent (HA). It also generates extra
traffic in the Internet because the Binding Update should be refreshed
after the lifetime expires.
This paper proposes a new method for distributing multiple home agents
(HAs) geographically. By applying this method, a mobile node (MN) can
find a home agent (HA) which is nearest to it. It facilitates fast registra-
tion and short latency time. It also reduces the traffic of transaction. This
technique is simple to apply. However, it is very effective. We demonstrate
the capability of this method through working experiments.

1 Introduction

Mobile IPv6 [1] is a feasible mechanism for implementing static IPv6 address-
ing [2] known as the home address for a mobile node. Mobile IP allows packets
sent to the home address to be delivered to the mobile node. It also hides any
address changes from the transport and application layers. It enables a mobile
node (MN) to roam between different networks.

In Mobile IPv6, each mobile node (MN) is identified with a static home
address, regardless of the current point of attachment to the Internet. The home
address is stored by the home agent (HA), located in the home link. When a MN
is moved to a foreign link, it is addressable by a care of address (CoA), in addition
to its home address. The care of address provides information about the current
location of the MN. The CoA should be registered at the HA, when changed.
The mapping or association of the care of address and the home address is called
binding. A mobile node (MN) sends a binding update containing its new CoA.
The Binding Update is shown in Fig. 1.

The binding information is valid only for the life time (420 sec) [3]. It should
be updated after the life time is expired. Several packets should be sent and
received between the MN and the HA for updating. These packets starts with
ICMP Home Agent Address Discovery Request Message, ICMP Home Agent
Address Discovery Reply Message, ICMP Mobile Prefix Solicitation Message,
ICMP Mobile Prefix Advertisement Message, Authentication and Registration,
and ends with Binding Update Acknowledgment packet [1].

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 267–276, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Fig. 1. Binding Update

Fig. 2. New Binding Update Method

There is a problem in the current Mobile IP standard. If the MN is located
at a foreign link such as link A, or link B shown in Fig. 1. The MN does not
care about the distance to the HA. It may be far away from the home link, or
it may be close to the HA. MN uses the same method for Binding Update. This
is not efficient because when the MN is far away such as in link B, the Binding
Update takes much time. It also generates extra traffic over the network.

In order to resolve this problem, this paper proposes to increase the number
of HAs, and place them at different locations in the Internet. We explain our
proposal in more detail in Section 3 of this paper. In this proposal, all the HAs
would have the same anycast address. There has been known that anycast can be
used in Mobile IPv6 [4, 5, 6]. However, our method is different from the existing
one. We propose to modify the current protocol. By this new method, a MN
can finds and registers at the nearest HA. The selection of HAs is dynamic. It is
based on Dynamic Home Agent Address Discovery (DHAAD) [1] and uses IPv6
anycast [4].
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Fig. 3. DHAAD: Dynamic Home Agent Address Discovery

In Fig. 2, when MN moves to link B, it does not need to register at the
primary home agent (HA1) in the home link, which is located at several hops
away. Instead, it can register at HA2 more efficiently because it is closer to MN.
This makes a short latency time in Binding Update and also it reduces the traffic
in the Internet.

This technique can be applied over the Internet efficiently. In section 2, we
present the Mobile IPv6. Section 3 mentions about our proposal and shows how
it works. Section 4 deals with the experiments. Section 5 discusses the alternative
approaches. And finally, Section 6 concludes this paper.

2 Current Mobile IPv6 and the Problems

Mobile IP [1, 11] allows a mobile node to move around the Internet dynamically.
Mobile IP works at the network layer and deals with the routing of datagrams.
It can handle the mobility among different media (LAN, WLAN, dial-up links,
etc.). Mobile IPv6 is much improved from Mobile IPv4. Mobile IPv6 allows
a MN to roam among different subnets freely while transparently maintaining the
present connection and be reachable to the rest of Internet. Mobile IPv6 identifies
each MN by its static home address regardless of the point of attachment.

When MN moves from the home link, it receives a care of address (CoA) from
the foreign link. A CoA can be derived from the receipt of router advertisement
in stateless address auto-configuration [7], or be assigned by a DHCP server in
stateful address auto-configuration [10]. MN registers its current address at a HA
on the home link. The HA intercept the packets, and forward them to the MN.
This mechanism is transparent for the transport layer (e.g. TCP, UDP) and the
application layer.

In Mobile IPv6, a MN can discover HA dynamically. It uses Dynamic Home
Agent Address Discovery (DHAAD) protocol. Fig. 3 shows the information flow
of DHAAD. DHAAD uses IPv6 anycast.

It is possible to have multiple Home Agents in the current IPv6 standard.
When MN sends a Binding Update to the Home Agents anycast address . One
of the Home Agents receives the Binding Update request. The HA should reject



270 Heshmatollah Khosravi et al.

Table 1. Example: Home Agent list

Home Agent List Preference Number

HA1 −2
HA2 5
HA3 3

the Binding Update from the mobile node. Instead, it returns a list of all the
home agents with their preference number, as shown in Table 1. The MN sends
a Binding Update to the HA that has the highest number, i.e. HA2 in Table 1.

Then, the MN should use HA2 as the home agent. It is pre-determined stat-
ically. Although the multiple home agents realize back-up agents, it does not
realize the right selection of home agents based on the distance in the network.

3 New Method for Mobile IPv6

Our new method uses anycast to find the nearest home agents among several
HAs. The HAs are geographically distributed. And they belong to the same
anycast group. An anycast address can be assigned to the multiple home agents
(HAs). A HA is a member of the anycast group if the anycast address is assigned
to one of the interfaces of the HA. A packet sent to an anycast address is delivered
to the closest member in the group. The closeness is measured by the distance in
routing protocol. We have already shown the diagram of the new idea in Fig. 2.
All the HAs have the same anycast address. A mobile node can find the nearest
HA by the DHAAD (Dynamic Home Agent Address Discovery) mechanism.
According to the IPv6 anycast protocol, the DHAAD packet sent to an anycast
address is routed to the nearest HA. The actual route is determined by the
distance in the network [5].

3.1 Modified Protocol for Home Agent Registration

When a mobile node (MN) detects that it has moved from one link to the other,
it receives a new care of address (CoA). In the current Mobile IPv6 draft, the
MN will send the Binding Update to the HA if it keeps the address of HA in the
Binding Cache. In our proposal, MN deletes Home Agent record in the Binding
Cache when it moves from one link to the other. MN should find a new HA.
It finds the nearest HA by using anycast. This scheme has no single point of
failure. If one of the HAs is down, the MN can find the second nearest one.

In Section 4, we will explain the working example of Binding Update, like
the following. A MN moves from one foreign link to another link.

receive a new prefix 2001:0200:0001:0006::

found a new router fe80:0001::0206:5bff:fe49:24cc(2001:0200: 0001:0006::)

CoA has changed to 2001:0200:0001:0006:0209:6bff:fefa:7b78

location = 2
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BU timer stopped.

Binding cache removed.

no home agent. start ha discovery.

BU timer started.

no home agent. start DHAAD.

MIP6_BU_PRI_FSM_STATE_WAITA

MIP6_BU_PRI_FSM_STATE_BOUND

where the MN receives a new care of address, and start finding a home agent
(HA) by DHAAD.

In our proposal, all the preference numbers in Table 1 are set to zero. This
is a modification to the current protocol. When the nearest HA receives the
Binding Update request, it does not reject the request. It does not send the list
of all the Home Agents to the MN either, but sends its own address only.

If the nearest HA to a MN is not the primary HA in the home link, the
HA sends the binding update to the primary HA. The corresponding node (CN)
sends the first packet to the home address at the primary HA. The packet will
be forwarded to the care of address (CoA) by the primary HA.

3.2 Implementation

There have been several implementation of IPv6 protocol which have Mobile
IPv6 capability. We use KAME [3] implementation for FreeBSD for our experi-
ments. We modify the source code to implement our new method. There are two
major changes in our KAME code.

1. The source code is changed so that MN removes the previous HA record from
the binding update list when it moves to the other link. This modification
is necessary because it prevents the MN to send the Binding Update to the
old HA. It enables MN to find the nearest HA by using DHAAD.

2. The source code is changed so that HAs do not send the HA list with the
preference number in response to the DHAAD requested from a MN. Instead
it sends its own address to the MN. The modification allows the MN to get
the nearest HA properly.

Module name in KAME where to use New function

mip6 mncore.c mobile node Clear cache after moving
halist.c home agent Respond to MN with its own address

The above table describes two modules in KAME which are modified by us.
These modifications are tested in the environment described in the following
section.
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Fig. 4. Topology of the Testbed

4 Experiments and Evaluation

Fig. 4 shows the configuration of our testbed. For simplicity, all HAs are
connected to the same link (home link). The home link has the address
of 2001:200:1:1::/64. There are three home agents (HAs). They have the
same anycast address of 2001:200:1:1:fdff:ffff:ffff:fffc. The IP address of HA1 is
2001:200:1:1::1, HA2 is 2001:200:1:1::3 and HA3 is 2001:200:1:1::4. A mobile
node (MN) has the home address of 2001:200:1:1:209:6bff:fefa:7b78. There are
two foreign links A and B. They have prefix addresses of 2001:200:1:6::/64 and
2001:200:4:1::/64, respectively. The MN moves among the home link, link A and
link B.

4.1 Standard Mobile IPv6 Operation

The following list shows the HAs.

lladdr gaddr flags pref lifetim ltexp
fe80::240:5ff:f 2001:200:1:1::1 --H 0 1800 1647
fe80::240:5ff:f 2001:200:1:1::4 --H 0 1800 1648
fe80::290:27ff: 2001:200:1:1::3 --H 0 1800 1648

After moving to link B from the home link, MN sends the following message.
It shows a new prefix of IPv6 address, and the care of address (CoA) is changed.
However, MN still uses the same home agent, HA1.

receive a new prefix 2001:0200:0004:0001::

found a new router fe80:0001::02b0:d0ff:fe07:791b(2001:0200: 0004:0001::)

CoA has changed to 2001:0200:0004:0001:0209:6bff:fefa:7b78

BU timer started.
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If MN moves to link A, it still uses HA1 according to the current standard of
mobile IPv6. In case MN does not keep any record in the HA list, it will search
for a new HA by DHAAD protocol.

In our testbed, MN sends ICMP type-#150 which is the Home Agent Address
Discovery Request message to the anycast address of 2001:200:1:1:fdff:ffff:ffff:fffe.
Then, the nearest home agent, HA2, receives the packet and replies with ICMP
type-#151 which is the Home Agent Address Discovery Reply message. The
reply message contains the Home Agent list.

4.2 New Mobile IPv6 Operation

In the new method, MN first deletes the HA list and it tries to find the nearest
HA. For example, MN moves from the home link to link B. It sends the following
message. It successfully find the nearest HA3.

receive a new prefix 2001:0200:0004:0001::

found a new router fe80:0001::02b0:d0ff:fe07:791b(2001:0200:0004:0001::)

CoA has changed to 2001:0200:0004:0001:0209:6bff:fefa:7b78

location = 2

no home agent. start ha discovery.

BU timer started.

no home agent. start DHAAD.

MIP6_BU_PRI_FSM_STATE_BOUND

If MN moves to link A from link B, it deletes the previous HA record from
the Binding Update list. It also removes the Binding cache and starts DHAAD.
It finds the nearest HA, i.e. HA2.

receive a new prefix 2001:0200:0001:0006::

found a new router fe80:0001::0206:5bff:fe49:24cc(2001:0200: 0001:0006::)

CoA has changed to 2001:0200:0001:0006:0209:6bff:fefa:7b78

location = 2

BU timer stopped.

Binding cache removed.

no home agent. start ha discovery.

BU timer started.

no home agent. start DHAAD.

MIP6_BU_PRI_FSM_STATE_WAITA

MIP6_BU_PRI_FSM_STATE_BOUND

The log file is the same record shown in Section 3.1.

4.3 Comparing Binding Update Time

We compare the time for Binding Update from the MN to HAs. MN moves
among the home link, link A and link B. MN is located on link A. We force MN
to perform the Binding Update with HA1 by intentionally shut down HA2.

The total time for Binding Update to HA1 is 1.438417 sec. The time for
Binding time to HA2 is 0.996083 sec. The time for HA3 is 0.996699 sec. The
Binding Update time to HA1 is 44% longer than the time for HA2 or HA3.
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Home Agent Binding Update time (Sec) Location of MN

HA1 1.438417 Link A
HA2 0.996083 Link B
HA3 0.996699 Link B

There are two routers (R1 and R2) between the MN and HA1. These routes
cause delay time in packet forwarding. The Binding Update time to HA1 is
longer than the Binding Update time to HA2 and HA3.

The result shows that it is meaningful to select the right home agent because
we can make the time for binding update much shorter.

5 Discussion

This section compares our new method with alternative methods for the Binding
Update. Method A is a standard protocol. It has only one home agent (HA).
Method B is defined in the current standard Mobile IPv6 protocol. It has multiple
home agents. They are located at the same home link. They are addressed by
a common unicast address in IPv6. There is a HA which is selected by anycast
mechanism of IPv6. The HA is not simply used, because it rejects the request
from a mobile node (MN). The HA responds to the MN by sending a list of
home agents (HAs) with preference numbers. In Method B, the home agent
which has the highest preference number is selected finally. The merit of method
B is backup and load balancing.

Method C is our new mechanism. It uses distributed multiple home agents.
It uses anycast in IPv6. The HAs belong to the same anycast group. If one HA
is selected by the anycast mechanism, it is used as a primary home agent. It
does respond to the MN. It sends the address of the home agent, not the list of
all the home agents.

Method Number of HAs Address Response Reply Location of HAs

A single Unicast Accept One HA (fixed) centralized
B multiple Anycast Reject List of HAs centralized
C multiple Anycast Accept One HA (selected) distributed

The new method (C) simply realizes the selection of nearest HA to a MN.
It is a modification of Method B. We should change the protocol to accept the
request, and send the proper address of the HA. We have realized the protocol
as a part of KAME implementation of IPv6.

Our new method requires additional time for DHAAD. However, if a MN
moves locally within a site, it does not need DHAAD. The new method increases
the number of HAs so that we can utilize the nearest HA to a MN.

Internet Draft [21] describes Hierarchical Mobile IPv6 (HMIPv6). It is an
efficient method for local moving within a site. MAP (Mobile Anchor Point) is
used to make local moving more efficient with a faster handoff. On the other
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hand, our method deals with global mobility of MIPv6. We have a plan to
investigate the new method to improve the local mobility.

6 Conclusion

We proposed the new method as an enhancement to Mobile IPv6. It solves the
problem that exists in the current standard for Binding Update. The new method
increases the number of Home Agents. Their locations are distributed. It helps
a Mobile Node (MN) to apply DHAAD dynamically by IPv6 anycast. MN can
find the nearest Home Agent. MN makes a registration and Binding Update at
the HA. It realizes short latency in binding update time and reduces the extra
traffic in the network. The new method decreases the latency time of binding
update. It also reduces the traffic in the Internet. This scheme has no single
point of failure.
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Abstract. Although the Ad Hoc On-Demand Routing Protocol
(AODV) is well designed for the ad hoc network, it does not deal with
Internet connectivity. While some of solutions are proposed for integrat-
ing the ad hoc networks with global Internet, there are some limitations
and drawbacks. In this paper, we propose the dynamic agent advertise-
ment to reduce the control packets overhead and the power consumption
due to a redundant packet processing. We use ns2 to compare the pro-
posed approach with the existing solutions in terms of the overhead and
throughput for packet transmission.

1 Introduction

In recent, the proliferation of mobile communications and multimedia services
has made mobility support on the Internet an important issue. This trend has
led to the introduction of new protocols to Internet. In this paper, we exam-
ine a recently Ad Hoc On-Demand Routing Protocol (AODV) and the Mobile
IPv4 (MIP) standard from the perspective of Internet connectivity over wireless
environments [1,2].

MIP, supporting a macro-mobility at network layer, is the oldest and proba-
bly the most widely known mobility management proposal. The MIP allows the
mobile node to move around the world with Internet connectivity. The AODV
is generally viewed as a stand-alone network, where communication is only sup-
ported between nodes in the specific ad hoc network. The lack of connectivity to
the wired infrastructure enables simple management and deployment, but limits
the applicability of ad hoc network to scenarios that require connectivity outside
the ad hoc network.

From the view point of Internet mobility, some of MIP-based proposals for
providing Internet connectivity in ad hoc environments are proposed. The chal-
lenge to enable such support stems from the need to provide good connectivity
� This research was supported by University IT Research Center Project.
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in a dynamic, resource poor (i.e. limited power and bandwidth) environment[3].
However, the proposed solutions have several drawbacks over integrating envi-
ronments. In this paper, we propose the dynamic agent advertisement to provide
good connectivity with reduced overhead and to achieve good performance when
mobile nodes move a new subnet. In our approach, we suggest the mobility agent
located at boundary between ad hoc network and fixed network advertises its
information to ad hoc network with two different lifetimes and two different
advertisement scopes. The proposed approach combines the advantages of both
MIP and AODV. The remainder of this paper is organized as following. Section
II examines the tradeoffs between using advertisement and solicitations. In Sec-
tion III, we describe our protocol and optimizations. The performance of our
approach is detailed in Section IV and Section V concludes the paper.

2 Related Works

2.1 Connectivity for Mobile Ad Hoc Networks

There are several researches on extending MIP capabilities to an ad hoc network
for supporting global roaming and Internet connectivity. These approaches are
broadly divided into three classes in aspects of movement detection and finding
mobility agent.

• First one mainly depends on the periodic advertisements from mobility
agents (called as gateway): This approach provides good connectivity, but
imposes a high overhead, especially when not all the nodes in the ad hoc
network require Internet connectivity.

• Second one primarily uses solicitation method: such approaches have the
overhead of maintaining connectivity to external traffic patterns but nega-
tively impact the mechanisms necessary for MIP such as agent discovery and
movement detection.

• The hybrid approaches utilize solicitation and advertisement signaling be-
tween a MANET node and the gateway. It still has traffic overhead and delay
for registration.

Although the existing solutions provide Internet access for ad hoc networks,
the solutions continue to suffer from several drawbacks as specified following.
The most significant of which is high overhead of foreign agent advertisement
messages (flooding). MIP relies on link-layer broadcasts to provide foreign agent
information to interested nodes. However, these broadcasts can prove to be ex-
tremely expensive in a ad hoc network where a broadcast translates to the packet
being flooded throughout the network. To reduce the flooding of advertisements,
some schemes increase the beacon interval (i.e. the interval between successive
advertisement floods). However, these increased interval cause to degrade the
handoff performance of MIP due to delayed movement detection. Second, some
protocols have an overhead for route maintenance. If not all the nodes in ad hoc
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Fig. 1. Two types of agent advertisement

network require connectivity, the AODV’s route maintenance can have a nega-
tive on the AODV due to excessive flooding overhead. Third, it is not useful that
Agent advertisements set up reverse routes to the mobile node over frequently
moving.

3 Dynamic Agent Advertisements

In this paper, we propose on demand Internet connectivity in ad hoc environ-
ments for achieving low handoff delay and low burden. The proposed approach
is based on MIP for connecting an ad hoc network, in which AODV is used, to
the Internet. While the purpose of the registration process in MIP is to update
the binding information between the home address of mobile node and its cur-
rent care-of address, the aim of AODV is to inform MIP in the mobile node,
with having active route, of changing subnets (or a new AODV network). The
proposed approach uses two kinds of advertisement in foreign agent so that the
AODV’s scarce resources are not further burdened with MIP overhead and the
required information is received on demand.

• Agent Advertisement message with Short beacon Interval (AASI): All values
in this message are identical to agent advertisement message in MIP (its
advertisement scope is limited to one hop from mobility agent).

• Agent Advertisement message with Long beacon Interval (AALI): The mes-
sage is identical to agent advertisement message of MIP, except with longer
registration lifetime and larger time-to-live value (i.e. registration lifetime is
over 300sec and TTL is set to 200).

In fig 1, the proposed model consists of three components: the foreign agent,
inner nodes, and outer nodes. The foreign agent is responsible for routing packets
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between the ad hoc network and the Internet. While AASIs are periodically
flooded within one hop from the foreign agent, AALIs are broadcasted through
the whole ad hoc network. All nodes within one hop from foreign agent are
notated as inner nodes (e.g. A, K, L in fig 1), and all nodes outside one hop
range from foreign agent are depicted as outer nodes (e.g. B, C, D, etc in fig 1).
In this paper, we assume that nodes in an ad hoc network that want Internet
access use their home address for all communication and register with a foreign
agent.

3.1 Agent Discovery

In the traditional MIP the movement detection is accomplished by receiving
agent advertisement. Unfortunately none of the move detection methods pro-
vided MIP is suitable because of the on demand property and the multihop
nature of ad hoc networks [6][7]. In this paper, the mobile node can find out
a new mobility agent with one of following three methods.

• If the mobile node has one more active route, it can identify a new mobility
agent with the extended RREP (e-RREP, Section 3.5).

• If the mobile node is located within one hop from a foreign agent, it can
detect a new mobility agent by receiving AASI.

• If the mobile node has no active route, it can identify a new mobility agent
with unicast solicitation message.

The movement detection in the proposed approach is archived by using rout-
ing update events and the extension of RREP.

When the event which the route for the destination is updated is occurred, the
AODV compares the existing mobility agent (or gateway) with a fresh mobility
agent included in the received RREP (e-RREP).

If the mobile node receives a new e-RREP including the different mobility
agent information with the existing mobility agent, it first determines the hop
count of the new e-RREP is smaller than the hop count for the existing mobility
agent. If the hop count of the new e-RREP is smaller than the existing hop
count, it immediately updates its mobility agent. Otherwise, it must wait some
period. It updates the mobility agent if it does not receive another e-RREP
message during waiting time. The mobile node without ongoing communication,
it is valid that the mobile node is non-sensitive to the handoff delay. In this
paper, the mobile node which has no active route finds out a new mobility agent
with the unicast agent solicitation. If the mobile node is stayed in one hop from
mobility agent, it can detect its movement with AASI. This procedure is the
same as in that of the traditional MIP.

3.2 Registration

Once a node has recognized that a new mobility agent is available in a new ad
hoc network, a node should register with a home agent via the new mobility
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agent. The registration procedure is almost the same as in the traditional MIP,
except that the registration request may have to traverse multiple hops before
reaching the foreign agent (and vice versa for the registration reply). A mobile
node generates Registration Request message with the same method in standard
MIP[1]. The foreign agent and home agent process the registration message
as specified in [1] by recording the new care-of address for the mobile node.
The foreign agent can utilize the AODV route discovery procedure to rediscover
a route to the mobile node for delivering the Registration Reply message to the
mobile node.

3.3 Routing

A mobile node does not initially know whether the destination node is within the
ad hoc network, or whether it is reachable through the foreign agent. It therefore
creates e-RREQ packet and broadcasts this packet to the whole ad hoc network.

This e-RREQ packet can be replied by one more nodes among three compo-
nents:

• If an intermediate node receiving the e-RREQ have a valid route to the des-
tination, it returns an e-RREP message including mobility agent information
to the originator.

• If a mobility agent receives the e-RREQ, it first checks its visitor entry for the
destination. If such an entry does not exist, it returns an e-RREP message
with a large hop count to the originator (i.e. 200). That is, the mobility agent
replies with a proxy ARP to the originator.

• If the destination node within an ad hoc network receives the e-RREQ
packet, it replies an e-RREP packet including agent’s information to the
source.

If the destination exists within the ad hoc network, an e-RREP can be re-
turned by both a mobility agent and the destination node (or an intermediate
node which have a valid route to the destination node). In this case, if the mo-
bile node receives e-RREP with large hop count from the mobility agent, it must
store this route but wait some period because it is possible for the mobile node
to receive an e-RREP from the foreign agent before it receives a route reply
from the destination node (or a intermediate node) within the ad hoc network.
Therefore, the mobile node should retain this route, and utilize it only after it
has concluded that the destination is not located in the ad hoc network. Other-
wise the mobile node receives a e-RREP from the destination, it can transmit
data packets to that destination.

3.4 Operations for Ad Hoc Mobile Node

In this paper, mobile nodes in ad hoc network are divided into inner nodes and
outer nodes. While AASI is only broadcasted to inner nodes, AALI is advertised
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Fig. 2. Extension of Route Reply Message

to both inner nodes and outer nodes. When a mobile node receives an AALI, it
records the IP address of the foreign agent, together with the sequence number of
the Agent Advertisement, in its foreign agents list. It then assigns long registra-
tion lifetime to that entry. That is, outer node should not change this entry until
it receives another agent advertisement from a new foreign agent or a Router
Error (RERR) message from any inner node. Since an AASI is broadcasted
within one hop from the foreign agent by the foreign agent, outer nodes can not
maintain foreign agent information timely fashion. For solving this limitation,
inner nodes are responsible for monitoring and detecting the reachability of the
foreign agent. If an inner node does not receive an agent advertisement within
an advertised lifetime of AASI, it sends unicast-solicitation to foreign agent. If
an inner node can not receive any agent advertisements after broadcasting three
successive solicitations, it must broadcast Route Error message for foreign agent
in the whole ad hoc network. If an inner node moves outer range of mobility
agent, it will receive an unicasted agent advertisement with long lifetime from
mobility agent.

3.5 New Message Types

When an intermediate node or a mobility agent receives e-RREQ, it must reply
with e-RREP including mobility agent information. Fig 2 shows the extension of
RREP specified in the standard AODV. Unless otherwise noted, the parameter
values for the standard AODV are the same as those suggested in [2]. We extend
the RREQ message and the RREP message for showing which it can support the
proposed algorithm or not. For RREQ message, we add the ’C’ bit in reserved
filed in the traditional AODV standard for showing that a node supports the
extensions for the Internet Connectivity. For the RREP message, we add the ’G’
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bit in reserved field in the standard AODV for indicating the RREP includes
information of a new mobility agent and extend the message to include mobil-
ity agent information(see shaded portion of fig 2). The mobile node in ad hoc
network can detect the subnet changing based this information.

4 Performance Evaluations

In this section we present a summary of our simulation results. The protocol
is implemented in the NS-2 simulator with mobility extensions[4]. For generat-
ing random scenario, we use CMU’s node-movement generator included in ns-2
2.1b9a. Unless otherwise noted, parameter values for MIP and AODV are the
same as those suggested in [1,2], respectively.

4.1 Simulation Model

There are home agent and foreign agent running both AODV and MIP. There is
one correspondent node on the wired network connected to both wireless domains
through R0. Fig 3 illustrates this network configuration. There are three constant
bit rate (CBR) traffic sources distributed randomly within each ad hoc network.
The destination of each of the data sessions is the correspondent node in the
wired network. The CBR data packets are 120 bytes and the sending rate is 66
packets per second. All mobile nodes move according to the random waypoint
mobility model [5]. The Mobile node speeds are randomly distributed between
zero and twenty milliseconds. The pause time is consistently 10 seconds. For
our proposed approach, we assume that AASI is broadcasted with one second of
interval and AALI is flooded with 180 seconds of interval.
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Fig. 4. Mobile IP overhead and AODV overhead

4.2 Simulation Results

Fig 4(a) shows the difference in MIP overhead between the broadcast and the
proposed approaches. Control packets may not be consuming large amount of
bandwidth, but they may be too much to interfere with the transmissions. The
MIP overhead is calculated with the number of advertisements per second and
is counted on a per-hop basis, meaning that a packet that travels five hops is
counted five times.

For the advertisement based approach (ADV-based), the number of beacon
message is flooded within the whole network decreases as the beacon interval
increases. In the ADV-based approach, two mobility agents flood each network
periodically with their agent advertisements. According to the Fig 4(a), the MIP
overhead of the ADV-based approach is sharply decreased at 5s and the number
of advertisement per sec is one at 40s interval. The MIP overhead of the proposed
approach is almost fixed to 2.1 packets per second because it limits the scope of
flooding to one hop. Fig 4(b) shows the AODV overhead for each approach. In
this simulation, we assume just six traffic source within the whole network and
the interval for hello message is one second. If the number of active route rises,
the AODV overhead simultaneously increases. For the ADV-based approach,
the short beacon intervals cause the more redundant active route due to agent
advertisement and result in increasing the AODV overhead (that is, all nodes
in ad hoc network don’t want to Internet connection). This also contributes to
the degradation of throughput. The AODV overhead of our proposed approach
is about 20 messages per second because its hello message overhead depends on
the number of inner node and is independent of the beacon interval. Fig 5(a)
illustrates the disruption time due to the handoff. To show distinct results, we
assume the network partition (10m) between home ad hoc network and foreign
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Fig. 5. Disruption Time due and Throughput at handoff

ad hoc network. Because the move detection methods provided by MIP highly
affects the throughput. we compare the proposed RREP-based approach with
the two basic solutions proposed in MIP.

• Lazy Cell Switching(LCS) is that a node registers its location with home
agent as soon as it detects the unreachability to foreign agent. Other method
proposed in MIP is Eager Cell Switching (ECS).

• ECS is that it assumes movement along a straight line and detects its move-
ment as soon as a new agent advertisement.

The disruption time of LCS sharply rises as the beacon interval increases
because of its waiting period. For example, an agent advertisement beacon period
of 5 seconds results in an agent advertisement lifetime of 15 seconds. In worst
case a node would wait 15 seconds. The increment of ECS is slower than that
of LCS because it detects its movement on receiving a new agent advertisement.
In the contrast, the proposed approach is fixed low disruption time because it is
independent of the beacon interval. Fig 5(b) demonstrates the UDP throughput
at receiver side for each method. Throughput is calculated such that, it is the
number of the successfully received packet within the period, which starts when
a source opens a communication, and which ends when the simulation stops. For
both ECS and LCS method, While the movement detection time increases as the
beacon interval increases, their performance is degraded as the beacon interval
increases. However, the proposed approach is not depends on the beacon interval
and its movement detection is determined by the routing update delay of AODV.
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5 Conclusion

MIP and AODV protocols in a MANET can work together to support Inter-
net mobility. In this paper, we propose dynamic agent advertisement of MIP to
provide a good connectivity between ad hoc networks and global Internet while
keeping flooding overhead costs low. Regarding MIP in mobile ad hoc networks,
our proposal includes a new movement detection scheme using routing protocol.
The proposed approach can support faster handoff than the movement detec-
tion of MIP because it detects its movement as soon as the route destined to
the destination is updated. For network overhead, because the dynamic agent
advertisement limit the periodical advertisement to one hop, it archives provide
internet connectivity with lower burden than the overhead of the advertisement
based approach. However, the proposed approach has some limitations when all
nodes want to connect Internet or when the route of a node is changed frequently.
This limitations is caused by the overhead per RREP because the frequent route
change increases the number of RREP. Through the simulation results, we can
see that the proposed approach achieve the best throughput for all case by using
optimized route and eliminating the spurious packet transmissions. We believe
that the work presented here is an important step towards supporting the con-
nectivity between ad hoc networks and Internet.
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Abstract. Recently, mobile SCTP (mSCTP) has been proposed as
a transport layer approach for supporting mobility. mSCTP is based
on the ’multi-homing’ feature of Stream Control Transmission Proto-
col (SCTP), and utilize the functions to dynamically add or delete IP
addresses of end points to or from the existing connection in order to
support mobility. In this paper, we propose a mechanism to determine
when to add or delete an IP address, utilizing the link layer radio signal
strength information in order to enhance the performance of mSCTP.
We also propose a mechanism for a mobile node to initiate the change of
data delivery path based on link layer radio signal strength information.
The simulation results show that the performance of proposed transport
layer mobility support mechanism is competitive compared to the tradi-
tional network layer mobility supporting approach. Especially, when the
moving speed of mobile node is fast, it shows better performance than
the traditional network layer approach.

1 Introduction

For the next-generation Internet, one of the essential requirements of the users
is being connected to the network while roaming. Mobile IP is the proposed
standard of IETF for supporting mobility based on IP [1]. Various protocols
to enhance the performance of Mobile IP have also been proposed [1, 2, 3, 4,
5, 6]. These protocols, including Mobile IP, take a common stance in the sense
that they all deal with mobility at the network layer. If mobility is handled at
the network layer, transport connections may remain transparent to the user
movement. Mobility support at the network layer requires special entities such
as HA (Home Agent) and FA (Foreign Agent) to be deployed in the network, and
this involves overhead and inefficiency such as tunneling and/or triangle routing
[1, 2, 3, 4, 5, 6].

Recently, mobility support at the transport layer protocol has been discussed
in the specification of some of the newly emerging transport protocols such as
Stream Control Transmission Protocol (SCTP) or Datagram Congestion Control
Protocol (DCCP) [7, 8]. Especially with the SCTP, an extension named mobile
SCTP (mSCTP), which facilitates mobility has been drafted in [9].

SCTP is a new IETF standard track general purpose transport protocol for
the Internet. Similar to TCP, SCTP provides a connection oriented reliable ser-
vice, and a connection between two SCTP endpoints is called as an association.

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 287–296, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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One of the major features that SCTP provides is multi-homing. Multi-homing al-
lows an endpoint of an SCTP association to be mapped to multiple IP-addresses.
Among those addresses, one is chosen as the ’primary path’ and is used as the
destination for normal transmission. The other addresses are used for retrans-
missions only. A sender may change the primary path if the number of successive
retransmissions in the current primary path is over a certain threshold. New pri-
mary path is randomly selected among the available active IP addresses mapped
to the receiving end of SCTP association.

Multi-homing feature of SCTP provides a basis for mobility support since
it allows a mobile node (MN) to add a new IP address, while holding the old
IP address already assigned to itself. On top of SCTP multi-homing feature,
mSCTP utilizes ADDIP and DELETEIP functions which enables dynamically
adding and deleting an IP addresses to and from the list of association end points
in the middle of association [10]. If an MN obtains a new IP address when it
moves into a new subnet, the mSCTP at MN sends out ADDIP message to
inform the mSCTP at correspondent node (CN) of the new IP address to be
added to the list of end point addresses for the association. mSCTP at MN also
informs the mSCTP at CN to delete the IP address of previous subnet from
the address list by sending out DELETEIP message. The SCTP association,
therefore, can continue data transmission to a moved new location without aid
from the network layer.

In the current specification of mSCTP is, though, at a very primitive stage,
and it mearly illustrates the basic requirements and suggestions to utilize ADDIP
and DELETEIP to support session mobility. Some essential issues, such as when
and by which criteria the primary path to be changed or the addition and deletion
of the IP addresses mapped to the SCTP association should occur in order to
deal with handover seamlessly, are yet left for future elaboration. Without these
issues being defined, the current mSCTP cannot practically handle mobility. For
example, without appropriate mechanism to determine when to change and how
to select the primary path, a serious oscillation problem, which may degrade the
performance to the minimum, could occur during handover. In this paper, we
identify these loosely defined or missing aspects of the current mSCTP definition
and propose a transport layer mobility supporting scheme which addresses all
of those aspects. Through extensive simulations, the proposed transport layer
mobility supporting scheme is tested and the performance is compared with the
traditional TCP over Mobile IP.

The rest of this paper is organized in the following way. Section 2 gives
a detailed explanation on the operation of proposed scheme. Simulations and
its numerical results are presented in section 3. Finally, section 4 concludes the
paper.

2 An mSCTP Enhancement Scheme

When MN moves into a new subnet, layer 2 (L2) handover and new IP address
acquisition should happen. The proposed scheme assumes that L2 handover and
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the acquisition of a new IP address is achieved in the same as they are done with
Mobile IP. For IPv4, it is assumed that the new IP address is obtained by DHCP
(Dynamic Host Configuration Protocol) or CCoA (Co-located Care-Of Address)
is deployed; for IPv6, the new IP address is assumed to be obtained by Stateless
Address Auto configuration [11]. Typically, IP address acquisition starts after L2
handover in the new subnet is completed. In [11, 12], it is proposed to proceed
IP address acquisition and L2 handover simultaneously in order to reduce the
handover latency. The proposed scheme can work with either of these two cases.

When handover happens, mSCTP at MN should perform ADDIP for the new
IP address and DELETEIP for the old one. In the proposed scheme, mSCTP
at MN performs ADDIP as soon as the signal strength of the new access router
exceeds the signal strength threshold value that enables communications (here-
inafter, it is called L2 handover threshold). Once an IP address is added, DELE-
TEIP for that address is not triggered until the signal strength from the cor-
responding access router becomes lower than the L2 handover threshold. With
these policies, an SCTP association of the proposed scheme maintains the MN’s
IP addresses corresponding to all of the accessible subnets, and furthermore an
accessible IP address is added to the SCTP association as early as possible. The
main purpose of these policies regarding adding or deleting end point IP ad-
dresses is to maximize the chance that an end point IP address is ready when it
is needed for handover.

When handover happens, primary path also needs to be changed. The current
mSCTP does not specifically mention about how to change the primary path for
handovers. If the way that SCTP uses to change the primary path is adopted in
mSCTP, CN should experiences multiple data packet losses for each handover
before it finally determines to change the primary path. In order to prevent
these losses, the proposed scheme makes the mSCTP at MN to trigger primary
path change toward the mSCTP at CN when handover happens. Furthermore,
mSCTP at MN triggers this request before DELETEIP for the current primary
path occurs in order to avoid a time interval during which no primary path exists
for data transmission. Similar to issuing an ADDIP or a DELETEIP, mSCTP at
MN uses L2 radio signal strength information for primary path changes. If the
radio signal strength of the primary path becomes lower than a certain threshold
(hereinafter it is called primary change threshold), primary path is replaced. The
threshold value for this purpose is set slightly higher than L2 handover triggering
threshold in order to have the primary path change occur before DELETEIP of
the primary path. While satisfying this condition, the primary change threshold
should be as low as possible in order to reduce primary path changes. In addition,
the proposed scheme let mSCTP at MN determine a new primary path utilizing
the L2 radio signal strength information of the wireless subnet, and inform it to
mSCTP at CN. Among the accessible subnet, the one providing strongest radio
signal is selected as the new primary path in order to minimize the possible
oscillation.

The functions of the proposed scheme as described above are implemented
in a logical block named AMM (Address Management Module). Fig.1 presents
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Fig. 1. Signaling in proposed scheme Fig. 2. L2 Signal strength change

the interaction between AMM and the rest of mSCTP, IP address acquisition
module, and link layer respectively. Receiving signals from the link layer and
the IP address acquisition module, AMM determines when to trigger ADDIP,
DELETEIP, and primary path change and informs it to mSCTP. mSCTP at
MN then interact with peer mSCTP at CN to change the end point mapping or
the primary path for the SCTP association.

Link layer sends out following three types of signals to AMM whenever a cor-
responding event happens:

1. L2HC (L2 Handover Completion): the L2 handover is completed for the
interface specified in the signal.

2. MaxIN (Interface with Maximum signal strength): the interface providing
maximum signal strength has been changed to the one specified in the signal.

3. L2SS (L2 Signal Strength): one of the L2 signal strength changes shown
in Fig. 2 has occurred for a certain interface; the signal specifies the inter-
face and the types of signal strength change (S) whose value is determined
according to Table 1.

IP address acquisition module sends out IPAC (IP address Acquisition Com-
pletion) signal when an IP address acquisition for an interface is completed. The
IPAC signal indicates the interface ID as well as the acquired IP address.

Table 1. S field value of L2SS

Signal Strength Change S field of L2SS

1 1
2, 3 2
4 3
5 4
6 5
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Fig. 3. Address Table in AMM

In order to store the information collected from the signals from the link
layer and the IP address acquisition module, AMM maintains an Address Table
as shown in Fig. 3. The SS (Signal Strength) field of the Address Table indicates
the current signal strength of the interface, and the meaning of the value of
this field is shown in Table 2. This field is updated from the S value of L2SS
signal. As shown in Fig. 2 and Table 1, S value of L2SS can be used to induce
in which state the signal strength of the given interface belongs to. The H flag
in the Address Table indicates whether the L2 handover is completed for the
corresponding interface. Receiving L2HC signal for a certain interface, H flag of
corresponding entry in the Address Table can be set. The IP address field of
the Address Table is filled when IPAC signal for the corresponding entry comes
in from the IP address acquisition module. In addition to Address Table, AMM
also maintains information such as the interface corresponding to the current
primary path and the interface with maximum signal strength.

mSCTP at MN starts ADDIP for a certain IP address when both the L2
handover and the IP address acquisition of the corresponding interface are com-
pleted. That is, for a certain entry of the Address Table, AMM triggers mSCTP
to start ADDIP for the corresponding interface when both the IP address field
and the H flag are set upon receiving L2HC or IPAC signals.

When the received L2SS is for the current primary path interface and its S
field is 3 or 5, AMM should trigger mSCTP to start primary path change. Before
this triggering, AMM checks whether there is an alternative interface ready to be
used as the new primary path. If one is found, it immediately triggers mSCTP
to start the replacing primary path with that interface. In order for an interface
to be a primary path interface, it should satisfy the following three conditions:

1. It is the interface with maximum signal strength and the signal strength is
greater than the ’primary change threshold’. Note that there could be a case
that even the interface with maximum signal strength may not provide the
signal strength higher than the primary change threshold.

Table 2. The vaule of SS field in the Address Table

SS Signal Strength ρ

0 ρ < L2 handover threshold
1 L2 handover threshold < ρ < Primary change threshold
2 Primary change threshold < ρ
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2. Link layer handover is completed.
3. IP address acquisition is completed.

If there is no such interface, AMM just updates the SS field of the Address
Table to be 0 or 1 depending on the value of S field in L2SS, and postpones
triggering the primary change. Afterwards, as L2SS, L3HC, or IPAC signals
are received at AMM, an interface satisfying all three of the above conditions
could show up. When SS=0 or 1 for the primary path interface, AMM triggers
mSCTP to start the primary path change as soon as an interface satisfying all
three conditions of the primary path interface shows up.

If AMM receives an L2SS signal with S=4 or 5 for a certain interface, AMM
triggers mSCTP to start DELETEIP for that interface. Before this triggering,
AMM checks whether the interface corresponds to the current primary path. If
it is, an alternative interface to serve as the primary path should be searched. If
there is no interface ready to replace the primary path, DELETEIP triggering
should be postponed. In this case, whenever primary path change can be trig-
gered afterwards, DELETEIP for the current primary path interface should be
triggered together.

The primary path change and DELETEIP are triggered together if primary
path change happens after the MN completely moves out of the cell overlap-
ping area. In this case, the acknowledgements for the outstanding packets that
are transmitted through the previous primary path may not come back to CN,
resulting in the disruption of steady arrival of acknowledgements. If the arrival
of acknowledgements is disrupted, not only that the fast retransmit cannot be
applied but also the opening of the receiving window is not informed to the
sending side. Furthermore both flow and error control may erroneously trigger
timeouts as well as window reduction. In order to avoid the performance degra-
dation cause by these, we make the mSCTP at MN to inform this to situation the
mSCTP at CN by setting one of the flags in the SCTP ASCONF chunk which
encapsulates the primary path change and DELETEIP requests [10]. Receiving
the ASCONF chunk with this particular flag set, the mSCTP at CN transmits
a probe packet to MN. According to the SACK for the probe packet, mSCTP
at CN immediately starts the retransmission of gaps without waiting for further
acknowledgements. When CN starts transmitting data to the new primary path,
the data transmission window is controlled by slow start in all cases.

3 Simulation

In this section, we present the simulation model and compare the performance of
proposed scheme and TCP over Mobile IP (hereafter, TOM) through the numer-
ical results of the simulation. For the performance comparison purpose, TOM
is specifically chosen since it is the representative data transmission framework
based on network layer mobility support. The comparison of proposed scheme
to the original mSCTP is not performed since plain mSCTP cannot cope with
the mobility on its own due to the reasons explained in the introduction.
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Fig. 4. Simulation Network Model

3.1 Simulation Model

The simulation was implemented using ns-2 simulator proposed by U.C. Berke-
ley. For the proposed scheme, the ns-2 SCTP node module implemented in [13]
is patched. The simulation was run on RedHat Linux 7.3 with the v2.4.18 kernel.

Fig. 4 shows the network model used in our simulations. The wireless channel
is assumed to be 802.11b WLAN with 2Mbps capacity and negligible propagation
delay. All of the wired links are assumed to have 10Mbps link capacity with
5ms of propagation delay. The coverage radius of each wireless cell is assumed
to be 300 meters, and the distance between two neighboring cells is 520 meters.
Therefore, the longest distance across the overlapping area is 80 meters. In order
to take account for the impact of handover to the performance, we made MN
move between two access routers in turn at constant moving speed during the
whole simulation time.

As for the performance metric, the elapsed time for MN to download the
140Mbytes of file form the CN is measured, and it is denoted as file transfer
time. Handover latency, which is defined as the length of time interval between
the instance receiving the last packet from the old path and the instance receiving
the first packet from the new path when handover happens, is also measured.
The performance of proposed scheme and TOM are measured with these two
performance metrics for various moving speed of MN and the path acquisition
time. The path acquisition time is defined as the time to complete both the L2
handover and the IP address acquisition for a wireless subnet.

3.2 Simulation Results

Fig. 5 and 6 show the file transfer time and the handover latency respectively
for changing path acquisition time. The moving speed of mobile node is set to
30m/sec for this experiment. If the path acquisition time is very short (when
it is 1 second in our experiment), the performance of TOM is better than the
proposed scheme.

In this case, both TOM and mSCTP can start transmitting data to the new
path while MN is transiting the cell overlapping area, and the chance for MN
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Fig. 5. Signaling in proposed scheme Fig. 6. L2 Signal strength change

to successfully receive all the data transmitted through the old path before it
leaves the overlapping area is very high. That is, the impact of handover is
minimal in this case. Under these circumstances, the performance of proposed
scheme is worse than TOM due to SCTP’s higher header overhead as well as
the impact of slow start used in mSCTP. Note TCP in TOM is not aware of
the handover, and maintains the congestion window size of the previous path,
which is higher than the initial window size of the slow start in most of the
cases, when it starts transmitting on the new path. On the other hand, mSCTP
always starts transmitting to the new path with the initial window size of the
slow start. As the path acquisition time becomes longer, the time to start trans-
mitting data through new path is delayed and as a result the amount of data,
which are transmitted through the old path and not being able to be delivered
to MN while it is transiting the overlapping area, increases. That is, amount of
losses caused by handover increases. Moreover, changing the data delivery path
may not even happen while MN is transiting the overlapping area if the path
acquisition time becomes larger than the MN’s overlapping area transiting time.
The amount of losses caused by handover grows even larger in this case. Since
TCP in TOM is not aware of handover, it reduces the transmission window if
handover causes packet losses. Furthermore, if timeout occurs due to the losses
during handover, transmission through the new path may not start even after
handover is completed due to the retransmission timeout interval. On the other
hand, the proposed mSCTP enhancement schemes makes mSCTP to start trans-
mitting data to the new path as soon the handover is completed. Therefore, the
proposed mSCTP enhancement scheme always shows smaller handover latency
as presented in Fig. 6. Mainly due to the impact of handover latency, it also
shows shorter file transfer time than TOM when path acquisition time is larger
than 3 seconds as presented in Fig. 5.

Fig. 7 and 8 show the handover latency and the file transfer time respectively
for different moving speed of MN. For this experiment, both the parallel and
the sequential approaches, in terms of processing the L2 handover and the IP
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Fig. 7. Signaling in proposed scheme Fig. 8. L2 Signal strength change

address acquisition, are applied for the proposed scheme in order to investigate
the impact of path acquisition time to the performance of the proposed scheme.
These two different cases are specified as mSCTP(seq) and mSCTP(pal) in the
figures.

As the moving speed of MN becomes faster, handover latency increases in
both the proposed scheme and TOM. If two MNs with different moving speed
start transiting the cell overlapping area at the same time, the faster MN should
escape from the overlapping area earlier, i.e., the faster MN stops receiving pack-
ets from the previous path earlier. Since the path acquisition time is not affected
by the moving speed of MN, the time to start receiving packets through the new
path is almost the same regardless of the moving speed. Therefore, handover
latency, which is defined as the length of time interval between the instance re-
ceiving a packet from the old path for the last time and the instance receiving a
packet from the new path for the first time, becomes larger as the moving speed
becomes faster. Due to the reason explained for Fig. 6, the proposed scheme
always has shorter handover latency than TOM for all moving speeds.

In Fig. 8, it is shown that the proposed scheme outperforms TOM when
the moving speed of MN is over 20m/sec. As clearly illustrated in Fig. 5, the
relative performance gain of proposed scheme compared to TOM, with respect
to the file transfer time, becomes greater as the ratio of path acquisition time to
cell overlapping area transiting time becomes larger. Since the cell overlapping
area transiting time becomes smaller as the moving speed becomes faster, the
proposed scheme shows better performance than TOM when the moving speed
of MN is relatively faster.

With respect to both the handover latency and the file transfer time, the
proposed scheme performs relatively better when the L2 handover and the IP
address acquisition proceed in parallel. This result is symmetric to the perfor-
mance comparison between TOM and fast handover [11].
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4 Conclusion

Recently, mSCTP has been proposed as a transport layer approach to support
mobility. We propose an enhancement scheme of mSCTP, which utilizes the link
layer radio signal strength information and specifically addresses the following
aspects:

– Adding or deleting IP addresses for handover
– Initiating the change of data delivery path from MN in case of handovers
– Selecting a new primary path by MN
– Reducing handover latency by explicit signaling and probing at the transport

layer

The simulation results show that the proposed scheme is very competitive
compared to the traditional network layer mobility support mechanism. Expe-
cially, when the moving speed of mobile node is fast, it shows better performance.
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Abstract. Although mobility support protocols such as Mobile IPv6
and LIN6 are essential for a real mobile computing environment, there is
an privacy issue: these protocols have to disclose an identity of the node
to receive the benefit of mobility support. In this paper, we attempt to
address this issue by assigning an identity to a mobile node dynamically
and securely without disclosing the statically-assigned ID of the node in
the LIN6 protocol. In our method, a mobile node generates an ephemeral
public/private key pair and decides a LIN6 ID that is given by a hash of
the public key. This LIN6 ID is called “anonymized LIN6 ID”. Then the
mobile node requests to assign this ID dynamically to the Mapping Agent
that maintains location information of the ID. The Mapping Agent issues
a shared secret for updating the location information to the mobile node
by using the public key. A mobile node can discard the ID or request
a new ID whenever the node wants, thus it is hard to track the mobile
node with the anonymized LIN6 ID. We also discuss the characteristics
of anonymity and the potential of DoS attack in our proposed method.

1 Introduction

Mobile computing is becoming more common with advances in the performance
of PDAs and the growing popularity of mobile access devices. A great number
of people access the Internet with their mobile terminals nowadays. Demands
for a protocol that supports node mobility are emerging. To support communi-
cation with mobile nodes, especially for the Internet Protocol Version 6, Mobile
IPv6[1] and LIN6[2] have been proposed. Since these protocols provide mobility
in Layer 3 of the OSI model, there is no impact on the existing IPv6 applications,
and expectations for various mobile-computing applications are mounting. On
the other hand, there is increasing concern about privacy issues. Current mo-
bility protocols such as Mobile IPv6 cannot provide anonymous communication
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because they require an identifier that is defined in the protocol, e.g. Home Ad-
dress, and have to disclose an identity to the correspondent node in order to
receive the benefit of mobility support. However there is a growing demand for
the ability to hide one’s identity from a correspondent node, especially in the
personal communication area (e.g. telephones).

This paper discusses a method that provides anonymity to LIN6 without
losing support for transparent mobility. In the proposed method, a mobile node
can use randomly chosen LIN6 ID as its ephemeral LIN6 ID, and the validity
of using the ephemeral LIN6 ID can be verified without disclosing any other
identities of the mobile node that is using the ephemeral LIN6 ID.

2 Overview of LIN6

In this section, we give an overview of the LIN6 protocol. See [2] for details.
LIN6 is a new protocol that supports mobility for IPv6, which is based on a Lo-
cation Independent Network Architecture (LINA) [2] and employs separation of
identifier and locator to support node mobility. In LIN6, correspondent node is
identified by its globally unique identifier, which is called LIN6 ID, on upper lay-
ers such as transport or application layer, and locator is used to route a packet
to the network interface in network layer.

2.1 Addressing Model

In LIN6, all mobile nodes are assigned a 64-bit global unique node identifier that
is called LIN6 ID and are identified by this LIN6 ID. LIN6 introduces two types
of network addresses: LIN6 address as a locator and LIN6 generalized ID as an
identifier, which are based on Embedded Addressing Model proposed by LINA.
In Embedded Addressing Model, a node can embed the identifier in the locator.
In LIN6, a LIN6 address is used to deliver a packet and LIN6 Generalized ID
is used to identify a correspondent node. On both address formats, LIN6 ID
is used for the lower 64 bits. On the other hand, the upper 64 bits of a LIN6
address is a network prefix which represents a current location of the node, and
the upper 64 bits of a LIN6 Generalized ID is the LIN6 prefix.The LIN6 prefix
is a predefined fixed value and it is expected to be well known to all LIN6 nodes
in advance. These two address formats are compatible with the Aggregatable
Global Unicast Address (AGUA) [3] that is the current IPv6 address format,
and thus LIN6 can use the existing IPv6 infrastructure.

2.2 LIN6 Communication Model

This section describes the overview of LIN6 communication model, referring to
Fig. 2. A mobile node registers its LIN6 ID and current location to an agent that
manages location information of mobile nodes. The association of a LIN6 ID of
the mobile node with the current location of the mobile node is called mapping,
and the agent is called Mapping Agent (MA) (Fig. 2 (0)). An MA maintains
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FP
TLA
ID RES

NLA
ID

SLA
ID Interface ID (EUI-64)

Nerwork Prefix

64 bits 64 bits

AGUA (a):

LIN6 address(b): LIN6 IDNerwork Prefix

LIN6 generalized ID (c): LIN6 IDLIN6 Prefix

Fig. 1. The format of Aggregatable Global Unicast Address, LIN6 address and LIN6
Generalized ID: In AGUA, the upper 64 bits represent the location of a subnetwork
and the lower 64 bits represent the identifier of an interface, not of the node. In LIN6
address, although the upper 64 bits are the same as for AGUA, the lower 64 bits
represent the node identifier, LIN6 ID. In Generalized LIN6 ID, the upper 64 bits are
LIN6 prefix which is well-known, predefined fixed value

a mapping, and Designated Mapping Agents that are the Mapping Agents that
maintain the mapping of a particular node identifier. That is, “Designated Map-
ping Agents of the node A signifies those Mapping Agents maintain the mapping
of node A. A mobile node registers a new mapping with its designated MA when
the node changes its location on the network. MA1 replies with mapping when
it is requested to provide a mapping for a mobile node that it maintains. When
a correspondent node (CN) starts to communicate with a mobile node (MN),
CN sends a mapping request message to the designated MA of MN. The desig-
nated MA responds by providing a mapping (Fig. 2 (1,2)). Now CN can send
a packet to MN because CN knows the LIN6 address, i.e. current location, of
MN (Fig. 2 (3)). When MN responds to CN, MN obtains the mapping of CN in
a similar way, and then MN can send a packet to CN. A mobile node identifies
the correspondent node by LIN6 generalized ID in upper layers and uses LIN6
address for packet delivery. This separation guarantees a transparent mobility
on the Network Layer.

2.3 Finding Designated Mapping Agents

To find designated Mapping Agents of a particular mobile node, LIN6 uses the
Domain Name System (DNS). LIN6 makes use of DNS to maintain the relation
between the mobile node and its Mapping Agents. A new DNS record MA is
introduced to register the address of the dedicated Mapping Agents of the mo-
bile node with the DNS database. A correspondent node can acquire the IPv6
addresses of designated MAs for the mobile node by querying DNS, specify-
ing the LIN6 node’s LIN6 generalized ID as the key, as in the case of reverse
lookup. For example, to find designated MAs of a mobile node that has a LIN6
ID: 0001:4afe:dcba:9876, a node asks for a type MA resource record for the
domain name 6.7.8.9.a.b.c.d.e.f.a.4.1.0.0.0.lin6.net.
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Mapping Agent’s addr (MA record, similar to reverse lookup)

Name Server

(1) query & reply
(hostname to ID and
ID to Mapping Agent)

(2) query & reply
      mapping  Correspondent Node 

 LIN6 ID 

Mobile Node

(0) Registration of Mapping

(3) data packet

Hostname

Mapping Agent

(mapping)

LIN6 Generalized ID (AAAA record)
LIN6 Generalized ID

Current Location

Fig. 2. LIN6 communication model: Information of a location of a mobile node (MN),
called mapping, is maintained by a Mapping Agent (MA). Mobile nodes register its
mapping to a designated MA of the MN. Correspondent node requests a mapping from
the designated MA of the MN

3 Proposed Method

In addition to the LIN6 protocol, we propose a method that enables a “caller”
node to communicate with a correspondent node without disclosing a LIN6 ID
that identifies the mobile node and without losing a transparent mobility feature.
In this paper, we call a mobile node that sends the first packet in order to start
communicating with another node the caller node. The opposite node is called
the callee node.

In this case, the caller node first resolves a mapping of the callee node by
using the LIN6 ID of the callee node. Then the callee node resolves a mapping of
caller node when the callee node sends a packet to the caller node by using the
LIN6 ID that is known from the packet that the caller node has sent. From this
point of view, we can find the difference of the role of LIN6 ID between caller and
callee nodes. That is, the LIN6 ID of the callee node represents the identifier of
the node with which the caller node intends to communicate for caller, but the
LIN6 ID of caller node represents the identifier of the node to which the caller
node has to return packets for the callee node. In consideration of this difference,
we propose a method that enables a mobile node to use two different types of
LIN6 ID. The current LIN6 protocol assumes that LIN6 ID is assigned to the
node statically by an authority. Our proposed method introduces a new type of
LIN6 ID that can be dynamically assigned to a mobile node in addition to the
statically-assigned LIN6 ID. There is no guarantee of the permanent one-to-one
relationship between a node and a LIN6 ID when a LIN6 ID is dynamically
assigned. That is, it is possible that a particular LIN6 ID represents a different
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mobile node in a finite time interval. This characteristic can provide anonymity
to mobile nodes in LIN6 because a node cannot assume that it is the same node
that claims a LIN6 ID which is the same as the previous correspondent node
claimed. In other words, a caller node can start an anonymous communication
by using this dynamically allocated LIN6 ID. A caller node that wants to start
a new communication chooses a LIN6 ID randomly first and requests allocation
of the LIN6 ID, and then starts a new communication with the randomly-chosen
LIN6 ID. When the mobile node closes the communication, the mobile node
may request release of the LIN6 ID in order to terminate the association of the
mobile node with the LIN6 ID. We call this dynamically assigned LIN6 ID that
is randomly chosen by a mobile node itself anonymized LIN6 ID.

We have to consider the following two issues in assigning anonymized LIN6
IDs to mobile nodes.

– Authentication to use an anonymized LIN6 ID
– Finding a designated Mapping Agent of the anonymized LIN6 ID

We discuss those issues using the following notation: IDx is a LIN6 ID of
x, (PKx, SKx) is (public, private) key pair of x, H(x) is a hash of x, Sigx is
a signature using key SKx. Ni is a caller mobile node and Nr is a callee mobile
node. We also assume that Ni knows the LIN6 ID IDNr of Nr.

3.1 Authentication of Anonymized LIN6 ID
at the Mapping Registration

Since anonymized LIN6 ID does not have a permanent association with a partic-
ular mobile node, we cannot expect the mutual trust between a mobile node and
the designated MA of the anonymized LIN6 ID. Thus we cannot use the existing
authentication mechanism of existing LIN6 protocol. However, if there are no
authentication mechanisms on the mapping registration, an attacker can hijack
any communication that is using anonymized LIN6 ID by sending an illegitimate
mapping. For example, when Ni communicates with a correspondent node using
anonymized LIN6 ID IDrnd, an attacker can send a mapping registration that
includes IDrnd and current location of the attacker. Then all the traffic will go
to the attacker after the correspondent node refreshes the mapping of IDrnd.
Consequently, we need a new authentication mechanism between a mobile node
and a Mapping Agent in order to use anonymized LIN6 ID securely.

3.2 A New Registration Method for Anonymized LIN6 ID

We describe the registration procedure of anonymized LIN6 ID, referring to
Fig. 3.

We assume that there is a Certificate Authority (CA) that authorizes placing
a Mapping Agent and this CA has a public/private key pair (PKw, SKw) and
PKw is well-known. We also assume that every Mapping Agent has its own
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public/private key pair that is signed by the CA and all of the LIN6 nodes know
PKw, the public key of the CA.

A mobile node Ni that is going to start an anonymous communication gener-
ates its “ephemeral” public/private key pair (PKa, SKa). An anonymized LIN6
ID IDa of the mobile node is H(PKa) (Fig. 3 (1)). Then Ni finds an address of
a designated Mapping Agent of IDa, which is denoted by MAa. (Fig. 3 (2)). We
will discuss the method to find a designated Mapping Agent of an anonymized
LIN6 ID in section 3.3. At this point, Ni knows the address of MAa and sends
an allocation request message to MAa (Fig. 3 (3)) as follows:
[ IDa, PKa, TNi, {IDa, PKa, TNi}Siga ]
TNi is a timestamp of Ni.

MAa verifies {IDa, PKa, TNi}Siga and verifies that IDa = H(PKa). If they
are correct, MAa checks whether IDa is available or not (Fig. 3 (4))). If it is
available, MAa generates a symmetric key K for mapping registration of IDa,
and MAa responds by providing an allocation succeeded message (Fig. 3 (5,6))
as follows:
[ {K}PKa, TNi, L, {{K}PKa, TNi, L}Sigm, PKm, {PKm}Sigw ]
PKm is the public key of MAa, {PKm}Sigw is the signature which is issued by
the Certificate Authority, and L is the term of validity of shared secret K.

We assume that all of the LIN6 nodes know PKw, and thus Ni can verify
{PKm}Sigw. This signature authorizes PKm, and so Ni can verify {{K}PKa,
TNi, L}Sigm. Then Ni obtains shared secret K by decrypting {K}PKa. At this
point, Ni can use IDa and send a registration request message that includes
message authentication codes using K (Fig. 3 (8)).

When the term of validity of K expires, Ni forfeits the privilege of using IDa.
However, Ni may request MAa to extend the time by using K before the expira-
tion. In addition, even after the expiration, Ni may request the same anonymized
LIN6 ID IDa whenever Ni needs as long as Ni keeps the public/private key pair.
Note that it is difficult enough for the other nodes to override IDa even after the
expiration because a node that want to override IDa has to find a public/private
key pair (PKo, SKo) that satisfies H(PKo) = IDa.

3.3 Finding a Designated Mapping Agent

The other issue of the dynamic allocation of LIN6 ID is how to find the MAs.
Current LIN6 protocol uses existing DNS mechanism to find designated MAs. In
the case of statically-assigned LIN6 ID, MAs can be assigned with the assignment
of LIN6 ID. That is, when allocation of a new LIN6 ID is requested, at that point,
MAs can be selected and can be assigned to the requested LIN6 ID. With this
method, it is appropriate that a new DNS record is added when a new LIN6 ID is
requested. However, with dynamically assigned LIN6 ID, it is difficult to use the
existing method because we cannot predict the LIN6 ID that will be requested.
In this case, we have to assign all the IDs that may possibly have been requested
to MAs previously. On the other hand, it is efficient to use small number of MAs
when the number of users of this anonymized LIN6 ID is small, and increase
MAs with the growth of users. However, if MAs are previously assigned, it is
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(1)   Generate (PKa, SKa), 
       ID_a = H(PKa)

Ni

(2)   Find the designate MA of ID_a

(3)   ID_a allocation request

(4)  Verify message

(5)   Generate K

(6)   Notify K
(7)   Verify message

(8)  Send Mapping Registration

ID_a, PKa, TNi, {ID_a, PKa, TNi}Siga

{K}PKa, TNi, L, {{K}PKa, TNi, L}Sigm,
          PKm, {PKm}Sigw
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Fig. 3. Registration procedure of anonymized LIN6 ID: A mobile node Ni that is
going to start an anonymous communication generates its “ephemeral” public/private
key pair (PKa, SKa) and determines anonymized LIN6 ID which is given by IDa =
H(PKa). Then Ni sends it to MAa with PKa. MAa determines shared secret K and
sends {K}PK(a) to Ni. The validity of MAa is verified by the signature of CA, which
is done by a well-known public key

complicated to increase MAs because there are a huge number of records which
must be updated.

We can use Wildcard Resource Records (Wildcard RRs) of DNS[4] to resolve
this issue. Wildcard RRs provide a way to synthesize multiple resource records
and enable coverage of all possible names that are the same except for the
subdomains by a single resource record. For example, *.0.lin6.netwill apply to
domain names 1.0.lin6.net, 2.1.0.lin6.net, etc. Thus we can bind multiple
LIN6 IDs to a mapping agent without defining a huge number of resource records
and can remove a complication from maintaining a DNS database. However,
several issues remains. Because Wildcard RRs can be applied for each label,
they can only synthesize a subtree. It imposes a restriction on allocating MAs.
In addition, the management of DNS is basically not easy. For example, in [5] the
authors report that about 36% of DNS traffic consists of errors such as lookup
packets with no answer or packets that indicate an error condition, and these
errors are mainly caused by a configuration error of DNS. This implies that there
are difficulties in managing DNS servers to keep integrity with a large number
of domain names.

On the other hand, we can use another mechanism to find designated MAs,
rather than using existing DNS infrastructure. For example, we can introduce
an infrastructure which is based on Distributed Hash Table (DHT) for finding
designated MAs. DHT is a technology based on a hash table that enables the
table to be spread across many nodes. Several implementations of DHT-based
systems have been proposed such as Chord[6], CAN[7] and Tapestry[8]. A DHT
mechanism is very suitable for our proposed method because an anonymized
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LIN6 ID itself is a hash value, and so we can use a DHT-based system directly
for finding designated MAs of a particular anonymized LIN6 ID.

4 Consideration

4.1 Characteristics of Anonymity in the Proposed Method

In our proposed method, a node can use statically-assigned LIN6 IDs and
anonymized LIN6 IDs simultaneously. This guarantees that the node can keep or
start communications using a statically-assigned LIN6 ID while it is communi-
cating with other nodes using anonymized LIN6 ID and vice versa. On the other
hand, when a node N uses a statically-assigned LIN6 ID IDs, and if the node
uses an anonymized LIN6 ID IDa simultaneously and there is a node E that
can tap all the traffic of N, E can derive that these two nodes, IDs and IDa,
are on the same subnetwork from source or destination addresses in packets but
cannot derive that IDs and IDa are the same node. However, when N moves,
E can derive that IDs and IDa are the same node from the moving pattern of
N. In addition, Let us consider if N and E are connected to the same link. In
this case, there is a possibility that E can derive a relationship between IDs and
IDa from the link-layer address of N even if N does not move. However many
different attacks are possible when the nodes are on the same link, and so this
issue is beyond the scope of this paper.

Similarly, let us consider that N does not use statically-assigned LIN6 ID but
it uses anonymized LIN6 ID IDa1. When N stops using IDa1 and begins to use
a new anonymized LIN6 ID IDa2, E can only see that a node using IDa1 stops
its communication, and a new node using IDa2 appears on the same network.
However, if E has statistical data, we cannot deny the possibility that E can
find a correlation among IDa1, IDa2 and another ID that N used.

However, these issues arise only when the attacker can eavesdrop on all the
communications of the target node and it is basically difficult. Thus, these issues
do not constitute a fundamental problem for our proposed method.

4.2 Selection of ID

When a node initiates a communication, it can choose which ID it will use
and a user may add usage preferences. For example, a user may want to use
a statically-assigned LIN6 ID when a node connects to the enterprise server to
which the user belongs and may want to use an anonymized LIN6 ID to commu-
nicate with another servers. This selection can be done in IPv6 stack basically
in a similar way to the IPv6 source address selection[9], and so modifications to
applications are also unnecessary.

However, there are several applications in which a correspondent node is
requested to reveal an IPv6 address that the node uses. FTP[10] is an example.
In this case, the application has to respond by providing an appropriate address.
That is, when the application opens a session using an anonymized LIN6 ID
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and it is requested to reveal the current IPv6 address the node is using, it
should provide the anonymized LIN6 ID that the node used to open the session,
or another anonymized LIN6 ID at least, but it may not return a statically-
assigned LIN6 ID. This sort of application will need modifications to support
such ID selection feature.

4.3 Denial of Service Attack

Protecting against Denial of Service Attack (DoS) is becoming more important
on today’s Internet. In this section, we focus on the possibility of a DoS attack on
the parts that our proposed method adds to the current LIN6 protocol, especially
from the aspect of computational power exhaustion attack because our method
uses an asymmetric cryptosystem.

For a mobile node, no serious DoS issues arise due to the additional features.
Although a node has to verify signatures when it receives a response from a des-
ignated MA (Fig. 3 (6)), a node can discard while it is not requesting a new
LIN6 ID. The time slot for an attacker is very short and the attacker has to
know the anonymized LIN6 ID that the target node requests.

On the other hand, a Mapping Agent has to verify a signature whenever it
receives an allocation request message (Fig. 3 (3)). Thus an attacker can send
a large number of bogus allocation request messages and this has a potential
for exhausting the MA’s computational resources. To protect against this at-
tack, we have to control a rate of verification of allocation request messages. To
resolve this issue, “client puzzles”[11] can be applied. This method forces each
client to solve a cryptographic puzzle for each service request, and the server
provides a service only if the client solved the puzzle. The puzzle costs the client
a lot of computation, although the verification of the answer costs very small
computation. The puzzle can be difficult enough because a request for an alloca-
tion of anonymized LIN6 ID is done before a node starts a communication and
the overhead of this allocation procedure does not affect the performance of the
communication itself. That is, the overhead of this allocation procedure affects
neither throughput of data transfer nor delay. Thus, the client puzzles method
is suitable for protecting MAs against this kind of DoS attacks.

5 Conclusion

This paper proposed an additional method that provides anonymity support to
the LIN6 protocol without losing support for transparent mobility. A mobile
node generates an ephemeral public/private key pair and uses the hash value
of the public key as “anonymized” LIN6 ID. Our proposed method provides an
authentication scheme that protects against impersonation and the mobile node
does not need to disclose any other identities. We also discussed characteristics
of anonymity in our method and the possibility of a DoS attack. We showed the
client puzzles method is suitable for protecting against a DoS attack on Mapping
Agents.
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Among several candidate topics for future work are the prototype implemen-
tation of this framework and performance evaluation on real IPv6 networks.
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Abstract. In this paper, we introduce the multiple access collision pre-
vention (MACP) scheme for MAC-layer collision control without rely-
ing on busy tone. MACP is the first and only distributed MAC scheme
that can achieve collision freedom for both control messages and data
packets, even in the presence of hidden terminals without relying on
spread spectrum with extremely large spreading factors. The proposed
position-based prohibiting mechanism is particularly suitable for future
high-speed networks with non-negligible propagation delay, and can mit-
igate the additive prohibiting signal problem without unnecessary idle
time as previous approaches based on backoff.

1 Introduction

Although the MAC protocols of IEEE 802.11 and IEEE 802.11e [2] work well in
single-hop WLANs, several problems will arise when they are applied to ad hoc
networks. In particular, high collision rate constitutes a major issue in mobile
ad hoc networks, which will degrade the throughput, delay, QoS and fairness
capability, and increase energy consumption. Moreover, repeated collisions lead
to higher delay and packet dropping, which may prevent some TCP-based and/or
real-time applications from working properly.

Dual busy tone multiple access (DBTMA) [1] is the only previous MAC
protocol proposed in the literature thus far that can achieve 100% collision-
free transmissions for data packets (under certain mathematical model assump-
tions). However, its control messages may be collided and will thus still cause
unbounded delay for repeatedly colliding nodes. Also, DBTMA requires busy
tone that consume extra energy and dual transceivers per node that may lead
to higher hardware cost.

In this paper, we propose a new paradigm, called the multiple access col-
lision prevention (MACP) scheme, for medium access control in ad hoc net-
works and single-hop/multihop wireless LANs without relying on busy tone.
Appropriately designed MACP protocols, including the MACP/NCK protocol,
can achieve 100% collision-free control/data packet transmissions in a fully dis-
tributed manner. MACP only requires one transceiver, but dual transceivers per
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Fig. 1. A competiton round for MACP/NCK. The CN is 101100 based on the n-
choose-k codes where n = 6 and k = 3

node can improve the performance by reducing the durations of prohibiting slots
enhancing the effectiveness for competition, as well as transmitting data packets
in dual/multiple channels concurrently if so desired.

2 The MACP with n-choose-k (MACP/NCK) Protocol

In MACP protocols, we incorporate distributed multihop binary countdown [7]
before transmitting control messages that require collision freedom or collision
control. In single-channel MACP, prohibiting slots (e.g., CN bit-slots and detec-
tion slots), control messages, and data packets are mixed together in the same
physical channel. If all nodes are synchronized to the same types of slots, then
it will not cause problems. However, if the network is asynchronous [7], then
certain accompanying mechanisms are required to avoid collisions and/or inter-
ference between different types of signals. Spread spectrum techniques such as
the spread spectrum scheduling S3 scheme [6] are possible solutions that can re-
duce the power levels for sending the prohibiting and detection signals (and/or
control messages) so that data receptions protected by CTS messages will not
collided by them. Other techniques are possible and will be reported in the future.
In particular, group competition (see Section 3) may be employed to partition
nodes (or transmissions of nodes with specified power levels) into appropriate
groups so that nodes/transmissions of the same group can avoid causing such
interference/collision problems. In the rest of the paper, we only describe the
competition procedure for separate-channel synchronous MACP for simplicity,
where all participating nodes are synchronized and start the competition round
at the same time, and the prohibiting signals, control messages, and data packets
are transmitted in different physical channels.

In separate-channel synchronous MACP/NCK, the simplest version of
MACP/NCK, an intended transmitter (for control messages or small data pack-
ets) uses a binary number that have exactly k 1-bits and n − k 0-bits as its
competition number (CN). Typically k can be selected as 	n/2
 or �n/2�. An
example for CNs based on the 5-choose-3 coding is provided in Fig. 1a. During
prohibiting bit-slot i, i = 1, 2, ..., n, the intended transmitter that has value 1 for
its i-th bit transmits a short prohibiting signal at power level sufficiently high
to be detected by (most/all) other nodes within its prohibitive range. We define
the prohibiting threshold as the signal strength required for the received strength
to be detected and recognized as a prohibiting signal. Note that there is a lower
bound on the prohibiting threshold for all transmissions in any nodes, but the
prohibiting threshold can be adjusted when interference control (see Section 4.3)
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is employed. On the other hand, a node whose i-th bit is 0 keeps silent and senses
whether there is any prohibiting signal that has strength above its prohibiting
threshold during bit-slot i. If the silent competing node finds that bit-slot i is
not idle (i.e., there is at least one nearby competitor whose i-th bit is 1), then
it loses the competition and keeps silent until the end of the current round of
competition. Otherwise, it survives and remains in the competition. If a node
survives all the n prohibiting bit-slots, it becomes a candidate for the winner
within its prohibitive range.

All active nodes that require to receive RTS/CTS control messages but are
not in the competition can serve as mutually hidden terminals detectors to elim-
inate mutually hidden candidates that will transmit collided control messages
(and/or small data packets) to them. A hidden terminal detector listens to the
channel to determine whether the prohibiting signal strength received during
each bit-slot is above the control coverage threshold and the control-to-control
(C2C) interference threshold, where the control coverage threshold is the mini-
mum signal strength required for a control message to be received successfully,
and the C2C interference threshold is the minimum signal strength required
for a control message to be collided by the signal. The hidden terminal de-
tector counts the number of bit-slots with received strength above the control
coverage threshold during the current competition round. If the number is at
least k, then the node becomes a valid mutually hidden terminals detector. It
also counts the number of bit-slots with received strength above the C2C inter-
ference threshold during the current competition round, including the bit-slots
with received strength above the control coverage threshold. If a valid mutu-
ally hidden terminals detector hears more than k such bit-slots, then there are
mutually hidden nodes involved in the competition and the candidate(s) whose
coverage range(s) cover the valid mutually hidden terminals detector must be
one of them. Even though other mutually hidden node(s) might have lost the
competition, the valid mutually hidden terminals detector will send an objecting-
to-send (OTS) [6] short signal during the following mutually hidden terminals
detection slot to block such candidate(s) from transmitting their control mes-
sages (or small data packets). The candidate(s) then has to backoff before par-
ticipating in competition again. The contention windows for such candidates are
exponentially increased whenever they are blocked by OTS short signals, but
will be reduced the minimum value or a normal value [4] when the transmission
is successful. If a candidate winner does not receive any OTS short signals, then
it becomes a winner and will be eligible to transmit its control message (or small
data packet).

When the competition numbers are unique, there can only be at most one
winner within the prohibitive range of the winner. As a result, the control mes-
sage to be transmitted will not be collided. Since all control messages can be
received by all active nodes without collisions, all schedules are known by nearby
nodes so that no one will request for conflicting schedules. Hence, collision free-
dom can be achieved in MACP/NCK (when transmission errors due to unre-
liable wireless channels are negligible). Note that to enforce such collision-free
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property, a node lost a competition has to remain silent and observe the control
messages for a sufficiently long time according to the observe before transmit dis-
cipline [6]. However, when collision-freedom is not necessary, this requirement
can be relaxed in MACP/NCK. Note also that the requirement for CN format
can also be relaxed by choosing k 1-bits from n′ ≤ n positions in CNs only (e.g.,
the last n′ bit positions).

Note that different thresholds should be used in the preceding procedure
for correctness and efficiency of the protocol. Note also that the duration for
bit-slots should be selected to be sufficiently large so that multipath signals
and echoes will not cause mistakes in such detecting and counting procedures.
Moreover, the durations for bit-slots can be larger than that for the prohibiting
signals, especially for the first few bit-slots. A competitor with CN bit value
equal to 1 for the corresponding bit-slot will then randomly select an appropriate
time instant within the bit-slot to start its prohibiting signal transmission. This
can mitigate the additive prohibiting signal exposed terminal (APSET) problem
that may block far-away nodes unnecessarily when the density of competitors is
high. If the short signals are transmitted with spectrum spectrum, the APSET
problem can be further mitigated. An appropriate flow control mechanism should
also be employed to reduce the number of competitors at the first place in order
to reduce the number of concurrent competitors at the first place, reducing the
required durations for such bit-slots and thus competition overhead. Similarly,
the duration for the mutually hidden terminals detection slot should be even
larger, especially in a dense network, since many nearby valid mutually hidden
terminals detectors may decide to transmit their detection signal during the
same slot.

In addition to the n-choose-k codes used in MACP/NCK, we can employ
other codes for CNs to obtain different classes of MACP protocols. In particular,
binary additive error detectable codes (AEDC) [7] are binary codewords that are
guaranteed to be changed to a non-codeword as long as any 0-bit is changed to 1,
given that none of the 1-bits are changed to 0. n-choose-k codes are a special class
of AEDC, while binary 0-count mapping (BZM) represents a general scheme that
can convert any binary codes into AEDC (see Fig. 1b for an example and [7]
for more details). Various other codes may also be used to achieve respective
advantages. For example, a binary code can be extended with a CRC code,
another type of error detection codes, or a short n-choose-k code. The resultant
protocols are not collision-free, but can reduce the length of CNs to reduce
the associated control overhead. We can also cascade several codes of the same
and/or different types to gain their combined strengths. For example, a CN can
start with a PP-slot (see Subsection 4.1) for mitigating APSET, followed by
a binary code for higher efficiency in competition, and then ended with a short
NCK code plus a HTD slot for further competition and to prevent the rare
occurrence of mutually hidden winners. The MACP protocols resulting from
these codes are usually similar to MACP/NCK, except that the required hidden
terminal detection mechanisms may need to be modified. Some examples can be
found in [7]. As another example, a declaration slot or encoded collision detection
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slot can be added for candidate(s) to transmit a single short declaration signal.
If a valid mutual hidden terminal detector detects multiple declaration signals
that are not multipath signals or echoes, it will send an OTS signal to prevent
control message collisions at its location. When CNs are not guaranteed to be
unique, the PP mechanism (see Subsection 4.1) can be employed to improve the
performance. Also, if a valid mutually hidden terminals detector can recognize
the ID of the candidate to be blocked, it can send coded OTS signal to block
that candidate alone if such a capability is supported. Another approach, to be
referred to as the parrot approach, is to have active nodes or mutual hidden
terminal detectors repeat the prohibiting signals they received or send a short
signal at the end of competition with the CN they appear to have heard. Some
of these subclasses of MACP will be investigated in details in the future.

3 Extensible MACP with Group Competition

In the group competition mechanism [7], only nodes (or transmissions of nodes
with specified power levels) belonging to the same level-3 group are allowed to
compete at the same time. Nodes belonging to the same level-2 group use the
same activation mechanism to invoke other nodes, while nodes (or transmissions
of nodes with specified power levels) belonging to the same level-1 group use
the same group CN for competition and are encouraged to compete at the same
time. Note that a node may have membership in multiple groups at the same
level. Note also that level-1 groups consist of members that can transmit their
control messages or data packets at the same time without causing collisions.
The term “group competition” mainly refers to the fact that members belonging
to the same level-1 group can concurrently participate in competition with the
same group CN. As a result, “groups” are referring to level-1 groups in this paper
if the level is not explicitly specified. Other hierarchical structures and grouping
strategies are possible for group competition, but are outside the scope of the
paper.

There are a number of advantages for employing the group competition mech-
anism. First, the typical number of winners within a typical prohibitive range
will be significantly increased (e.g., considerably greater than 1). As a result,
the overhead for competition is now shared by many winners and can thus be
considerably reduced per winner. Second, many level-1 group members within
a typical prohibitive range may win the competition and become eligible for
transmissions of control messages at the same time. As a result, the spacial
reuse can be considerably improved for the transmissions of RTS/CTS con-
trol messages, significantly reducing the control overhead. Third, when many
level-1 group members are competing at the same time, the chance of having
hidden terminals will be significantly reduced. As a result, in E-MACP/GC,
the HTD mechanism becomes optional, which can reduce the competition over-
head and considerably simplify the design of asynchronous E-MACP/GC proto-
cols. Fourth, by appropriately adjusting the prohibitive ranges, both the hidden
and exposed terminal problems can be resolved or at least mitigated without
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having to rely on RTS/CTS dialogues. This can considerably reduce the con-
trol overhead, especially when data packets are not large. Fifth, many level-
1 group members within a typical prohibitive range may win the competition
and become eligible for transmissions of data packets at the same time (when
Data-ACK two-way handshaking is employed), solving or at least mitigating the
exposed terminal problem of CSMA/IC [8]. As a result, when RTS/CTS hand-
shaking is is replaced by, or combined with, sensitive CSMA (with lower carrier
sensing threshold) [7] or prohibition-based competition as in CSMA/IC [8], the
spacial reuse can be significantly improved as compared to sensitive CSMA or
CSMA/IC without group competition. Sixth, group competition naturally leads
to effective coordination between level-1 group members, which enables effective
group scheduling [7] among nodes that are eligible to transmit data packets or
control messages at the same time. This further improves the spacial reuse rel-
ative to conventional distributed MAC protocols that typically have little or no
coordination.

To take advantages of the aforementioned characteristics, we develop exten-
sible MACP with group competition (E-MACP/GC), a collision-controlled MAC
protocol where the RTS/CTS dialogues and the hidden terminal detection mech-
anism are optional even in multihop networking environments. In E-MACP/GC,
the lengths of CNs may be adaptive to traffic conditions, the tolerance to col-
lisions for the associated transmissions, and the local history of performance.
When the traffic is very light, group competition or even the competition it-
self can be skipped if so desired, and be reactivated when needed. A node or
group can thus start with no or shorter CNs, and increases the CN length when
the collision rate is high. The RTS/CTS and/or HTD mechanisms can also be
turned on when found necessary (e.g., after a number of collisions or based on
other observations/information). Different from IEEE 802.11/11e, however, E-
MACP/GC does not suffer from the hidden or exposed terminal problem even
when the RTS/CTS and HTD mechanisms are not turned on, as long as level-1
groups are sufficiently dense. More details concerning group competition, the
invocation of group competition among members, as well as group scheduling
can be found in [7].

4 Accompanying Mechanisms for MACP

4.1 The Position-Based Prohibiting (PP) Mechanism

In BROADEN [9] and the MACP protocols presented in this paper thus far, we
utilized binary countdown with the on/off prohibiting mechanism. To mitigate
the APSET problem, we can insert one or several larger competition slots based
on position-based prohibition. We can also design MACP with position-based
prohibition (MACP/PP) protocols that rely on position-based prohibition for
all its competition slots. When the PP-slot is sufficiently large, we can also
use a single PP-slot for competition, possibly followed by a yield period (with
sensitive carrier sensing) before transmitting a control message or data packet.
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The position-based prohibiting mechanism is similar to the on/off prohibiting
mechanism except that we use position-based prohibiting slots (PP-slots) with
durations larger than bit-slots, and there are competitions for signals within the
same PP-slot. More precisely, there is one or multiple PP-slots in a competition
round, where the durations typically decrease (or sometimes remain the same).
There is a guarding period (lower bounded by the maximum-allowed propagation
delay) at the end of a PP-slot (as in a bit-slot) so that the prohibiting signal
transmitted in a PP-slot will not be heard with non-negligible strength in the
subsequent PP-slots or bit-slots by any nodes in the network. The prohibiting
signals can then be transmitted at any desirable position in the remaining part
of a PP-slot, according to the viewpoint of the transmitter.

A competitor first decides whether it is preparing to send a prohibiting signal
in the following PP-slot. If it does, it selects an appropriate position in the
PP-slot either randomly according to an appropriate probability distribution or
following certain rules (e.g., according to its priority, urgency, and/or ID). It
will then listen to the channel before its time to turn around for transmitting its
own prohibiting signal. (As a result, if there is an additional receiver for sensing,
the turn-around time can be avoided and considerably increasing the efficiency
of MACP/PP.) If it did not hear anything above the appropriate prohibiting
threshold, it will transmit a short prohibiting signal at the selected position
according to its own clock and viewpoint of the competition frame; however,
if it detects any prohibiting signals before the selected position, it loses the
competition and will wait for the next competition round or back off for a longer
time. A competitor that survives all the prohibiting slots become a candidate,
and will become a winner eligible transmitting a control message (or small data
packet) if it does not receive any OTS short signals from valid mutual hidden
terminal detectors.

When the PP-slot(s) is/are followed by NCK bit-slots the hidden terminal
detection mechanism for NCK can be applied to the NCK part. For MACP/PP,
we can augment several special NCK bit-slots, called HTD-code bit-slots, for the
purpose of hidden terminal detection. Such HTD-code bit-slots may be consider-
ably smaller than typical PP-slots or bit-slots since the former do not need to be
lower bounded by the maximum-allowed propagation delay. Instead, as long as
the prohibiting signal can decay below the threshold for HTD in the subsequent
HTD-code bit-slots, the duration is acceptable. HTD-code bit-slots based on
AEDC can also be used alone as a means for wireless collision detection. Some
special requirements inclue that the total duration for these bit-slots should be
lower bounded by twice the maximum-allowed propagation delay (plus some
adidtional time). Also, at least one of the first few bits and one of the last few
bits must be equal to 1. The approach based on an additional declaration slot
or coded collision detection slot (see the end of Section 2) may also be employed
for hidden terminal detection. Note that in MACP/PP, the declaration slot will
also employ the PP mechanism for competition, in addition to the purpose of
mutually hidden winners detection.
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Note that we can use backoff control (similar to IEEE 802.11/11e) as a means
to conduct flow control in order to mitigate the APSET problem. However, when
backoff control is the only mechanism to reduce the attempt rate, radio resources
cannot be efficiently utilized because the radio channel will typically stay idle for
a non-negligible portion of time. However, in MACP/PP or other MACP proto-
cols augmented with position-based prohibition, backoff control can be employed
to reduce the typical number of competitors to a constant number considerably
greater than 1, and then use the first or first few PP-slots to eliminate most of the
competitors. This way the APSET problem can be resolved without noticeable
idle times for the ratio channel, considerably increasing the radio efficiency.

4.2 Fairness and Prioritization in MACP

We develop several strategies that can improve fairness and prevent starvation
in MACP networks based on its strong differentiation capability. A directly ap-
plicable approach is to allow nodes or packets that have been treated unfairly
to climb up one or a couple of priority levels when desired, or to use a more fa-
vorable probability distribution to select the random number part of CNs [4, 5].
To assess the unfairness or the urgency, we can either exchange the performance
information locally with nearby nodes, or use one or the composite measure of
several performance metrics, such as delay, queue length, granted bandwidth,
discarding ratio, blocking rates, the status of last attempt, service quality, and
the number of trials, collisions, or failed transmissions. We then calculate the
urgency index and the efficiency index, and determine the CN in combination
with other parameters such as priority by either mapping to the urgency part of
CNs (with one to typically several bits) or to choose an appropriate probability
distribution to randomly select CNs. By appropriately combining the delay or
countdown time with the location information, we can in fact generate unique
CNs without having to rely on other ID assignment mechanisms. We can also
set the continuation bit [7] to 1 when a node lost a competition (possibly under
with certain accompanying conditions) as a simple mechanism to achieve fair-
ness, especially under the single-hop environments. More details will be reported
in the near future.

To enhance fairness and QoS in an efficient and economic manner, we propose
to utilize the multiple ID scheme (MIS) that assigns multiple IDs to a node. The
IDs for a node are typically spread all over the possible domain so that there
will not be nodes that only have smaller IDs and suffer from unfairness or even
starvation. As a result, MIS naturally solves the inherent unfairness problem
of binary countdown [3] and CSMA/IC [8]. To support prioritization in the
proposed MIS approach, a node simply uses larger IDs for higher-priority trans-
missions, and smaller IDs for lower-priority transmissions. Similarly, to support
adaptive fairness [5] in MIS, a node can choose to use a relatively large ID after
it has been treated unfairly, or randomly select a smaller ID as a courtesy to
yield to other nodes when it has been well treated. In MACP, several additional
bits typically need to be reserved for IDs just in case some prohibitive ranges
become very dense. As a result, there will be many unused IDs that can be well
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utilized in MIS without additional competition overhead in typical operating
environments, Thus, in contrast to previous approaches [5, 8, 7] that requires
additional bits for prioritization and fairness, MIS can support fairness and QoS
without increasing CN lengths, leading to economic implementations. Moreover,
this scheme will experience smaller collision rate as compared to CSMA/IC [8],
PIC [5] and PRIC [5] when there are duplicate IDs, since multiple concurrent
competitors that possess the same ID(s) may not choose the same ID at the
same time. When a region becomes denser, a node can release some IDs to other
newcomers. If variable-length CNs are supported, a node typically owns several
ranges of IDs, and can split a range and release part of it to other newcomers.
The MIS approach also works well with E-MACP/GC and power control (see
Subsection 4.3).

For MACP/PP and MACP protocols augmented with position-based pro-
hibition, the priority can be implied by the probability distribution used to
randomly select the positions for prohibiting signals in a way similar to the ran-
dom selection of the random number part of CNs. However, in MACP/PP, the
random selection is redone for every PP-slot, possibly with different probability
distribution to optimize the performance.

4.3 Interference/Power-Control in MACP

When power control is employed the coverage ranges for many RTS control
messages may be orders of magnitude smaller than the maximum control cov-
erage range, given sufficient density and appropriate power-controlled routing
and MAC protocols [6]. When interference control is employed [6], the cover-
age ranges for CTS control messages associated with low-power transmissions
may also be considerably smaller than the maximum control coverage ranges by
allowing higher tolerance to interference. However, in naive implementations of
MACP, the prohibitive ranges for those control messages can only be slightly
smaller than the associated maximum prohibitive ranges, leading to unaccept-
able overhead in terms of spacial usage and power consumption for competition.

In this paper, we extend the proposed interference control [6] to the trans-
missions of prohibiting signals. By allowing a higher tolerance threshold for re-
ception of control messages, the prohibitive ranges can be considerably reduced,
thus reducing the transmission power for the associated prohibiting signals and
allowing more winners to transmit control messages or data packets within the
same area. Note that competitors that employ interference control need to ad-
just their prohibiting thresholds accordingly so that they will not be prohibited
unnecessarily by far away nodes that use higher transmission power levels for
prohibiting signals. The proposed approach can also be combined with the dif-
ferentiated channel discipline [6] for power control supports to make it even more
efficient. When both power control and interference control are employed, the
size of prohibitive ranges will change considerably from transmission to trans-
mission. As a result, the optimized lengths for the random parts of CNs (for
collision control) or minimum lengths for IDs (for collision freedom) are con-
siderably different for different transmissions. Thus, variable-length CNs [7] and
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Fig. 2. Throughput differentiation among 4 priority classes in (a) MACP and (b)
IEEE 802.11e

variable-length MIS are is particularly suitable to interference/power-controlled
MACP.

Other potential mechanisms for MACP and related protocols include coded
interference signaling and detached competition. In coded interference signal-
ing, intermittent prohibiting signals will be recognized as codes to convey im-
portant information or instructions when none of the other more efficient ap-
proaches (such as spread spectrum) are working or supported. Periodic pro-
hibiting signaling can also be used to prohibit other nodes (especially standard
IEEE 802.11/11e nodes) from transmitting based on their inherent carrier sens-
ing mechanism. This is particularly efficient when done by an MACP agent near
the standard IEEE 802.11/11e node, but is also useful when radio channel char-
acteristics (such as severe multipath effect) prevent correct decoding of signals
even when interference of similar levels are not negligible. Detached competition
utilizes part of the CNs or coded interference signaling to indicate the speci-
fied time for the transmissions of control messages after winning a competition.
Detached competition may improve spacial reuse for transmissions of control
messages, though the same issue can also be addressed by other techniques such
as group competition. More accompanying mechanisms for MACP will be inves-
tigated and reported in the near future.

5 Performance Evaluation

In this section, we compare the differentiation capability of IEEE 802.11e and
MACP that uses CNs with 2 priority bits followed by a 6-bit random number
bits [5].
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Fig. 3. Delay differentiation among 4 priority classes in (a) MACP and (b) IEEE
802.11e

In our simulation experiments, the total channel capacity is set to 20 Mbps
for both protocols in comparison. In MACP, the control channel occupies 4
Mbps, while the data channel occupies 16 Mbps. There are 80 nodes within
a 400× 400-unit grid area. The transmission radius is set to 100 grid units. The
mobility model is random waypoint with 1 unit/sec moving speed and 4 seconds
pause time on the average. In the simulations, the length of control messages
including RTS and CTS messages is set to 20 Bytes, while data packets are set
to be 2000 Bytes. A node in any of these protocols has maximum queue length
equal to 10 for class-1 and class-2 packets, maximum queue length equal to 20
for class-3 packets, and maximum queue length equal to 60 for class-4 packets.
When a queue is full, new arrivals will be blocked.

From Figs. 2 and 3, we can see that the differentiation capability of MACP is
considerably stronger than that of IEEE 802.11e. Moreover, when IEEE 802.11e
is employed, the throughput and delays of all the 4 priority classes begin to be
differentiated simultaneously when the respective saturation point is reached,
and even the highest-priority class suffers from severe degradation in throughput
and delay. As a comparison, in MACP, different priority classes are degraded one
after another as the network load is increased, rather than simultaneously at the
saturation point. In particular, the highest-priority class is hardly degraded in
terms of throughput and average delays even when the network load is 3 times
higher than that of the saturation point.

6 Conclusions

In this paper, we present a family of MAC protocols, called MACP, based on
on/off and/or position-based prohibition, hidden terminal detection, and group
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competition. MACP can control collision rate or achieve 100% collision freedom
for both control messages and data packets in mobile ad hoc networks and single-
hop/multihop wireless LANs.

In [3, p. 261], Tanenbaum states that

Binary countdown is an example of a simple, elegant, and efficient
protocol that is waiting to be rediscovered.

Hopefully, it will find a new home some day.

We believe that we find one such home for the binary countdown mechanism,
where it leads to the first fully-distributed MAC scheme, MACP, that can achieve
collision freedom for control messages and data packets in the presence of hidden
terminals (without relying on spread spectrum with extrmemly large spreading
factors).
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Abstract. This paper addresses incompatibility issues between TCP
Reno and TCP Vegas. In order to investigate the bandwidth sharing be-
tween both versions of TCP in heterogenous network environments, an-
alytical expressions for throughput and Jain’s fairness index are derived.
Further, based on the Explicit Congestion Notification (ECN) technique
and the Random Early Detection (RED) algorithm, we propose a new
algorithm to be incorporated in TCP Vegas for securing its compati-
bility with TCP Reno. The new form of TCP Vegas is simulated using
the discrete event simulator NS-2. Simulation results show that our new
algorithm can effectively restrict TCP Reno from unfairly grabbing the
bandwidth share of TCP Vegas.

1 Introduction

TCP Reno was first implemented in 1990 as an improved form of TCP Tahoe
in 4.3 BSD [1]. Presently, it is the dominant version of TCP in the current
Internet and other computer networks, including computational grids; see for
example [2], [3] and [4]. Additionally, a significant deployment of TCP New
Reno and TCP SACK has been observed recently in the Internet, [5]. However,
these new protocols retain the basic end-to-end congestion control algorithms of
TCP Reno, hence their interaction with other versions of TCP would be similar
to that of TCP Reno.

The congestion control mechanisms of TCP Reno are designed in such a way
that the sender decreases its congestion window upon detection of packet losses,
when duplicate acknowledgements are received or timeout occurs. Thus, TCP
Reno is a typical example of the reactive congestion control approach where
a sender increases its congestion window until there is a packet loss. Another
major problem with TCP Reno is its bias against connections with longer round
trip times (R). This bias of TCP Reno has been observed both theoretically and
in simulation studies, see [6] and [7].
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An alternative proactive approach to the congestion control problem has been
employed in TCP Vegas [8]. In this approach congestion is detected before it ac-
tually happens and remedial measures, such as decrease in congestion window,
are taken before packets start to get lost. In the end-to-end paradigm the detec-
tion of congestion at end hosts can be done by observing a change in the round
trip time or a change in the rate of ACK arrivals. TCP Vegas detects the onset
of congestion by observing changes in the round trip time. Using this approach
TCP Vegas can overcome the problems of TCP Reno in a homogenous environ-
ment where all end hosts are using TCP Vegas. It gives a higher throughput and
has no bias against connections with longer round trip times; see [9] and [10].

In the case of TCP Reno, packets can experience long queuing delays and
jitter if longer queues are formed due to buffers of larger capacity. On the other
hand, TCP Vegas maintains a very small backlog of packets in the queue, which
results in a short queuing delay, and once TCP Vegas reaches its equilibrium
state then the delay jitter also becomes very small.

In heterogenous environments (TCP Reno competing with TCP Vegas) TCP
Reno users will normally get higher bandwidth than TCP Vegas users. Over time,
the TCP Vegas users can be deprived of their fair share of bandwidth. Therefore
the main problem with deploying TCP Vegas is its difficulty in co-existing with
the dominant TCP Reno type protocols. This incompatibility issue of TCP Vegas
and TCP Reno is addressed in this paper.

The rest of the paper is organized as follows. A review of previous work
is given in section 2. The congestion avoidance mechanism of TCP Vegas is
summarized in section 3. Analysis of TCP Reno and TCP Vegas interaction is
presented in section 4. A new algorithm consisting of TCP Vegas with ECN
and the RED algorithm is presented in section 5. The simulation results are
presented in section 6. Finally we present our conclusions in section 7.

2 Review of Previous Work

In [9], emulation techniques were used to study the interaction of TCP Vegas
and TCP Reno in heterogenous environments. These experiments showed that
in head-to-head transfers TCP Reno will get 50 % more throughput than TCP
Vegas. This incompatibility issue has been investigated in [10], [11], [12], [13]
and [14], using both analytical and simulation techniques. It has been found
that TCP Vegas shows better fairness and higher throughput than TCP Reno
in homogenous network scenarios, but it cannot perform well in heterogenous
scenarios, when competing with TCP Reno.

To improve the performance of TCP Vegas in heterogenous environments
comprising of TCP Reno and TCP Vegas, use of the RED routers was suggested
in [14]. It was observed through simulations that the relative performance of
TCP Vegas against TCP Reno depends upon the values of maxth and minth of
RED: the throughput of TCP Reno increases and that of TCP Vegas decreases
at higher values of thresholds. The idea of using RED algorithm for improving
the fairness between TCP Reno and TCP Vegas was also studied in [15], in
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which the authors varied the maxth parameter of RED, to get more bandwidth
for TCP Vegas. The flaw in their scheme is that, as the maxth of RED is lowered
the link utilization decreases, because then RED drops more packets, and so will
reduce the overall throughput. Thus, it is not a very efficient scheme.

In [16], two solutions were presented to make TCP Vegas compatible with
TCP Reno. They propose to use TCP Vegas with Stabilized RED (SRED) algo-
rithm routers as well as to modify the basic TCP Vegas algorithm. It is suggested
that TCP Vegas should behave similar to TCP Reno. When the former is not
getting its fair share of bandwidth, the operation of TCP Vegas is divided into
two modes of different aggressiveness: (a) moderate and (b) aggressive mode.
Moderate mode is similar to normal TCP Vegas while aggressive mode is similar
to TCP Reno. The main weakness of these algorithms is the arbitrary choice of
the different parameters. Another solution to the incompatibility issue is to use
the Random Exponential Marking (REM) algorithm whose main limitation is
the required global knowledge of a tuning parameter.

In order to overcome the unfairness and low throughput characteristics of
TCP Vegas while competing with TCP Reno, we propose an ECN-based solution
for improving TCP Vegas throughput in section 5.

3 Congestion Avoidance Mechanism of TCP Vegas

The congestion avoidance mechanism of TCP Vegas was proposed in [8]. A TCP
Vegas sender computes the minimum round trip time, called the base round trip
time Rb, for a given connection during a period of no congestion, which is usually
the round trip time of the last packet sent before the router queue builds up.
Let the current congestion window of TCP Vegas equal Wv. It is updated by the
following congestion avoidance algorithm:

1. Given the base round trip time Rb, compute the expected throughput
as Texp = Wv

Rb
.

2. Given the actual round trip time R, calculate the actual throughput, Tact =
Wv

R .
3. Estimate the backlog D in router buffers as D = (Texp − Tact) · Rb.
4. Using two constants α = 1 and β = 3, update the congestion window, Wv,

by applying the following set of rules: if D < α then Wv ← Wv + 1, if
α ≤ D ≤ β then Wv ← Wv and finally if D > β we have Wv ← Wv − 1.

We will be concentrating only on the congestion avoidance phase of TCP
Vegas and TCP Reno due to its fundamental role and importance. In the next
section we will analyze the interaction between TCP Vegas and TCP Reno.

4 Analysis of TCP Vegas and TCP Reno Interaction

Let us assume a heterogenous network environment where TCP Reno and TCP
Vegas are sharing a common bottleneck link of capacity C packets/s, having two
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way propagation delay of τp and operating in the congestion avoidance phase.
A Droptail router having service rate of μ (μ ≤ C) packets/s is being used in
the bottleneck link. In this section we analyze and derive expressions for the
throughputs and fairness between TCP Reno and TCP Vegas.

4.1 Throughputs of TCP Reno and TCP Vegas

Let queue size is q(t) packets and congestion windows of TCP Vegas source and
TCP Reno source are Wv(t) and Wr(t) packets, respectively. The based round
trip time Rb, and the current round trip time R(t), are given by:

Rb = τp +
1
μ

, R(t) = τp +
(

q(t) + 1
μ

)
. (1)

Further, as derived in [17], during the congestion avoidance phase, for the con-
stant random packet loss probability p, the congestion window Wr of TCP Reno
is governed by Wr =

√
8
3p . It can be generalized as Wr(t) = Kr√

p(t)
. Thus, the

expression for throughput of TCP Reno, Tr(t), is given by:

Tr(t) ≡ Wr(t)
R(t)

=
Kr√
p(t)

· 1
R(t)

=
Kr√
p(t)

· μ

μ · τp + q(t) + 1
. (2)

Now, during the congestion avoidance phase of TCP Vegas, we can calculate:

Wv(t + 1) =

⎧⎪⎪⎨⎪⎪⎩
Wv(t) + 1 if α ·

(
q(t)+μτp+1

q(t)

)
> Wv(t),

Wv(t) if α ≤ D ≤ β,

Wv(t) − 1 if β ·
(

q(t)+μτp+1
q(t)

)
< Wv(t),

(3)

and then throughput of TCP Vegas, Tv(t), can be obtained as Tv(t) = Wv(t)
R(t) ,

where Wv(t) is given by (3) and R(t) by (1). One can see that as we increase
the values of α and β in TCP Vegas, the products α ·

(
q(t)+Cτp+1

q(t)

)
and β ·(

q(t)+μτp+1
q(t)

)
will become larger in magnitude. This will keep Wv(t) increasing,

which will cause an increase in throughput. Thus, in a heterogenous environment,
TCP Vegas can also get higher throughput similar to that of TCP Reno, if the
values of its α and β parameters are appropriately increased.

4.2 Fairness between TCP Reno and TCP Vegas

In a heterogenous environment packet loss will occur if the overall input traffic
rate exceeds the bottleneck link capacity C. Thus, there will be no packet loss
observed when Wv(t)

R(t) + Wr(t)
R(t) ≤ C. At the equilibrium point, we get Wv(t) =

R(t) · C −Wr(t) i.e. Wv(t) = R(t) · C −
√

Kr

p(t) , which after substituting (1) can

be written as Wv(t) = q(t)+ τp ·C +1− Kr√
p(t)

. This gives us the expressions for
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congestion windows of TCP Vegas and TCP Reno in heterogenous environments.
Given TCP Reno’s throughput, Tr(t), and TCP Vegas’s throughput, Tv(t), we
get the Jain’s Fairness Index (JFI) as:

JFI =
{Tr(t) + Tv(t)}2

2 · {Tr(t)2 + Tv(t)2} . (4)

Simplification of equation (4) yields:

JFI = 0.5 +
{

Wr(t) ·Wv(t)
Wr(t)2 + Wv(t)2

}
. (5)

Substituting expressions of Wr(t) and Wv(t) into (5), we get:

JFI = 0.5 +

⎡⎢⎢⎢⎣
(

Kr√
p(t)

)
·
(

R(t) · C − Kr√
p(t)

)
(

Kr√
p(t)

)2

+
(

R(t) · C − Kr√
p(t)

)2

⎤⎥⎥⎥⎦ . (6)

In order to plot variations of JFI with bandwidth-delay product, we substi-

tute Kr =
√

8
3 and assume that p(t) = p and R(t) = R in (6), to get the

following expression:

JFI = 0.5 +
1.632RCp−0.5 − 2.666p−1

5.333p−1 − 3.265RCp−0.5 + (RC)2
. (7)

JFI as a function of p and RC, from (7), is shown in Figure 1. We can also have
an alternative expression for JFI, in terms Wr and RC, as:

JFI = 0.5 +
{

Wr ·RC −W 2
r

2W 2
r − 2Wr ·RC + (RC)2

}
. (8)

JFI as a function of Wr and RC is depicted in Figure 2.

5 Improving TCP Vegas/Reno Compatibility
with RED Based ECN

In the case of homogenous environments of TCP Vegas connections, after the
initial transient period the round trip times of all connections will reach a steady
state value. It will not change significantly because TCP Vegas keeps a bounded
number of packets in queue buffer oscillating between α and β. Hence if the
round trip time of a TCP Vegas connection does not change then we can infer
that all other connections are TCP Vegas type. Thus, we will not have any
problem with unfairness among different connections.

On the other hand, in a heterogenous scenario of TCP Vegas and TCP
Reno connections, TCP Reno will keep on increasing its congestion window
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until a packet loss is recorded, thus creating congestion. This causes an increase
in queueing delays and results in an increase of round trip time as measured by
TCP Vegas. Ultimately it culminates in the reduction of congestion window of
TCP Vegas. Thus, in order to avoid the unfair distribution of bandwidth the
agressivenss of TCP Vegas should be increased.

We propose to employ a RED router with ECN ([18], [19]), to increase the
aggressiveness of TCP Vegas in the above scenario by increasing the values of its
α and β parameters. At the onset of congestion due to increased traffic load, the
RED router at the bottleneck link will start marking packets before dropping
them at the time of severe congestion. Keeping in view of above facts we propose
the new ECN-based TCP Vegas/RED algorithm. Let us assume that we deal
with TCP Vegas congestion avoidance mechanism operating with a given values
of α and β. For example, following [8], let α = 1 and β = 3. Then, our algorithm
(named as TCP NVegas) is given by the following four steps:

1. Compute the new round trip time, Rn, after
the arrival of each ACK.

2. Compare Rn with the previous round trip time Ro

and then, after each round trip time interval:
if (Rn > Ro)

{α ← α + 1;
β ← β + 1; }

elseif (Rn ≤ Ro)
{α ← α + 0;
β ← β + 0;}

3. If ACK has ECN echo bit high, set α ← 1
and β ← 3 (or assume other designated values) and set the
congestion window of both TCP Vegas
and TCP Reno connections reduced to half of their existing
values.

4. Goto step 1 and repeat the above procedure.
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In the next section we report three simulation experiments that confirm our
above proposal experimentally.

6 Simulations

We simulated a network shown in Figure 3. The links between nodes n0 to n2,
nodes n1 to n2, nodes n3 to n4 and nodes n3 to n5 have capacity of 10 Mbps and
propagation delay of 10 ms. TCP Reno send data between nodes n0 and n4 and
TCP Vegas or TCP NVegas send data between nodes n1 to n5. The bottleneck
link between nodes n2 to n3 had capacity C of 5 Mbps and propagation delay
of 10 ms. Droptail and RED routers with ECN were employed at the bottleneck
link. In order to analyze the performance of TCP Vegas, TCP NVegas and TCP
Reno we use congestion window variations, JFI and throughput as performance
measures.

6.1 Experiment 1

In this experiment we increased the values of α and β parameters of TCP Vegas
to determine their effects on congestion window, throughput and JFI of TCP
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Fig. 10. Congestion windows for TCP
Reno and TCP Vegas ( αv = βv = 16 )
connections

Vegas and TCP Reno. We started from α = β = 2 and gradually increased their
values until α = β = 32. The congestion window plots for TCP Vegas and TCP
Reno are given in Figures 4 7, 10 and 13. The throughputs of TCP Vegas and
TCP Reno for different values of α and β are shown in Figures 5, 8, 11 and 14.
Next, we plot JFI between TCP Vegas and TCP Reno, as calculated by using
equation (4), in Figures 6, 9, 12 and 15. This experiment confirms that fairness
between TCP Vegas and TCP Reno can be improved by increasing the values
of the α and β parameters of TCP Vegas. This forms the experimental basis of
our new algorithm, formulated in section 5.

6.2 Experiment 2

In this experiment we employed a RED router with ECN at the bottleneck
link and the α and β parameters of TCP Vegas were increased automatically
when congestion information from the RED router was received via ECN (i.e.
used TCP NVegas). We started to gradually increase the values of α and β
from the minimum value of α = β = 2 as assumed in the previous experiment.
The congestion window, throughput and Jain’s fairness index are plotted in
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Fig. 16. Congestion windows of TCP
Reno and TCP NVegas with RED router
based ECN at the bottleneck link

Figures 16, 17 and 18, respectively. The congestion windows of both TCP NVegas
and TCP Reno are very close to each other, except at some transient epochs e.g.
just after t = 0 s and at about t = 9, 17, 19 s. The throughputs of both TCP
versions are also close to each other thus giving a better JFI.
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7 Conclusions

We considered the incompatibility issue between TCP Reno and TCP Vegas.
We have analyzed a heterogenous scenario in which TCP Reno and TCP Vegas
connections are competing for bandwidth of a bottleneck link. We showed ana-
lytically that the Jain Fairness Index decreases with an increase in congestion
window of TCP Reno. In order to increase the aggressiveness of TCP Vegas in
heterogenous scenarios we suggest to increase the α and β parameters of TCP
Vegas. First, they were increased manually and later the process of increasing α
and β was automated by using ECN based congestion signals and the difference
in new and old round trip times.

Therefore, we have shown that bandwidth sharing (thus JFI) between TCP
Vegas and TCP Reno can be improved by making TCP Vegas more aggressive
by increasing its α and β parameters. We have also been able to show that TCP
NVegas (ECN-based TCP Vegas) can successfully compete with TCP Reno while
improving the resulting JFI. However, TCP NVegas algorithm requires detailed
mathematical analysis to ensure its better quantitative tuning. It forms part of
our ongoing research work which will be presented in a forthcoming paper.

References

[1] Stevens, W.R.: TCP/IP Illustrated: The Protocols. Volume 1. Addison-Wesley
(1994) ISBN 0-201-63346-9, Information available at
http://www.kohala.com/start/tcpipiv1.html. 321

[2] Paxson, V.: Automated Packet Trace Analysis of TCP Implementations. Pro-
ceedings of the ACM SIGCOMM’97 27 (1997) 167–179 Cannes, France. 321

[3] Paxson, V.: End-to-end Internet Packet Dynamics. IEEE/ACM Transactions on
Networking 7 (1999) 277–292 321

[4] Weigle, E., chun Feng, W.: A Case for TCP Vegas in High-Performance Com-
putational Grids. Proceedings of the IEEE International Symposium on High
Performance Distributed Computing (2001) 152–158 321



Interaction between TCP Reno and TCP Vegas 331

[5] Padhye, J., Floyd, S.: TCP Behavior Inference Tool, TBIT. Information and
Code available at http://www.icir.org/tbit/ (2002) 321

[6] Lakshman, T. V., Madhow, U.: The Performance of TCP/IP for Networks with
High Bandwidth-Delay Products and Random Loss. IEEE/ACM Transactions on
Networking 5 (1997) 336–350 321

[7] Henderson, T. R., Sahouria, E., McCanne, S., Katz, R.H.: On Improving the
Fairness of TCP Congestion Avoidance. Proceedings of the IEEE GLOBECOM’98
1 (1998) 593–544 321

[8] Brakmo, L. S., O’Malley, S.W., Peterson, L. L.: TCP Vegas: New Techniques for
Congestion Detection and Avoidance. ACM Computer Communication Review
24 (1994) 24–35 322, 323, 326

[9] Ahn, J. S., Danzig, P., Liu, Z., Yan, L.: An Evaluation of TCP Vegas: Emulation
and Experiment. ACM Computer Communication Review 25 (1995) 185–195
322

[10] Bonald, T.: Comparison of TCP Reno and TCP Vegas via Fluid
Approximation. Technical Report RR-3563, INRIA, France (1998)
ftp://ftp-sop.inria.fr/pub/rapports/RR-3563.ps.gz. 322

[11] Boutremans, C., Boudec, J. Y.L.: A Note on the fairness of TCP Vegas. Pro-
ceedings of International Zurich Seminar on Broadband Communications (2000)
163–170 322

[12] Lai, Y.C., Yao, C. L.: The Performance Comparison between TCP Reno and
TCP Vegas. Proceedings of seventh IEEE International Conference on Parallel
and Distributed Systems (2000) 61–66 322

[13] Low, S.H.: A Duality Model of TCP and Queue Management Algorithms. Pro-
ceedings of ITC Specialist Seminar on IP Traffic Measurement, Modeling and
Management (2000) Monterey CA, USA. 322

[14] Mo, J., La, R., Anantharam, V., Walrand, J.: Analysis and Comparison of TCP
Reno and Vegas. Proceedings of the IEEE INFOCOM 1999 3 (1999) 1556–1563
Eighteenth Annual Joint Conference of the IEEE Computer and Communications
Societies. 322

[15] Lai, Y.C.: Improving the Performance of TCP Vegas in a Heterogeneous En-
vironment. Proceedings of the Eighth International Conference on Parallel and
Distributed Systems, ICPADS 2001 (2001) 581–587 322

[16] Hasegawa, G., Kurata, K., Murata, M.: Analysis and Improvement of Fairness
between TCP Reno and Vegas for Deployment of TCP Vegas to the Internet.
Proceedings of International Conference on Network Protocols (2000) 177–186
323

[17] Mathis, M., Semke, J., Mahdavi, J., Ott, T.: The Macroscopic Behavior of the
TCP Congestion Avoidance Algorithm. ACM Computer Communication Review
27 (1997) 67–82 324

[18] Floyd, S., Jacobson, V.: Random Early Detection Gateways for Congestion Avoid-
ance. IEEE/ACM Transactions on Networking 1 (1993) 397–413 326

[19] Ramakrishnan, K., Floyd, S., Black, D.: The Addition of Explicit Congestion
Notification (ECN) to IP. Network Working Group, RFC 3168 (2001) Category:
Standards Track. 326



Enhancements to the Fast Recovery Algorithm

of TCP NewReno�

Dongmin Kim, Beomjoon Kim, Jechan Han, and Jaiyong Lee

High Performance Multimedia Network Lab.
Department of Electrical & Electronic Engineering, Yonsei University

134 Shinchon-Dong Seodaemun-Gu, Seoul, Korea
{danny,jyl}@nasla.yonsei.ac.kr

Abstract. Transmission control protocol (TCP) suffers significant per-
formance degradation over wireless networks where packet losses are not
always caused by network congestion. In order to prevent frequent re-
transmission timeout (RTO), which is the main reason for the degrada-
tion, we propose enhancements that make it possible for a TCP sender
to recover packet losses occurred during fast recovery period. The pro-
posed scheme consists of two algorithms called Duplicate Acknowledge-
ment Counting (DAC) and Extended Fast Recovery (EFR). Simulation
results show that the proposed scheme improves the throughput of TCP
NewReno by reducing the number of RTO.

1 Introduction

Transmission control protocol (TCP) is widely used as the transport layer pro-
tocol in the Internet. Since it is designed on the assumption that it may be used
on wireline networks where packet loss probability is negligibly low [1], TCP
regards all packet losses as network congestion.

The throughput of TCP, therefore, can suffer over wireless networks that are
characterized by bursty and high channel error probability [2], [3]. Performance
degradation of TCP over wireless links has two main reasons. First, unnecessary
congestion control caused by non-congestion packet losses prevents the conges-
tion window from growing enough [4]; it results in low transmission speed of
a sender. Second, retransmission timeout (RTO) occurs frequently when multi-
ple packets are lost in a window. Especially, when a RTO takes place, a sender
cannot transmit data till it is expired but should start to transmit data in slow
start. In addition, since the value of RTO is doubled every time a retransmis-
sion is sent, it may have few chances to decrease due to successive RTOs, which
leads to low utilization of the limited resource. In [10], the authors show that
roughly 56% of retransmissions sent by a busy web server are sent after RTO
expires, whereas only 44% are handled by fast retransmit. Therefore, it is a very
� This work was supported by grant No. R01-2002-000-00531-0 from the Basic Re-
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important issue whether the packet losses may be recovered without RTO or
not.

Although TCP NewReno can recover multiple packet losses without RTO [5]–
[8], it has a problem that RTOs take place frequently if packet losses occur
during fast recovery. During fast recovery, the sender transmits retransmissions
of lost packets and new packets that are included by the slide and inflation of
the window.1 If a retransmission is lost, a RTO always cannot be avoided [8].
According to [9], 4% of timeouts are caused by lost retransmissions. Not all but
almost all of new packet losses during fast recovery cannot be recovered by fast
retransmit.

In this paper, we propose a scheme that makes it possible for a TCP NewReno
sender to recover packet losses during fast recovery. The proposed scheme oper-
ates on the basis of two algorithms called Duplicate Acknowledgement Counting
(DAC) and Extended Fast Recovery (EFR). DAC can recover retransmission
losses based on the number of duplicate acknowledgements (ACKs), and EFR
recovers new packet losses by extending fast recovery till they are recovered
by retransmissions. The proposed scheme requires simple changes only to TCP
implementation at the sender and is perfectly consistent with current TCP spec-
ification.

The remainder of the paper is organized as follows. We describe the behaviors
of DAC and EFR by showing two examples in Section 2. Section 3 presents the
simulation environments. Section 4 contains the simulation results and their
discussion. Finally, our conclusions are summarized in Section 5.

2 Description of the Proposed Scheme

TCP congestion control consists of four algorithms: slow start, congestion avoid-
ance, fast retransmit, and fast recovery. The initial fast recovery algorithm of
TCP Reno has been modified in the TCP NewReno implementation, and our
proposed scheme is applied to the renewed fast recovery algorithm.

2.1 Duplicate Acknowledgement Counting (DAC)

For DAC operation, the sender keeps some variables to store the expected num-
ber of duplicate ACKs for a packet loss if its retransmission is not lost again.
The congestion window size just before the first fast retransmission is stored
to another variable denoted by scwnd. During fast recovery, the sender counts
the number of duplicate ACKs for a packet loss. If it receives more duplicate
ACKs for the packet loss than the stored value, it determines that its retrans-
mission is lost again and retransmits it without waiting for its RTO. We denote
the expected number of duplicate ACKs for the ith lost packet in a window by
DACi. When the first fast retransmit is performed, the sender is not aware of
how many packets are lost in a window but only knows that at least one packet
is lost. Therefore, DAC1 is always equal to scwnd − 1.
1 In the rest of this paper, we call these packets “new packets”.
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(b) TCP NewReno using DAC

Fig. 1. Comparison of the loss recovery behaviors for a single retransmission loss
(x-axis: time, y-axis: packet sequence number)

In fig. 1, we compare the sender’s behavior of TCP NewReno with and with-
out DAC when a packet is lost and its retransmission is also lost. Each transmit-
ted packet is marked by a square on the graph. Packets dropped are indicated by
an “x” on the graph for each packet dropped. Received ACK packets are marked
by a smaller dot. At 1.1 second, the sender transmits eight packets 7–14 with
the congestion window of eight and packet 7 is lost.2 When the sender receives
the third duplicate ACK for packet 7 at 1.42 second, it performs fast retrans-
mit and sets its usable window [8] to 7(=	8/2
 + 3) and DAC1 to 7(= 8 − 1).
Four more duplicate ACKs for packet 7 inflate the usable window to eleven,
and three new packets 15–17 are allowed to be transmitted. Since the retrans-
mission of packet 7 is lost, the sender receives three more duplicate ACKs by
packets 15–17, which inflate the usable window by three so that newly included
packets 18–20 are transmitted. Since the receiver cannot deliver a normal (i.e.,
non-duplicate) ACK as long as packet 7 is not received, the sender cannot exit
fast recovery till RTO of packet 7 is expired. The RTO of packet 7 expires at
2.42 second, causing a retransmission and putting the sender into slow start.

In the case of using DAC, the sender sets DAC1 = 7(= 8 − 1) when it fast
retransmits packet 7. When the sender receives the eighth duplicate ACK by
packet 15, which is greater than DAC1, it can retransmit packet 7 with the
congestion window of two(=	4/2
). Loss in two successive windows of data, or
the loss of a retransmission, should be taken as two indications of congestion
and, therefore, congestion window and slow start threshold must be lowered
twice in this case [6]. The first ACK for a new packet 18 as a result of the

2 For convenience, packets are numbered with unique sequence numbers starting with
zero. We use these numbers to specify the packets in the rest of this paper.



Enhancements to the Fast Recovery Algorithm of TCP NewReno 335

0 0.5 1 1.5 2 2.5 3 3.5
0

5

10

15

20

25

30

Time

P
ac

ke
t S

eq
ue

nc
e

Packet
Ack
Dropped

(a) TCP NewReno

0 0.5 1 1.5 2 2.5 3 3.5
0

5

10

15

20

25

30

Time

P
ac

ke
t S

eq
ue

nc
e

Packet
Ack
Dropped

(b) TCP NewReno using EFR

Fig. 2. Comparison of the loss recovery behaviors for a single new packet loss during
fast recovery (x-axis: time, y-axis: packet sequence number)

receiver receiving the second retransmitted packet 7 brings the sender out of
fast recovery with the congestion window of two, and the sender continues in
congestion avoidance. With DAC, almost all of 4% of timeouts caused by lost
retransmissions could be recovered during fast recovery without RTOs.

2.2 Extended Fast Recovery (EFR)

When the sender of TCP NewReno performs fast retransmit, it sets the value of
recover [7] to the highest sequence number of packet that has already been trans-
mitted. During fast recovery, the sender can determine whether it is a partial
ACK or not by comparing the sequence number that an ACK takes to the stored
value in recover. In the original implementation of the fast recovery algorithm of
TCP NewReno, the value of recover is not updated during fast recovery. There-
fore, if a new packet whose sequence number is greater than recover is lost, its
loss cannot be detected without another three duplicate ACKs. If three duplicate
ACKs can be received,3 the new packet loss can be recovered by fast retransmit.
In this case the sender shrink its congestion window twice.

In the case of using EFR, the sender updates recover every time it retransmits
a lost packet during fast recovery. Therefore, even if there is a new packet loss,
the sender always receives a partial ACK, thereby, it can retransmit the lost
packet without aborting fast recovery. In this case, the congestion window and
slow start threshold should be reduced one more time as in the same way of
DAC.
3 It depends upon not only the number of packet losses and congestion window size

but also the position of the newly dropped packet in the usable window.
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In fig. 2, we compare the sender’s behaviors of TCP NewReno using EFR
to the original TCP NewReno. Two packets, packet 7 and packet 14, are lost in
a window and a new packet, packet 15, is also lost during fast recovery. Before
the sender retransmits the first lost packet 7, the evolutions of the sender’s
window can be explained in the same way as DAC in fig. 1. When the sender
fast retransmits the packet 7, it sets recover to 14 and transmits two new packets,
packet 15 and packet 16, by the inflation of the usable window. At about 1.75
second, the sender receives a partial ACK for the second lost packet 14 and
transmits the retransmission of packet 14. At this time a new packet 17 is also
transmitted with the window of four(=	8/2
). One more duplicate ACK by
packet 16 inflates the usable window by one, so that packet 18 is transmitted.
The first ACK for the newly lost packet 15, which is greater than recover, takes
the sender out of fast recovery with the congestion window of four. In congestion
avoidance, the sender receives only two duplicate ACKs for packet 15 by packets
17–18. Consequently, the sender cannot trigger a fast retransmit for packet 15
but waits for its RTO expiry.

In the case of using EFR, the sender updates recover to 16 after the re-
transmission of packet 14. Note that packet 15 and packet 16 have already been
transmitted. At 2.08 second, the first ACK for the newly lost packet 15 by the
retransmission of packet 14 is received. Since its sequence number is still smaller
than the updated recover, the sender regards the ACK as a partial ACK and
transmits packet 15 immediately. Since loss in two successive windows of data
should be taken as two indications of congestion, the sender reduces the conges-
tion window and slow start threshold to two (=	4/2
) [6]. The ACK for packet
19 as a result of the receiver receiving the retransmitted packet 15 brings the
sender out of fast recovery, and the sender continues in congestion avoidance
with the congestion window of two. Even if two or more new packets are lost,
EFR can recover them without RTO in the same way.

3 Simulation Environments

Using ns simulations [11], we evaluate the performance of the proposed scheme.
In our simulations, a sender and a destination establish a single TCP connection
over a link of 10Mbps and 50ms, where packets are lost in random with packet
loss probability p. It is assumed that packet losses are independent to each other
and each packet has the same size of 1 Kbytes. Since all TCP variants have
almost the same throughput when packet loss probability is quite small or large,
simulations are performed for packet loss probabilities from 10−3 to 3 · 10−1.
Since the size of an ACK packet is considerably small compared to data packet,
an ACK packet is assumed not to be lost or compressed. During simulations are
running, the source transmits 106 packets and the congestion window can grow
up to Wmax, which is the upper bound value advertised by the receiver at the
connection setup time.
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We evaluate the performance of the proposed scheme from the aspects of
the normalized throughput, fast recovery probability, timeout probability, and
response time, which are defined as follows:

i) The normalized throughput is the ratio of the throughput for each packet
loss probability to the throughput when p is 10−3.

ii) The fast recovery probability is the ratio of the number of retransmissions
recovered by not olny fast retransmit and partial ACK but also DAC and
EFR to the number of total packet losses.

iii) The timeout probability is the number of retransmissions after RTO to the
number of total packet losses.

iv) The response time is the sender-side elapsed time between the first packet
sent and the last ACK received.

4 Simulation Results

In fig. 3, we compare the proposed scheme to TCP NewReno in the normalized
throughput, fast recovery probability, and retransmission timeout probability
obtained from simulations. As expected, the throughput of each TCP decreases
for increasing packet loss probability. It reflects that more packet losses are not
likely to be recovered by retransmissions for larger packet loss probability. The
normalized throughput in fig. 3-(a) and fast recovery probability in fig. 3-(b)
make it clear; they shows a similar shape. Since the proposed scheme can avoid
unnecessary RTOs due to retransmission losses and new packet losses occurred
during fast recovery, its fast recovery probability is higher than TCP NewReno,
which leads to slight throughput improvement. The insignificant improvement
can be explained by the fact that the results in these figures are obtained in
steady-state so that the effect of a RTO may be averaged throughout a long
TCP connection. However, if a new packet loss or a retransmission loss occurs
in a short TCP connection (e.g., Web), the proposed algorithm may offer even
greater benefit.

When packet loss probability is small, few packets are lost; a retransmission
or a new packet is also not likely to be lost for such a low packet loss probability.

It is the reason that the improvement of the proposed scheme (a dashed line
with circles) rather increases as packet loss probability increases till it arrives
at a certain value. When packet loss probability arrives at the value of 5 · 10−2,
the improvement shows its highest value of about 10%. As packet loss proba-
bility increases continuously, the congestion window cannot keep its size large
enough due to frequent loss recovery events. Therefore, fast retransmit does not
succeed very often so that the improvement decreases close to zero. Note that
our proposed scheme does not work if a fast retransmit is not triggered.
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Fig. 3. Comparing the proposed scheme to TCP NewReno in the normalized through-
put, fast recovery probability, and retransmission timeout probability (Wmax = 32)

In fig. 3-(c), we show the timeout probability of the proposed scheme and
TCP NewReno. The overall shape of the timeout probability and reduced time-
out probability can be explained in the similar way as in fig. 3-(a) and fig. 3-(b);
as packet loss probability increases, the timeout probability also increases. It
can be seen that roughly 4% of timeouts can be avoided by using the proposed
scheme for packet loss probability of 5 ·10−2. It results from preventing RTOs by
DAC and EFR. Fig. 3-(d) shows each improvement that DAC and EFR4 offer to

4 Since a new packet loss does not always cause a RTO, we consider only the packet
losses that are going to cause RTO without EFR as ‘valid’ retransmission for EFR.
Note that a new packet loss in current fast recovery may be recovered by fast re-
transmit if three duplicate ACKs can be received in congestion avoidance following
the current fast recovery period.
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Fig. 4. Response time and reduced response time of the proposed and the TCP
NewReno (Wmax = 32)

the timeout probability. Unlike retransmission losses, which always invoke RTO,
all of new packet losses do not cause RTO. Therefore, DAC offers greater benefit
than EFR.

In fig. 4, we show the response time of the proposed scheme and TCP
NewReno to transmit 106 packets. The difference between two lines of the pro-
posed scheme and TCP NewReno is indicated by a dashed line with circles.
As mentioned earlier, the difference is not significant compared to the response
time because a RTO duration is quite short compared to total duration. How-
ever, from the view of RTT, so many RTT has been reduced by means of our
proposed scheme.

Fig. 5 shows the fast recovery probability of the proposed and TCP NewReno
when the value of Wmax varies. For TCP NewReno, the increment of Wmax

from 8 to 128 makes no significant differences to the fast recovery probability.
It means that TCP NewReno cannot take any advantage of a large Wmax from
the aspect of loss recovery since the fast recovery probability mainly depends on
the congestion window size and the number of losses in it rather than the value
of Wmax. Note that a single packet loss can be recovered by fast retransmit if only
the window size is larger than four, and, if the first packet loss can be recovered
by fast retransmit, even if multiple packets are lost, RTO can be avoided. On
the other hand, a large Wmax of 128 makes slight difference to the recovery
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Fig. 5. Relation between the fast recovery probability and Wmax

probability of the proposed scheme. The difference comes from the different
number of new packet losses for different size of Wmax. Suppose that the first
packet in a window is lost. If the window size is equal to 8, the sender transmits
3(= 	8/2
+7−8) new packets after fast retransmit. Whereas, if the window size
is equal to 128, the sender transmits 63(= 	128/2
+127−128) new packets after
fast retransmit. Inferring that the more new packets corresponds to the more new
packet losses for the same packet loss probability, EFR may have more chances
to recover new packet losses when the window size is equal to 128. However,
as packet loss probability increases, the congestion window decreases before it
reaches its maximum value so that it does not show such a large difference.
Though congestion window size is kept small in the presence of packet losses,
the fast recovery probabilities of proposed scheme with Wmax = 8 are greater
than that of TCP NewReno with Wmax = 128. It reveals that proposed scheme
works well with small congestion window size. Note that Wmax does not affect
DAC because it is operated by the number of duplicate ACKs.

Since the proposed scheme is invoked by the receiving ACKs which are not
delivered if a network is in congestion state, and reduce the congestion window
by half when they work as recommended in [6], TCP with proposed scheme may
not be aggressive and does no harm on fairness of other competing TCP flows.
Therefore, if sender surely knows which packet is lost, retransmission before
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a RTO is a reasonable and proper operation. In case of using proposed scheme
for the transfer of short files, it will not lead to additional congestion. Adding
the proposed scheme makes TCP more robust to random transmission errors.

5 Conclusions

In this paper, we have proposed a scheme that enhances the fast recovery al-
gorithm of TCP NewReno by avoiding unnecessary RTOs due to packet losses
occurred during fast recovery. By using the proposed scheme, a sender of TCP
NewReno can detect and recover almost all of retransmission losses and new
packet losses without RTO. Simulation results show that the proposed scheme
increases the ratio of retransmissions to packet losses, which results in the slight
improvement of the steady-state throughput of TCP NewReno, without violat-
ing the congestion control principles. Since a retransmission loss or new packet
loss is not a common event, its improvement seems to be insignificant. However,
considering the effect of RTO on TCP performance, it is rather a great improve-
ment with no large modifications. Especially, the proposed scheme may offer
large benefit for a short TCP connection such as web transfer, which remains as
one of our future works.
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Abstract. In this paper, we present a new method to calculate rein-
forcement value in QoS routing algorithm for real-time multimedia based
on Ant algorithm to efficiently and effectively reinforce ant-like mobile
agents to find the best route toward destination in a network. Simulation
results show that the proposed method realizes QoS routing more effi-
ciently and more adaptively than those of the existing method thereby
providing better solutions for the best route selection.

1 Introduction

As Internet expands, the demand for real time and quality of services (QoS) in
a network increases. The quality of services are sensitive to the network’s char-
acteristics such as bandwidth, delay, delay jitter, packet loss and cost depending
on the type of applications. Furthermore, the use of multiple metrics is needed to
better characterize a network and to support a wide range of QoS requirements
[1].

Ant algorithm is a routing algorithm, which is inspired by the trail follow-
ing behavior of real ant colonies, and this algorithm realizes an adaptive and
social behavior of ants of finding the best route to the food source from the
nest by indirect communications between ants using a chemical substance called
pheromone [2,3]. However, thus far, there haven’t been many researches that are
done to realize QoS routing based on Ant algorithm, leaving a large room for
improvements and explorations.

The main purpose of this paper is to propose a new method to calculate
reinforcement value reflecting all the necessary QoS metrics to better realize an
adaptive behavior of Ant algorithm for real-time applications.

This paper is organized as follows. In section 2, QoS routing algorithm based
on Ant algorithm is introduced. In section 3, detailed description of the proposed
method of reinforcement calculation under the QoS routing algorithm described
in section 2 is introduced. In section 4, experimental results are presented; and
at last, conclusion from this research is drawn out in section 5.
� This work was supported by the Brain Korea 21 Project in 2003.
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2 Ant Algorithm Based QoS Routing

There are T sets of ants where every set is consisting of M types of ants belonging
to M different call requirements, where each ant type must find the best path to
its destination that satisfies all the requirements. Furthermore, the properties of
pheromone deposits of each ant type are different from each other, so that an
ant selects a route relying only on the pheromone deposited by the same type of
ant on the path.

To speed up the process, this algorithm makes some adjustments: considering
the delay jitter constraint outside the ant algorithm, and filter the topology of
the network by cancelling the edges that do not satisfy the bandwidth constraint
[1]. The steps needed to take in the algorithm are described below.

1. If actual end-to-end delay jitter is greater than the constraint, routing
fails. 2.Filter out links that do not satisfy the bandwidth constraint. 3. Initialize
the amount of pheromone deposits. 4. Send out a set of ants of every type one at
a time at a constant interval toward corresponding destinations, while choosing
its path by repeatedly applying the state transition rule. 5. When a path to
the destination has found, use the local updating rule to adjust the amount of
pheromone deposits. Repeat step 4 and 5 until all sets of ants finish the steps.
6. Select the globally best ant of each type. 7. Apply the global updating rule
to update pheromone deposits. 8. Repeat step 4 through 7 until the accuracy
requirement is satisfied [1].

In order to follow the above-mentioned steps of Ant algorithm based QoS
routing algorithm, the state transition rule and the pheromone-updating rule
are proposed. Under the state transition rule proposed in [1], a d type of an ant
at node r selects a next node s to travel according to following rule

If q ≤ q0, then

ρd(r, s) =
{

1, max(phero(d,r,s)), s ∈ Jd(r)
0, otherwise (1)

otherwise,

ρd(r, s) =

{
phero(d,r,s)∑

u∈Jd(r)
phero(d,r,u)

, s ∈ Jd(r)

0, otherwise
(2)

where, q0 represents a constant value that lies between 1 and 0, which is use to
compare with q, a randomly chosen number between 1 and 0.

The pheromone-updating rule is further divided into two sub-rules: local
updating rule and global updating rule, the concept was first proposed in [3].
Under the local updating rule, suppose a d type ant at node r chooses a neighbor
node s as the next node to travel, the amount of pheromone phero(d, r, s) is
adjusted in accordance with equation (3), otherwise no pheromone amount gets
adjusted

phero(d, r, s) = (1 − a0) · phero(d, r, s) + a0 · cons (3)

where, a0 is a value between 0 and 1, and cons is a constant.
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The global updating rule is used when the globally best path to the desti-
nation is found. Once the globally best path is determined, pheromone amounts
of edges between all nodes in the globally best path are adjusted in accordance
with equation (4), and pheromone amounts of all the other edges get adjusted
by equation (5)

phero(d, r, s) = (1 − a1) · phero(d, r, s) + a1 · F (4)

phero(d, r, s) = (1− a1) · phero(d, r, s) (5)

where, a1 is a value between 0 and 1, and F is the cost function, and it plays
the same role as the reinforcement value in AntNet [2]. Furthermore, the value
of F is calculated by following equations:

F = −F1 + F2 (6)

where,

F1 =
N∑

i=1

N∑
j=1,j �=i

LCij · P d
ij (7)

F2 = A ·
N∑

i=1

N∑
j=1,j �=i

H(Zij) + B · H(Z2) + C · H(Z3) (8)

where, N is the node number, A, B and C are positive real coefficients. Here, F1

represents the total cost of the route selected by an ant; and F2 represents the
QoS constraints.

H(Z) =
{

0, where Z < 0
Z, otherwise (9)

Zij = P d
ij · LBij −Bw (10)

Z2 = Dw − (
∑∑

LDij · P d
ij +

∑
Nd

i · NDi (11)

Z3 =
N∏

i=1

(1 −Nd
i ·NLi) − (1 − Lw) (12)

Here, P d
ij = 1 if an edge between node i and node j is in the d type ant se-

lected route, otherwise P d
ij = 0. Nd

i = 1 if node i is the node in the d type
ant selected route, otherwise Nd

i = 0. Symbols LBij , LCij and LDij are the
available bandwidth, cost and delay of an edge between node i and node j re-
spectively, and Lw, Bw and Dw represent link, bandwidth and delay constraints
respectively.
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3 Proposed Method to Reinforce Route

The equations described in the previous section do not realize the adaptive
behavior well. Unlike [1], the proposed reinforcement calculation uses ratios be-
tween QoS measurements and QoS constraints. The proposed method to calcu-
late the reinforcement value is as follows.

If(F2 ≥ 1),

F = F2 − k(
F1

F2
) (13)

else
F = F2 − k · F1 (14)

F1 =
N∑

i=1

∑
j=1,j �=i

LCij · P d
ij (15)

F2 = A ·min(Bandij) + B ·Dly + C · PLR + D ·DJ (16)

where, F is the cost function or the reinforcement; F1 is the total cost of the
route; F2 is the QoS constraints; and k is weight constant for cost to indicate its
importance compare to other QoS metrics.

Band =

⎧⎪⎨⎪⎩
Bmea

Bw
, where Bmea ≥ Bw

(Bmea

Bw
)2, where toleration− rate ≤ Bmea

Bw
< 1

0, where Bmea

Bw
< toleration− rate

(17)

Dly =

⎧⎪⎪⎨⎪⎪⎩
Dw∑
Dmea

, where
∑

Dmea ≤ Dw

( Dw∑
Dmea

)2, where toleration− rate ≤ Dw∑
Dmea

< 1

0, where Dw∑
Dmea

< toleration− rate

(18)

PLR =

⎧⎪⎪⎨⎪⎪⎩
Lw

1−
∏

(1−Lmea)
, where

∏
(1 − Lmea) ≥ (1 − Lw)

( Lw

1−
∏

(1−Lmea)
)2, where toleration− rate < Lw

1−
∏

(1−Lmea)
< 1

0, where Lw

1−
∏

(1−Lmea)
< toleration− rate

(19)

DJ =

⎧⎪⎪⎨⎪⎪⎩
Jw∑
Jmea

, where
∑

Jmea ≤ Jw

( Jw∑
Jmea

)2, where toleration− rate ≤ Jw∑
Jmea

< 1

0, where Jw∑
Jmea

< toleration− rate

(20)

Equation (16) calculates the amount of positive influence, the QoS measurements
have on the reinforcement calculation by considering the goodness of each QoS
measurement compare to its constraint [5]. The goodness of each QoS measure-
ment is calculated using equations (17) through (20).

Equations (17) through (20) also have a term “toleration rate”. Toleration
rates are set individually for each QoS metric with values between 0 and 1.
Each toleration rate represents percentage of negative discrepancy that the QoS
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metric can tolerate. However, in the case of having no paths satisfying the QoS
constraints, toleration rate can be used to find a path that provides a decent
level of quality of service but with some service degradation.

Equations (13) and (14) are the top level calculation of reinforcement. Equa-
tion (13) subtracts the total amount of goodness of all QoS measurements by the
fractional value of the ratio between the total cost of the chosen path and the
total amount of goodness of all QoS measurements. Equation (14) is for when F2

less than 1.
In addition to the reinforcement calculation, the global update rule is also

proposed to get the best out of the proposed reinforcement calculation.

phero(d, r, s) = (1− a1) · phero(d, r, s) + c · F (21)

where, c is coefficient of value between 0 and 1.
Equation (21) is used to adjust pheromone amount on the globally best route,

and equation (22) shown below is a new method to adjust pheromone amount
of less qualified paths that were chosen in the process.

phero(d, r, s) = (1 − a1) · phero(d, r, s) − d · (F − Fothers) (22)

Here d is a weight coefficient and Fothers is the reinforcement value of a less
qualified path. Since the reinforcement value under the proposed method is rel-
ative to the delay size, if there exist some routes that have reinforcement values
almost as good as the globally best route, then the pheromone amounts of the
nearly good routes reduce at a rate close to (1 − a1) · phero(d, r, s).

4 Simulation

Fig. 1 depicts the topology of a network system, which consists of eight nodes and
twelve edges connecting the nodes. This topology is adopted from the simulation
environment used in [1] to ensure that the simulation results of the existing
method in this experiment agree with the results presented in [1].

The values in the parenthesis near each node in Fig. 1 represent node de-
lay, packet loss rate and node delay jitter respectively; whereas, the values in
the parenthesis near each edge represent link cost, bandwidth and link delay
respectively.

The QoS requirements are set to Bw = 70, Dw = 8, Lw = 10−5 and Jw = 3.
For the simulation of [1], the simulation parameters are set to T (sets of ants) =
8, M (call requests) = 3, a0 = 0.069, a1 = 0.079, cons = 0.32, q0 = 0.20, A =
0, B = 10 and C = 15. For the simulation of the proposed method, most of the
simulation parameters are set exactly same as in the existing method; however,
since the calculation method is different from the existing method, some new
parameters are introduced. And those parameters are set to C = 0.01, D = 0, k
= 1, c = 0.079, c1 = 0.02, α = 1 and β = 1; and these are set relative to the
values of parameters used in [1].

At first, several unicast routing requests: node 0 to node 5, node 1 to node
5, node 1 to node 6, node 2 to node 6, node 2 to node 7, node 5 to node 7, and
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Fig. 1. Network Topology model and its parameters used for simulation[1]

node 4 to node 7 are assumed. By simulation, the globally best routes are found
for each method as shown in Table 1.

If we take a good look at Fig. 1, for the routing request (0,5), there exists
a route 0 → 4 → 5 that satisfies all the QoS requirements and has the cost of 2;
however, the reason why the route 0 → 1 → 3 → 5 or 0 → 2 → 3 → 5 is selected
as the best route is because we set the delay term to be more sensitive than the
cost.

Looking at Table 1, we can see that the proposed method finds the best routes
faster than the existing method. Under the proposed method, faster convergences
are achieved for all the routing requests, where the reinforcement values of some
the routing requests are considerably less than those of the existing method.
This is due to the adaptive behavior that is realized in the proposed method of
the global update using equations (21) and (22).

Next, an experiment is performed to see how the proposed method dynami-
cally adjusts the reinforcement value, by comparing the simulation results of one
with small delay constraint and the other with large delay constraint, thereby
identifying the advantages of the proposed method.

To simulate one with small delay constraint, the QoS information on edges
between node 5 and 6, and node 6 and 7 are changed to (1, 100, 0) and (2,
90, 1) respectively; and to simulate one with large delay constraint, the QoS
information on edges between node 0 and 1, 1 and 3, 2 and 3, 1 and 7, 5 and 6,
and 6 and 7 are changed to (2, 90, 93), (3, 80, 91), (2, 90, 91), (2, 90, 90), (1,
100, 1) and (2, 90, 1) respectively. Simulation results under the existing method
and the proposed method are shown in Table 2.
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Table 1. Average iterations to find the globally best route

Routing Existing method Proposed method Proposed method
Requests of [1] w/ TR=0.99 w/ TR=1

(s,d) Selected Avg. Selected Avg. Selected Avg.
Route Iter. Route Iter. Route Iter.

(0,5) 0 → 1/2 → 3 → 5 62.2 0 → 2 → 3 → 5 31.4 0 → 1/2 → 3 → 5 36.9

(1,5) 1 → 3 → 5 27.2 1 → 3 → 5 25.2 1 → 3 → 5 25.5

(1,6) 1 → 7 → 6 36.8 1 → 7 → 6 31.4 1 → 7 → 6 31.5

(2,6) 2 → 3 → 5 → 6 48.7 2 → 3 → 5 → 6 49.7 2 → 3 → 5 → 6 29.2

(2,7) 2 → 3 → 1 → 7 30.6 2 → 3 → 1 → 7 28.5 2 → 3 → 1 → 7 28.3

(5,7) 5 → 3 → 1 → 7 32.6 5 → 3 → 1 → 7 27.7 5 → 3 → 1 → 7 27.1

(4,7) N/A N/A 4 → 2 → 3 → 1 → 7 27.5 4 → 2 → 3 → 1 → 7 27.8

Table 2. Simulation result of routing request (1,5) under two different delay con-
straints

Existing method of [1] Proposed method
Selected Route Avg. Iter. Selected Route Avg. Iter.

Under Small Delay

Constraint (Dw = 8)
1 → 3 → 5 27.63 1 → 3 → 5 25.22

Under Large Delay

Constraint (Dw = 98)
1 → 3 → 5 27.47 1 → 3 → 5 34.53

Assuming the routing request of (1,5), the globally best route should be 1 →
3 → 5 since it satisfies the constraints and has the smallest delay measurement.
However, the route 1 → 7 → 6 → 5 also satisfies the constraints and has the
end-to-end delay of 4 and 94, just one unit of delay more than 1 → 3 → 5
in both cases. If we look at Table 2, the average iterations of two different
cases under the existing method are nearly identical to each other. However, the
average iterations of two different cases under the proposed method show some
discrepancy.

The reason for such discrepancy is due to how the reinforcement values are
calculated in the methods. Under the existing method, amount of impact a unit
of delay exerts on the reinforcement value, is constant regardless of delay size.
However, in the proposed method, such fact is realized, and that is why it takes
more iterations to converge when the delay size and the constraint are large.

One last experiment is done using network topology with edges between node
0 and 1, 1 and 3, 2 and 3, 1 and 7, 5 and 6, and 6 and 7 having QoS information
of (2,90,93), (3,80,91), (2,90,99), (2,90,90), (1,100,1) and (2,90,10) respectively.
Assuming the routing request (1,5), the simulation result is compared with that
of the previous experiment under large delay constraint.

If we compare the results in Table 2 with Table 3, the average iteration of [1]
is the same, while the average iteration of the proposed method is reduced. The
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Table 3. Simulation result of the last experiment

Route Under large delay constraint
Requests Existing method of [1] Proposed method

(s,d) Selected Route Avg. Iter. Selected Route Avg. Iter.

(1,5) 1 → 3 → 5 27.47 (27.47) 1 → 3 → 5 28.53 (34.53)

reason for such reduction in the number of iterations under the proposed method
is due to equation (22), which reflects more of an adaptive behavior. Since the
reinforcement value under the proposed method is relative to the delay size,
if there exists some routes that have reinforcement values almost as good as
the globally best route, then the pheromone amounts of the nearly good routes
reduce at a rate close to the previous experimental results.

5 Conclusions

This paper has presented with an adaptive method to reinforce route in QoS
routing algorithm based on Ant algorithm. Under the proposed method, the
reinforcement value is calculated using the fractional ratios between the mea-
surements and the constraints, which in turn provides with the reinforcement
value relative to the measurement’s size and the constraint’s range. And with
further changes in the global update equations, the proposed method realizes
more adaptive behaviors than the existing method, providing faster convergence
time.
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Abstract. Packet reordering is a well-known phenomenon that the or-
der of packets is inverted in the Internet. Previous studies indicates re-
ordering can affect the performance of both the network and the packets
receiver. Nevertheless, they get different results about the prevalence of
reordering in the Internet. In this paper, we firstly present a methodology
for single-point reordering measurement at a TCP receiver, including the
algorithm and its implementation. Then we show the results of our three-
week observation of reordering from a set of 10,647 Internet Web sites
in China. In addition, we discuss a method to distinguish reordering and
loss by making use of the distribution of their time lag and packet lag.
Finally, we study the pertinence of sites experiencing reordering accord-
ing to the network topology and propose a novel and relatively reliable
approach to infer reorder-generating spots in the Internet.

1 Introduction

Packet reordering in the Internet is a well-known phenomenon. It is deceptively
simple that packets can be reordered due to multi-path routing or parallelism at
the routers. However, packet reordering is practically challenging to study, since
it is a silent problem leaving little to no trace.

The IP layer in the Internet just provides a “best effort” datagram service.
Although TCP is a reliable higher-layer protocol, packet reordering can affect
it’s performance and the efficiency of packet receiver for several reasons:

– Causes Unnecessary Retransmission: When the TCP receiver gets
packets out of order, it sends duplicate ACKs to trigger fast retransmit al-
gorithm at the sender [12]. These ACKs (3 or more) makes the TCP sender
infer a packet has been lost and retransmit it. If the temporary sequence
number gap is caused by reordering, then the duplicate ACKs and the fast
retransmission are unnecessary and a waste of bandwidth.
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– Limits Transmission Speed: When fast retransmission is triggered by
duplicate ACKs, the TCP sender assumes it is an indication of network
congestion. It reduces its congestion window (cwnd) to limit the transmission
speed, which needs to grow larger from a “slow start” again. If reordering
happens frequently, the congestion window is at a small size and can hardly
grow larger. It results in a limited speed of packets transmission, and hence
a throughput degradation [14].

– Reduce Receiver’s Efficiency: Since the TCP receiver has to hand in
data to the upper layer in order, when reordering happens, the receiver
has to buffer all the out-of-order packets until getting all packets in order.
Meanwhile, the upper layer gets data in burst rather than smoothly, which
also reduces the system efficiency as a whole.

As the load of Internet grows, packet transmission equipments that do not
guarantee FIFO are more and more used. It is worthwhile to know the fre-
quency and magnitude of packet reordering in the Internet. Previous studies
get discrepant results of the prevalence of reordering [1, 2, 3]. The reason par-
tially lies in the methodological differences, and partially lies in the fast growth
of the Internet. What is more, previous work on reordering mainly focused on
the causes, dynamic characters and improving TCP performance in the face of
reordering beyond measurement. No work has been done about correlation be-
tween reordering and the network topology to our knowledge. In this paper, we
design a methodology which is not only suitable to common measurement of
reordering, but also convenient for studying the above correlation.

The remainder of the paper is organized as follows. In Sect. 2, we review the
related work. We propose our measurement methodology in Sect. 3, followed by
Sect. 4 that shows our measurement results. Our novel approach to infer reorder-
generating spots in the Internet is presented in Sect. 5. Finally, Sect. 6 concludes
the whole paper.

2 Related Work

Previous studies of packet reordering can be approximately divided into two cat-
egories: general measurement study, which includes measurement methodology
and experiment in the Internet; and specific topics on reordering, such as the
causes, measurement techniques and metrics, improvement of TCP performance
in the face of reordering, etc.

The first category of study is the fundamental of understanding packet re-
ordering. Paxson’s 1997 study [1] is based on a series of measurements taken
between 35 Internet sites by transferring 100Kbyte TCP bulks on 1994 and 1995
separately. Paxson reports during two measurement periods, 36% and 12% of ses-
sions experienced at least one reordering event respectively, and 2.0% and 0.26%
of packets were reordered. Bennett et al’s study work [3] in the year 1997-1998 at
MAE-East network use a different approach in which they measure reordering
by sending back-to-back ICMP-ping packets and evaluate the response. They
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report that over 90% of packets were reordered during their two measurements
of 140 Internet hosts. While Jaiswal et al’s 2002 measurement in Sprint IP back-
bone observe a relatively lower rate of reordered packets of approximately 5%
[2]. Instead of measuring end-to-end probe traces at the sender or receiver, they
measure reordering at a single point within the backbone.

In the second category of study, Bennett et al’s 1999 paper [3] attributes
most reordering to ”local parallelism”. Liu’s 2002 paper [5] does further dis-
cussion about the packet level parallelism. Bellardo and Savage describe a set
of measurement techniques that can estimate one-way end-to-end reordering
rates [4]. There are also some studies on modifications to TCP aiming better
tolerance of reordering [8, 9, 10, 11].

3 Methodology

As mentioned in Sect. 1, what we are interested in is not only the frequency
and magnitude of packet reordering in the Internet, but also the relationship
between reordering and network topology. We propose a novel single-point and
easy-implemented measurement methodology that can meet both the two aims
without requiring either the control of both ends of the connections (e.g., see [1])
or the privilege of accessing the backbone (e.g., see [2]).

3.1 Measurement Environment

Our measurement uses a host in the CERNET1 as the measurement point. We
choose 10,647 web sites in China2 as our data source, since the WWW (to be
more precise, the HTTP on port 80) is the most widely used service in the
Internet according to [13]. To the 10,647 web sites, we firstly did web page
crawling (using wget) and measured forward-path3 reordering twice a day from
May 3 - May 12, 2003. Then we divided these sites into two categories: Reorder
Sites (591 sites that experienced reordering at least once) and Ordinary Sites
(10,056 sites that experienced no reordering). From May 16 - June 5, 2003, we
did consecutive measurement comparison between the two categories. Every 3
hours, we measured reordering by crawling web pages from all the Reorder Sites.
At the same time, we randomly crawled Ordinary Sites of the same number.
When reordering was observed from an Ordinary Site, it was moved into the
Reorder Sites category before the next measurement began.

3.2 Measurement Environment

Generally, we say that a packet is out-of-sequence if its Seq (TCP sequence num-
ber) is less than that of a previous received packet in the same connection. An
1 China Education and Research Network
2 These web sites are routed inside China according to the IP blocks routed inside

China on March 2003 announced by CERNIC (http://www.nic.edu.cn).
3 Define it as the direction from the web sites to the measurement host. The opposite

direction is called the backward-path direction.
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Fig. 1. Process of the reorder-judging algorithm

out-of-sequence packet could be the result of retransmission, network duplication
or network reordering. These three causes are essentially different (see [2]). In
this paper, not like many of previous studies, we focus on the network reordering
which is mainly caused by parallelism within a router or a route change. Figure 1
shows the reorder-judging algorithm we proposed at the TCP receiver, which can
distinguish most of out-of-sequence packets for different causes. It is based on
Seq (TCP sequence number), IP ID and the time lag between packets [6]. Since
the IPID of TCP wraps to 0 when monotonically increases to 65535, it is possible
that the IPID of a retransmitted packet from a busy site is less than the previ-
ous lost one’s. However, the time lag of the retransmitted packet must be much
larger than a reordered packet because of the fast retransmission algorithm. So
we set a threshold of 300ms to the time lag to distinguish reordered packet and
retransmitted packet with IPID wrapped4.

4 Results

In this section, we show the results of our measurement and discuss the approach
to distinguish reordering and loss.

4.1 Measurement Data

In the three-week period (May 16 – June 5, 2003), we traced 208 thousand
connections with totally 3.3 million data packets. 3.197% of all the packets were
reordered. 5.79% of all 10,647 web sites (that is, 616 Reorder Sites) experienced

4 Our measurement data shows it is a rare instance and the time lags of this kind of
retransmit-ted packet are usually larger than 500ms. Figure 4 in Sect. 4.2 also shows
300ms is long enough for almost all the reordered packets to arrive.
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Fig. 2. Distribution of packet reordering from May 16 – June 5, 2003

Table 1. Reordering frequency of Reorder Sites

Reordering Freq. >90% 80%–90% 70%–80% 60%–70% 50%–60%

Number of Sites 66 50 31 22 38
Percentage(%) 10.71 8.12 5.03 3.57 6.17

Reordering Freq. 40%–50% 30%–40% 20%–30% 10%–20% 0%–10%

Number of Sites 39 55 65 72 178
Percentage(%) 6.33 8.93 10.55 11.69 28.90

reordering at least once. Figure 2 shows the distribution of packet reordering
over the entire duration of our measurement.

The discrepancy of reordering rate between the two site categories is huge and
relatively steady. Reordering rate of Reorder Sites is between 2.39%–4.27% with
a mean of 3.197%, while the reordering rate of Ordinary Sites is always below
0.14% with a mean of 0.017%. This discrepancy indicates that reordering is
strongly site-dependent and occurs mainly in some certain parts of the Internet.

Table 1 summarizes the reordering frequency of the 616 Reorder Sites. About
20% of the Reorder Sites are with a reordering frequency higher than 80%. These
sites contribute the bulk of reordering in our experiment.

Figure 3 shows the distribution of TTL (time-to-live) values of Reorder Sites
and Ordinary Sites. Since TTL values are usually set to a few well-known values
such as 64, 128 and 256, we can easily infer the distance from a web site to the
measurement host in terms of the number of router hops. We find Reorder Sites
(with average hops value 13.8) tend to be farther away from the measurement
host than the Ordinary Sites (with average hops value 12.9).
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(a) Reorder Sites, average hops: 13.8 (b) Ordinary Sites, average hops: 12.9

Fig. 3. Distribution of TTL

Fig. 4. Cumulative distribution of time lag of reordering and retransmission

4.2 Distinguishing Reordering and Loss

One of the main reasons that packet reordering affects the TCP performance is
that, TCP would mistake reordering for loss when meeting sequence hole at the
receiver. Since loss can not be confirmed until retransmitted packet arrived, we
studied the time lag and packet lag of both packet reordering and retransmis-
sion. What we found indicates that we can distinguish them by setting certain
threshold.

Figure 4 shows the cumulative distribution of time lag of both reordering
and retransmission. 90% of reordered packets arrive at the receiver with time
lag less than 5.1 ms, while only 3.5% of retransmitted packets arrive then. We
find 12.8 ms is a relative good threshold in our experiment: 95% of reordered
packets arrived but only 8.3% of retransmitted packets arrive.
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(a) Reordering (b) Retransmission

Fig. 5. Distribution of packet lag

Figure 5 shows the packet lag of reordering and retransmission. 86.5% of
reordered packets left behind only 1 packet and 95.3% of reordered packets left
behind within 2 packets. Packet lag of retransmission has a dispersed distribution
and a larger mean. About 78.8% of retransmitted packets left behind with a lag
of 3 or more packets.

From the discussion about packet lag, we can evaluate the impact of reorder-
ing on TCP performance. Since over 95% of reordered packets are with a packet
lag less than 3, there is only a little probability that reordering would trigger
the TCP fast retransmit algorithm, which is consistent with [7]. However, as to
some Internet paths suffering from serious reordering, knowledge of both time
lag threshold and packet lag threshold can help improve TCP performance by
distinguishing reordering and loss precisely.

5 Reordering and Network Topology

There are mainly two approaches to deal with packet reordering in the Internet.
The one is to improve the TCP on end-hosts, making TCP more robust to
reordering. The other is to improve the routers in the Internet which is the main
cause of reordering. In this section, we discuss the approach to infer reorder-
generating spots in the Internet.It is a prerequisite for the latter topic, on which
little research is published.

A packet often goes through many routers from the sender to the receiver.
When a packet arriving at the receiver reordered, we can not find out the reorder-
generating spot without further information. However, if a router is a reorder-
generating spot, all the packets transmitted by it may be reordered in theory.
In our measurement, all the forward-paths from remote web sites to the local
measurement host form a tree, in which the measurement host is the root, the
routers are the middle nodes and the remote web sites are the leaves. If a router
in the tree generates reordering, all its leaves may be affected. So we can infer
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Fig. 6. Inferring the reorder-generating spots in the routing tree (Condition 1)

reorder-generating spot by studying the pertinence of leaves found as Reorder
Sites. We use traceroute to gather the route information from the measurement
host to all the 10,647 web sites. Then we generate a backward-path route tree
in which the measurement host is also the root. Since the route architecture
of CERNET is mainly symmetric, forward-path tree and backward-path tree
within it could be approximately treated as the same. We introduce a metric Rr

(reorder ratio) to every router as the main parameter for the reorder-generating
spot judgment, which is defined by (1):

Rr =
R

T
(1)

where, R is the number of Reorder Sites that go through the router and T is the
total number of sites that go through it.

If a router has one of the below two characters, it is probably a reorder-
generating spot in the network:

– The router’s Rr is by far higher than its previous-hop’s and other routers’
of the same hop. Its next-hop routers also have got high and close Rr.

– All of the router’s previous-hop routers have got high Rr, and its next-hop
routers also get high Rr.

As Fig. 6 shows, the Rr of the 4th hop routers x.x.38.10 and x.x.38.70 are
obviously higher than the 3rd hop x.x.53.14́ıúFirstly, since none of the 233 sites
which goes through the 4th hop router x.x.38.74 experienced reordering, it is
impossible that the reordering-generating spot locates at the 3rd hop or its
previous ones. Moreover, the routers of 5th hop have got high and close Rr. So the
two IP of 4th hop are probably the same router with “local parallelism”. In fact,
x.x.38.10 and x.x.38.70 are the same equipment in CERNET Super Computer
Center with two gigabit paths connected to the 3rd router x.x.53.14. The several
5th hop routers are all star connected to a GSR (Gigabit Switch Router). So we
come to the conclusion that the reorder-generating spot in Fig. 6 locates between
the 3rd router x.x.53.14 and the 4th hop routers with IP x.x.38.10 and x.x.38.70.

As Fig. 7 shows, the 4 routers of 8th hop and the 6 routers of 10th hop
which connects to the two 9th hop routers have got high and close Rr

5. Since
5 The 10th hop router with IP: y.y.139.214 is an exception, which contains too little

data and could be neglected.
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Fig. 7. Inferring the reorder-generating spots in the routing tree (Condition 2)

the Rr(0.102)of 8th hop router 202.96.13.66 is much lower than the other
four Rr(with an mean of 0.435), routers previous to hop 7 can not be the reorder-
generating spot. On the other hand, all the 6 routers of 10th hop are connected
to the 9th routers with a single path. It is very unlikely that they all generate
reordering at the same time and result in the relationship of in Fig. 7. So it is
most probably that the two IP close to each other belongs to the same router
with “local parallelism”. And the 8th hop and 9th hop routers along with the
multi-paths between them are probably the reorder-generating spot in Fig. 7.
Although the routers in Fig. 7 are not in CERNET, the approach above has
general significance as long as we know the forward-path route tree. It might
not exactly locate where the reorder-generating spot is, but it does can help
us a lot to exclude reduce the scope. Further study may introduce multi-point
observation to gather more route information.

6 Conclusions

This paper provides an insight into both the attributes of packet reordering in
the Internet itself, and the relationship between reordering and network topol-
ogy. Firstly, a measurement methodology with a single-point reorder-judging
algorithm is proposed, which is suitable for the above two purposes. Then, mea-
surement results of 208 thousand connections with totally 3.3 million data pack-
ets are presented, in which about 3.2% of all the packets are observed reordered.
We find that reordering is not prevalent in the entire Internet but significantly
site-dependent. We also note that certain threshold can be found to effectively
help distinguish reordering and loss on some heavily reordering paths. Neverthe-
less, the distribution of packet lag of reordering and retransmission implies that
in most cases reordering will not trigger the fast retransmission algorithm, thus
will not affect the TCP performance seriously. Moreover, we propose a novel
and relatively reliable approach to infer reorder-generating spots in the Internet
by studying the pertinence of reordering sites and the routing tree. It is a first
step of our work to analyze the relationship between packet reordering and net-
work topology. Currently, deployment of multi-point reordering measurement
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with more precisely data crawling is considered to overcome the limitations of
single-point observation at the TCP receiver, such as the exact forward-path
route tree is unknown and the possible difficulty of inferring reorder-generating
should there be a reorder-generating spot very close to the root of the route tree.
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Abstract. This paper proposes and implements a policy-based QoS
management platform for DiffServ enabled IP networks, which speci-
fies QoS policies to guarantee QoS requirements. The proposed platform
integrates the function of policy-based management and QoS monitor-
ing by extending the original IETF policy-based management architec-
ture. High-level QoS policies are represented as valid XML documents
and are translated to EJB beans in the EJB-based policy server of the
platform. The policy distribution and the QoS monitoring are processed
using SNMP. This paper also describes the implementation of Linux-
based DiffServ routers with DiffServ MIB and analyzes the experimental
results using a video streaming system.

1 Introduction

The best-effort service model in current IP networks does not provide the QoS
requirements of QoS-sensitive services. To solve this problem, the IETF (In-
ternet Engineering Task Force) proposed two models of IntServ [1] and Diff-
Serv [2]. IntServ model is based on per-flow resource reservation and admission
control through RSVP (Resource Reservation Protocol). The main disadvantage
of IntServ is that the required information of flow states and the QoS treatments
in a core IP network raise severe scalability problems. DiffServ model, on the
other hand, supports aggregated traffic classes rather than individual flows and
provides different QoS to different classes of packets in IP networks. However, it
is possible to lead to serious QoS violations without a QoS management support.
From this reasoning, a QoS management system that can manage differentiated
QoS provisioning is required. There are several research projects for QoS guar-
antees using the policy-based management technology going on, but only few of
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them detail the design and implementation issues of a QoS management platform
with policy concepts.

Therefore, we propose and implement a policy-based QoS management plat-
form for DiffServ enabled IP networks, called SEMA-Q. The objective of the
policy-based QoS management is to manage the QoS of connections using high-
level policies that describe the behavior of the network in a way as independently
as possible of network devices and topology [3]. The amount of QoS management
task can be reduced by using policies because one policy can be used for many
policy targets that are various network nodes. The QoS management procedures
of the SEMA-Q consist of the functions of topology discovery, definition and
validation of high-level policy, conversion of high-level policy to low-level policy,
deployment of low-level policy, and QoS monitoring. In the SEMA-Q, high-level
QoS policies are represented in valid XML documents and are translated to EJB
beans in an EJB-based policy server of the SEMA-Q. A policy consists of a pol-
icy ID, a source or a source group, a destination or destination group, a router or
a router group, a application type, a time period, and a service level. The service
level is set to one of the values of premium, gold, silver, or bronze. The premium
service is provided using an Expedited Forward (EF) PHB, whereas the gold and
the silver service are provisioned to Assured Forwarding (AF) PHB groups of a
DiffServ network. The bronze service is offered using the best-effort service of
a network. We configure Linux-based DiffServ routers [4] and implement SNMP
agents with DiffServ MIB on the DiffServ routers. One note is that the standard
protocol for policy distribution of the IETF PBM architecture uses COPS (Com-
mon Open Policy Service) [5]. While most DiffServ routers support SNMP only,
few routers support COPS, therefore, current implementation of the SEMA-Q
uses SNMP to distribute QoS policies. However, because the SEMA-Q employs
component-based platform, COPS can be easily included in the platform.

This paper is structured as follows. Section 2 discusses the architecture and
components of the proposed SEMA-Q. Section 3 presents the implementation of
the Liuux DiffServ router and the SEMA-Q and the experimental results in the
video streaming system. Finally in section 4 we conclude the paper.

2 Design

2.1 SEMA-Q Architecture and Components

The architecture of SEMA-Q is shown in Fig. 1. The SEMA-Q conforms to the
Model-View-Controller (MVC) architecture. Therefore, it is highly manageable
and scalable, and provides the overall strategy for the clear distribution of objects
involved in managing service. There are two main components in the architec-
ture: a Web server and an EJB-based policy server. A Web server is responsible
for the presentation logic of the SEMA-Q. An EJB-based policy server is respon-
sible for the business logic of the SEMA-Q. The SEMA-Q provides a Web-based
interface for a network administrator to create and revise high-level QoS policies
to be enforced on the DiffServ network. The SEMA-Q uses Java Servlets, JSP
template/pages, and XML technologies to provide for the administrator’s view.
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Fig. 1. The architecture of SEMA-Q

As illustrated in Fig. 1, there are several functional components in the EJB-
based policy server. The SEMA-Q uses the following components to discover
network topology and each router type.

– The topology node (TN) bean is an entity bean containing the information
of a network topology and each router type. The information is retrieved
using SNMP MIB-II.

– The topology database (TD) stores the topology information and each router
type retrieved from a DiffServ network through SNMP.

– The topology manager (TM) bean is a session bean responsible for discov-
ering the topology information and each router type and storing them into
the TD and setting up the TN beans according to the retrieved information.

The SEMA-Q uses the following components to translate XML documents,
high-level QoS policies, into EJB beans, low-level QoS policies, and deploy them
to the DiffServ network.

– The packet classification policy (PCP) bean is a part of low-level QoS policy
entity beans that classifies packet flows and assign class identifiers to them.
The PCP beans are deployed to edge routers and control the inbound traffics.

– The traffic conditioning policy (TCP) bean is a part of low-level QoS policy
entity beans that meters the classified packets to check whether they conform
to a traffic profile and performs marking, dropping, and/or shaping packets
according to the metering results. The TCP beans are deployed to edge
routers and control the outbound traffics.
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– The queuing and scheduling policy (QSP) bean is a part of low-level QoS
policy entity beans. It performs queuing, scheduling, and/or dropping pack-
ets. The QSP beans are deployed to core routers to control the outbound
traffics.

– The QoS policy directory is a directory storing the a part of low-level QoS
policy entity beans.

– The policy manager (PM) bean is a session bean that is responsible for
translating high-level QoS policies into low-level QoS policy beans and set-
ting the values of DiffServ MIBs of the routers. The PM is also responsible
for deploying the low-level QoS policies to relevant routers in the DiffServ
network.

– The QoS monitor (QM) bean is a session bean that is responsible for mon-
itoring the QoS resulted from a policy deployment by retrieving the values
of DiffServ MIBs and comparing them to the attribute values of the three
low-level QoS policy beans.

Also the EJB-based policy server uses Java Database Connectivity (JDBC),
Java Naming and Directory Interface (JNDI) / Lightweight Directory Access
Protocol (LDAP), and SNMP connector to support QoS management actions.

2.2 QoS Management Process

To process a policy-based QoS management efficiently and correctly, the follow-
ing procedures are required: topology discovery, policy definition and validation,
policy translation, policy deployment, and QoS monitoring. The QoS manage-
ment process of SEMA-Q is shown in Fig. 2.

1. Topology discovery: In order to describe the QoS of a DiffServ network,
the SEMA-Q should have the knowledge of the routing topology and each
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router’s role. The TM session bean accomplishes the discovery of the rout-
ing topology and router type discovery by using two SNMP MIB-II tables,
ipAddrTable and ipRouteTable. The ipAddrTable contains IP addresses of
all network interfaces in a router and the ipRouteTable contains an IP rout-
ing table that has a next hop host and a network interface for a set of
destination IP addresses. The topology and router information discovered
from the network are stored in the TD, and are represented as TN entity
beans.

2. Policy definition and validation: The SEMA-Q defines HQPs as valid XML
documents and validates the XML documents. A Java Servlet on the Web
server receives QoS policy data from a Web browser and creates valid XML
documents and then validates them. Once the HQPs are validated, a Java
Servlet requests a PM session bean to create the instances of LQP entity
beans, PCP bean, TCP bean, and QSP bean.

3. Policy translation: The translation of a QoS policy from HQPs to LQPs
is done by the PM session bean on the EJB-based policy server. The PM
session bean translates HQPs to LQPs by properly setting the attributes
of the three LQP entity beans. The attributes of the LQP entity beans are
mapped into the device configuration parameters to configure the DiffServ
routers for provisioning QoS requirements.

4. Policy deployment: The deployment of LQPs is done by the three LQP entity
beans. These three LQP entity beans perform SNMP operations for deploy-
ing each LQP. The PCP bean and the TCP bean are deployed to edge routers
to control the functions of the edge routers, whereas the QSP bean is de-
ployed to core routers to control the functions of the core routers. The PCP
bean classifies packet flows and the TCP bean performs the traffic condi-
tioning such as metering, marking, dropping, and/or shaping packets. The
QSP bean performs queuing, scheduling, and/or dropping packets. A set of
these actions is accomplished by using the DiffServ MIB. The DiffServ MIB
describes a configuration and management aspect of DiffServ routers.

5. QoS monitoring: A deployed QoS policy might not behave as defined in the
policy. The QoS monitoring in the SEMA-Q uses the same DiffServ MIB as
in the policy deployment. The QM session bean accesses the policy definition
in the three LQP beans and compares the observed behavior of a network
to the one defined in the policy. If any QoS degradation is observed, the QM
session bean notifies an administrator by alerting messages and updates the
performance database.

3 Implementation

3.1 Linux-Based DiffServ Routers

Linux-based routers [4] are used for our DiffServ network testbed. Supporting
differentiated services are already incorporated in the mainstream Linux kernel
source code version 2.4 and later. architecture of a Linux DiffServ router. An
SNMP agent with a MIB-II and a DiffServ MIB receives management operations
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1. createPolicy(source,destination,router,application,time,serviceLevel)

1.3 createPolicybean(xmlFile)

:Administrator

<<servlet>>

:CreatePolicyAction

<<SessionHome>>

:PolicyFacadeHome

<<SessionRemote>>

:PolicyFacade

<<EntityHome>>

:PCPolicyHome

<<EntityRemote>>

:PCPolicy

<<EntityHome>>

:TCPolicyHome

<<EntityRemote>>

:TCPolicy

<<SNMPAgent>>

:DiffServAgent

<<EntityHome>>

:QSPolicyHome

<<EntityRemote>>

:QSPolicy

<<SessionRemote>>

:QoSFacade3. monitorQoS()

3.2 monitorQoS()

2. deployPolicy(id)

:XMLCreator :XMLValidator

1.1 addChild(source,destination,router,application,time,serviceLevel)

1.2 isValidate(xmlFile)

1.4 setPolicy()

1.4.1 findPolicy(id)

1.4.2 setClassifier(cid)

1.4.3 findPolicy(id)

1.4.5 findPolicy(id)

1.4.6 setQueuingScheduling(sch_algo,queue_sys,priority,shaphing_rate)

1.4.4 setMeterAction(informRate,dscp,action)

2.1 deployPolicy(id)

2.1.1 deployPCP(id)

2.1.1.1 snmpSet(diffServClfrTable,diffServClfrElement,…)

2.2.1 deployTCP(id)

2.3.1 deployQSP(id)

2.2.1.1 snmpSet(diffServMeterTable,diffServTBParamTable,…)

2.3.1.1 snmpSet(diffServQTable,diffServSchedulerTable,…)

<<servlet>>

:MonitorQoSAction <<SessionHome>>

:QoSFacadeHome

3.1 findAll()

3.2.1 monitorPCP(id)

3.2.1.1 snmpGet(diffServClfrTable,diffServClfrElement,…)

3.2.2 monitorTCP(id)

3.2.3 monitorQSP(id)

3.2.2.1 snmpGet(diffServMeterTable,diffServTBParamTable,…)

3.2.3.1 snmpGet(diffServQTable,diffServSchedulerTable,…)

<<servlet>>

:DeployPolicyAction

Fig. 3. Sequence diagram for QoS management

from the EJB-based policy server and performs appropriate parameter changes
in the Linux traffic control (TC) kernel. Communication between the SNMP
agent and the Linux TC kernel is achieved through Netlink socket [6]. An SNMP
agent containing a MIB-II and a DiffServ MIB has been implemented by using
the UCD-SNMP package 4.2.2 [7] that provides an agent extension capability.

3.2 SEMA-Q Platform

The SEMA-Q is implemented on a Windows 2000 server system. It consists of
a Web server and an EJB-based policy server. We use Apache Tomcat 4.0.1 [8]
for the Servlet and JSP container.

An EJB-based policy server within the business-tier runs an EJB server to
manage EJB components. We use JBoss 2.4.10 [9] for an EJB-based policy server
and use EJB 1.1 to implement EJB beans. AdventNet SNMP APIs [10] written
in Java are used for handling SNMP operations. The Oracle 8i Enterprise Edition
8.1.6 [11] is used for storing the performance and topology information derived
from MIB tables. In the MVC architecture, the view is implemented using the
JSP template mechanism and the Composite View pattern. The controller is
implemented using the Front Controller pattern (a Action Servlet) and the Ses-
sion Façade pattern (EJB Session Beans). The model is implemented using EJB
Entity Beans and Service Locator pattern.



366 Si-Ho Cha et al.

Fig. 4. Snapshot of the SEMA-Q

Fig. 3 shows a UML sequence diagram to implement the main QoS manage-
ment of the SEMA-Q. In the frist part of the sequence diagram, CreatePolicy-
Action asks XMLCreator class and XMLValidator class to create and validate
a high-level policy, respectively. CreatePolicyAction calls addChild method of
XMLCreator class and then calls isValidate method of XMLValidator class.
And then CreatePolicyAction asks PolicyFacadeHome home interface and
PolicyFacade session bean for creating the low-level policy beans and set-
ting the attributes of the low-level policy beans. PolicyFacade session bean
calls setClassifier, setMetterAction, and setQueuingScheduling methods
on the appropriate low-level policy beans to set the attributes of the low-level pol-
icy beans. In the second part, DeployPolicyAction asks PolicyFacade session
bean to deploy the policies. PolicyFacade session bean then calls deployPCP,
deployTCP, and deployQSP method of the corresponding low-level policy beans,
respectively. Each low-level policy bean calls snmpSet method to deploy the
policy. In the last part, MonitorQoSAction asks QoSFacade session bean to
monitor QoS. QoSFacade session bean then calls monitorPCP, monitorTCP, and
monitorQSP methods. Each low-level policy bean also calls snmpGet method on
the DiffServ MIB to retrieve the QoS data. XMLCreator class and XMLValidator
class are utility classes to create and validate XML policy documents using
Apache’s Xerces Java DOM-based parser. Fig. 4 shows the input forms for the
high-level policy information of the SEMA-Q.
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Linux-based DiffServ Network
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Fig. 5. Experiment Environment

3.3 Experiments

To show the effectiveness of the SEMA-Q, we apply a video streaming server
based on Windows Media Streaming Services [12] to our DiffServ network. We
configure a testbed shown in Fig. 5.

A VOD server and a policy server are attached to D1 and D3 in the network,
respectively. The systems in the testbed are running on the following hardware
configurations. The core routers are running on Pentium IV 1.8 GHz with 512
MB main memory, the edge routers on Pentium IV 1.5 GHz with 512 MB main
memory, a VOD server on Pentium IV 2.0 GHz with 512 MB main memory, and
the other systems on Pentium III 1.0 GHz with 256 MB main memory. All the
links in Fig. 5 are connected via FastEthernet NICs.

In the configuration, there are three connections running - two for multimedia
connections and the other one for cross traffic. Two connections for multimedia
traffics are the connection between S1 and D1, and the one between S2 and
D1. Those connections share a link between E0 and E2. To differentiate the
services between them, the connection between S1 and D1 is applied by Premium
service, while the other multimedia connection between S2 and D1 is applied by
Bronze service. To make the sharing link congested, MGEN toolset [13] is used
to generate cross traffics on that link, and CBR traffics are used to achieve that
goal. Cross traffics are generated at E0 and sinked at E2 router. By doing this,
the service levels and the resulted QoS can be explicitly demonstrated.

Fig. 6 shows the results of the experiment. The two figures of Fig. 6(a) and
6(c) are the screenshots of the client windows of each connection, and the two
figures of 6(b) and 6(d) are the those of the statistics windows of each connection.
Fig. 6(a) and 6(b) are the snapshots of the connection with Premium Service
between S1 and D1. Fig. 6(c) and 6(d) are those of the connection with Bronze
Service between S2 and D1. As shown in Fig. 6, the difference in the video quality
of each connection is explicit. The client S1 with Premium service receives a video
stream with bitrate 530.3 kbps and video quality 24.8 fps, while the client S2
with Bronze service receives a video stream with bitrate 245.6 kbps and video
quality 14.9 fps.
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(a) (b)

(c) (d)

Fig. 6. Snapshots of C1 and C2

From the experiment, we can verify that the SEMA-Q provides differenti-
ated QoS levels to the contending connections using the management platform.
Obviously, this work can be extended to a network with more complicated con-
nections.

4 Conclusion

In this paper, we proposed and implemented a policy-based QoS management
platform for DiffServ enabled IP networks, called SEMA-Q. The SEMA-Q inte-
grated the functions of policy management and QoS monitoring by extending the
original IETF PBM architecture to the policy-based QoS management. We also
presented the policy-based QoS provisioning, the QoS management mechanism,
and the QoS management procedures of the SEMA-Q.

To show the effectiveness of our SEMA-Q platform, we experimented with
video streaming services in our Linux-based DiffServ testbed. In the experi-
ment, we demonstrated that our SEMA-Q is able to manage differentiated QoS
provisioning in a DiffServ network. We expect our SEMA-Q to be successfully
integrated in the service management systems used by the service providers in
order to meet various dynamic QoS requirements from their customers.
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Abstract. It is important to understand delay bounds of an individual
flow in the Internet in order to provide real-time applications such as
Voice over IP (VoIP). In this paper, we study the deterministic bounds
on edge-to-edge delay of a flow in a Differentiated Service (DiffServ) net-
work domain with FIFO aggregation and class-based Guaranteed-Rate
(GR) scheduler which provides guaranteed performance with rate reser-
vation for a traffic class. We derive edge-to-edge delay bounds of a flow
as a function of service rate allocated for a traffic class and leaky-bucket
parameters adopted for flows at the network ingress, and information
about joining and leaving flows. The resulting bounds are less than pre-
viously derived delay bounds, especially in the case where the burstiness
of aggregated traffic is high and the edge-to-edge path is long.

1 Introduction

In the current Internet, only best-effort service is provided. However, with Qual-
ity of Service (QoS) requirements raised by a wide range of real-time multimedia
applications, best-effort service is no longer sufficient. In addition, with commer-
cialization of the Internet, network service providers are motivated to provide
communication services to customers with QoS guarantees, such as end-to-end
delay and throughput guarantees. Specially, since real-time applications require
very stringent delay guarantees, network delay is an important parameter for
these real-time applications.

To provide QoS guarantees on the Internet, the Internet Engineering Task
Force (IETF) has considered a number of architecture extensions to the current
Internet. Because of its potential scalability in support of QoS guarantees in
the Internet, the DiffServ architecture with aggregate packet scheduling [1] has
recently attracted much attention in the networking community and is widely ac-
cepted as a feasible solution for providing Internet QoS. However, since flows are
treated aggregately and resources are allocated for a Per-Hop-Behavior (PHB),
supporting per-flow QoS guarantees in a DiffServ network domain requires ad-
ditional mechanisms such as edge-to-edge signaling or admission control.

Recently, to achieve per-flow bandwidth guarantees without per-flow signal-
ing of core routers in the DiffServ architecture, [2] uses aggregate reservation

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 370–379, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



Deterministic Edge-to-Edge Delay Bounds 371

along the path from ingress router to egress router to reduce the signaling de-
mands placed on core routers. However, since required bandwidth is ensured by
explicit aggregate bandwidth reservation, there remains a problem concerning
whether it is possible to provide edge-to-edge delay guarantees for a single flow,
in the case where only aggregate scheduling is implemented in the core.

Several studies [3, 4, 5, 6, 7] have been conducted to investigate edge-to-
edge delay bounds in the DiffServ network domain with FIFO aggregation. The
studies in [3, 4, 5] have shown that delay bounds in a network with FIFO aggre-
gation depend on the utilization level and the number of hops and that overall
network utilization level must be limited to a small fraction of its link capacities
to guarantee an edge-to-edge delay. However, the edge-to-edge delay bounds of
these studies are very conservative and rough, since they do not consider real
aggregation information. Other research [6, 7] demonstrates that providing good
delay bounds may depend on complex global conditions. But this approach [6, 7]
requires complex traffic conditioning at the network entry according to the vari-
ation in the number of flows joining on any output link along the path.

In this paper, we develop a service-curve [8] based methodology that can
be applied to arbitrary topology networks with arrival traffic constraint and
routing information. This enables us to obtain edge-to-edge delay bounds which
are tighter than any result of other studies [3, 4]. We believe the information
about joining and leaving flows and the impact of aggregating flows on the delay
of the target flow must be counted for the tighter edge-to-edge delay bounds.
These tight edge-to-edge delay bounds are useful to employ admission control
for guaranteed service traffic.

The remainder of this paper is organized as follows. In the next section,
we review the definitions of deterministic network calculus and represent nota-
tions, assumption and network model used in the paper. In Section 3, we derive
deterministic edge-to-edge delay bounds in two specific cases and in a general
case. In Section 4, a network topology and scenarios for analytical comparison
is introduced and analytical results for edge-to-edge delay bounds are presented.
Finally, in Section 5, the findings of the paper are summarized.

2 Network Calculus, Notations and Network Model

Network calculus [8] is a framework for analysis and maintenance of deterministic
QoS guarantees in packet switched networks. Denote by Ai(τ, t) the amount of
flow i arriving during the interval [τ, t] and by Si(τ, t) the amount of service
received by flow i during the same interval. For ease of exposition, we simply
use Ai(t) to denote Ai(0, t) and Si(t) to denote Si(0, t).

Given a wide-sense increasing function α defined for t≥0, we say that a flow i
is constrained by α if and only if Ai(t) − Ai(s) ≤ α(t − s) for all s ≤ t. Then
the flow i is said to have α as an arrival curve or is said to be α-smooth [8]. For
example, a flow i is said to be (ρi, σi)-constrained or leaky-bucket constrained
where ρi is the sustainable rate and σi is the burst parameter of a flow i, if it
satisfies Ai(τ, τ + δ) ≤ ρiδ + σi for all τ ≥ 0 and δ ≥ 0.
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Table 1. Notations used in the paper

Notation Meaning

Pi the set of nodes on the edge-to-edge path of flow i
Fk

i the set of flows aggregated with flow i at node k
Pi,j the sub-path, shared by both flow i and flow j, of path Pi

Mi,j the first node of sub-path Pi,j

Ak(t) the amount of aggregated traffic arriving to the output link of node k

Sk(t) the amount of aggregated traffic serviced on the output link of node k
Ak

i (t) the amount of flow i traffic arriving to the output link of node k

Sk
i (t) the amount of flow i traffic serviced on the output link of node k

Rk the allocated bandwidth on the output link for traffic class at node k

T k the latency caused by scheduler at node k
θk the latency experienced by target flow at node k

Bi(Pi,j) the effective service bandwidth of flow i on the sub-path Pi,j

Bk
i (Pi,j) the effective service bandwidth of flow i at node k on the sub-path Pi,j

We have thus far described the bounds on the input flow to a system. We
next consider placing lower bounds on the service that the system provides to
its input flow. We say that system R offers to its input flow i a minimum service
curve β if and only if for all t > 0, there exist some s ≥ 0, with s ≤ t, such
that Si(t) − Ai(s) ≥ β(t − s) [8]. In addition, the scheduler is a Latency-Rate
(LR) server [9] for a flow i with rate R and latency T if and only if at every
instant t in the busy period, it guarantees that Si(τ, t) ≥ R ·(t−τ−T )+ where T
is the minimum non-negative number (the latency of the server) satisfying the
above inequality and (x)+ := max{0, x}. Based on these definitions, we derive
the edge-to-edge delay bounds of a flow in a DiffServ network domain in the
subsequent sections using the notations given in Table 1.

We assume that two flows share only on sub-path segment. Note that we
consider one traffic class since most traffic classes are separable.

We define the effective service bandwidth of an aggregated flow to ana-
lyze the impact of the aggregation on the delay of target flow. The effective
service bandwidth is considered as the service rate transmitting the flow ag-
gregated with target flow along the sub-path. The effective service bandwidth
of a flow i at the node k on the sub-path Pi,j , Bk

i (Pi,j) is defined as Rk −
(
∑

s∈{Fk
j
−Fk−1

j
} ρs)·I{k �=Mi,j}, where I{E} denotes the indicator function for the

event E. The effective service bandwidth of a flow i on the sub-path Pi,j , Bi(Pi,j)
is defined as mink∈Pi,j B

k
i (Pi,j).

We consider a single DiffServ network domain with DiffServ routers, which
are output buffered and implement aggregate class-based LR scheduling, such as
Packet-level Generalized Processor Sharing (PGPS) or Weighted Fair Queueing
(WFQ). In addition, we assume that every flow is constrained by a leaky-bucket
when it arrives to the ingress router and is transmitted along single path from
an ingress router to an egress router. We denote this single path as edge-to-edge
path. Because of the aggregation nature of DiffServ network, other flows may
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Fig. 1. A per-domain LR server for a flow with flow aggregation

join and leave the edge-to-edge path, which target flow i traverses, as depicted
in the upper side of Fig 1.

According to [8, 9, 10, 11], given the arrival curve of an input flow and two
parameters of LR server, the worst-case delay bounds experienced by the input
flow at the server can be obtained. Hence, We define the virtual domain router
which is modelled as a per-domain LR server, representing edge-to-edge service
curve, depicted in the lower side of Fig 1. In this paper, we derive a worst-
case edge-to-edge delay bounds of target flow i along edge-to-edge path using an
edge-to-edge service curve of the per-domain LR server. The service curve of per-
domain LR server, represented by edge-to-edge service rate Ri with latency Ti,
reflects the impact of burstiness and arrival rate of flows aggregated with flow i
along the path Pi.

3 Deterministic Edge-to-Edge Delay in DiffServ Network

In this section, we present the existing result regarding minimum service curve in
a general case and obtain a service curve, delay bounds and increased burstiness
for a flow in a node where several leaky-bucket constrained flows aggregate.
Then, we derive edge-to-edge delay bounds in two specific cases and in a general
case.

Theorem 1 (Minimum Service Curves [8]). Consider a lossless node serv-
ing two flows, 1 and 2, aggregated in the FIFO order. Assume that the node
guarantees a minimum service curve β to the aggregate of two flows and the ar-
rival curve of flow 2 is α2-smooth. Then, for any θ≥ 0, the flow 1 is guaranteed
the minimum service curve β1, where

β1(t) = [β(t) − α2(t − θ)]+·I{t>θ}

Consider a LR server with rate R and latency T serving two flows aggregated
in the FIFO manner and each flow i is (ρi, σi)-constrained, i = 1, 2. Then, the
minimum service curve of flow 1, β1 is (R − ρ2)(t − T − σ2

R ) and the delay
experienced by each packet of flow 1, D1 is upper bounded by T + σ2

R + σ1

R−ρ2
[8].
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Fig. 2. An example of aggregation in the concatenation of LR Servers

Lemma 1 (Service Curve and Delay Bound in FIFO Aggregation).
Consider a LR server with rate R and latency T serving m flows aggregated
in the FIFO manner and each flow i is (ρi, σi)-constrained. If

∑m
i=1 ρi < R,

then a minimum service curve of a target flow k is equal to the LR function
with rate R −∑m

i=1 ρi·I{i�=k} and latency T +
∑m

i=1
σi·I{i�=k}

R . The worst-case
increased burstiness of flow k at the output caused by other flows, σ∗

k is σk +
ρk(T +

∑m
i=1

σi·I{i�=k}
R ). And the delay experienced by each packet of flow k in

the node, Dk is upper bounded by σk

R−
∑m

i=1
ρi·I{i�=k}

+ T +
∑m

i=1
σi·I{i�=k}

R .

We omit the proof of Lemma 1 on account of space considerations.

Theorem 2 (Composition Theorem [8]). Assume a flow traverses nodes N1

and N2 in sequence. Assume that Ni offers a service curve of βi, i = 1, 2, to the
flow. Then the concatenation of the two nodes offers a service curve of β1 ⊗ β2

to the flow.

From Theorem 2, we can represent the concatenation of LR servers into one
LR server, whose service rate is equal to the lowest among the allocated rates
of the servers on the concatenation, and whose latency is equal to the sum of
latencies of the LR servers it replaces. At this point, we derive the edge-to-edge
service curve in two cases depicted in Fig. 2 and in a general case.

Proposition 1 (Edge-to-Edge Service Curve with Single Aggregation
Point). Consider N lossless nodes serving three flows, 1,2, and 3 aggregated in
the FIFO order, as depicted in a) of Fig. 2. Assume that each node k guarantees
minimum LR service curve βRk,T k to the aggregate of three flows which are
(ρi, σi)-constrained, i = 1, 2, 3. Then the edge-to-edge minimum service curve
for flow 1 along the path is given by:

β1(t) = mink=1,2,..,N(Rk − ρ2 − ρ3)
(

t −
N∑

j=1

T j − σ2 + σ3

min(R1, R2, .., RN )

)+

Proposition 2 (Edge-to-Edge Service Curve with Multiple Aggrega-
tion Point). Consider nodes serving four flows, 1,2,3 and 4 aggregated in
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the FIFO order, as depicted in b) of Fig. 2. Assume that each node k guaran-
tees a minimum LR service curve βRk,T k and each flow is (ρi, σi)-constrained,
i=1,2,3 and 4. Then the edge-to-edge minimum service curve for flow 1 along
the path, β1(t) is equal to LR function with rate min(R1 − ρ2, R

2 − ρ2 −
ρ3, R

3 − ρ2 − ρ3 − ρ4, R
4 − ρ2 − ρ3 − ρ4) and latency

∑4
k=1 T k + σ4

min(R3,R4) +
σ3

min(R2,R3−ρ4,R4−ρ4)
+ σ2

min(R1,R2−ρ3,R3−ρ3−ρ4,R4−ρ3−ρ4) .

We omit the proofs of Proposition 1 and 2 on account of space considerations.

Proposition 3 (Edge-to-Edge Service Curve for a Flow in a Path).
Consider a flow i that traverses the edge-to-edge path Pi consisting of a sequence
of Nnodes, that service flows aggregated in FIFO order. Assume that the flow f
is (ρf , σf )-constrained and each node k guarantees to the aggregate a LR service
curve βRk,T k . If

∑
f ρk

f < Rk at the output link on every node k along the path Pi,
then the edge-to-edge minimum service curve of target flow i is given by:

βi(t) = mink∈Pi

(
Rk −

∑
f∈Fk

i

ρf

){
t−

∑
k∈Pi

(
T k +

∑
f∈Fk

i

σf ·I{k=Mi,f }
Bf (Pi,f )

)}+

.

Proof. Let set any t and define t = tN ( ≥ tN−1). Define tk for k < N recursively
as follows: Given tk there exist tk−1 ≤ tk such that Sk−1

i (tk−1) = Ak
i (tk−1)

and Sk(tk) −Ak(tk−1) ≥ βk(tk − tk−1) since node k guarantees a service curve
of βk(·). Hence, for flow i at node k,

Sk
i (tk) −Ak

i (tk−1) ≥ βk(tk − tk−1)−
∑

f∈Fk
i

(Sk
f (tk)−Ak

f (tk−1)) (1)

Consider node k − 1 (k − 1-th node) and node k (k-th node) are successive
nodes along the path Pi and there is no propagation delay on the link. Next,
the amount of departure traffic of flow i from node k − 1 is equal to the arrival
traffic amount of flow i at node k at any time t. That is, Ak

i (tk−1) is equal
to Sk−1

i (tk−1) for k = 2, ..., N . Consequently, we obtain the relation between the
arrival traffic amount of flow i on the ingress node on the path Pi at time t0 and
the departure traffic amount of flow i on the egress node at time tN as follows.

SN
i (tN ) −A1

i (t0) ≥
∑
k∈Pi

βk(tk − tk−1) −
∑
k∈Pi

∑
f∈Fk

i

(
Sk

f (tk) −Ak
f (tk−1)

)
(2)

The traffic amount of aggregated flow f serviced during [tk−1, tk] at
node k, Sk

f (tk) − Ak
f (tk−1) is bounded the amount of arrival traffic during

[tk − tk−1 − θk] with arbitrary node parameter θk > 0. Hence, the equa-
tion Sk

f (tk) − Ak
f (tk−1) can be replaced by the arrival curve αf (tk − tk−1 − θk)

and rewrite Eq. 2 as follows.

SN
i (tN )−A1

i (t0) ≥
∑
k∈Pi

βk(tk − tk−1) −
∑
k∈Pi

∑
f∈Fk

i

αf (tk − tk−1 − θk) (3)
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The traffic amount of (ρi, σi)-constrained flow i serviced along the path Pi, a con-
catenation of LR servers with FIFO aggregation offering service curve βRn,T n ,
is defined as follows.

SN
i (tN )−A1

i (t0) ≥
∑
k∈Pi

Rk(tk−tk−1−T k)+−
∑
k∈Pi

∑
f∈Fk

i

{ρf (tk−tk−1−θk)+σf}

According to Proposition 1 and Lemma 1, the term θk consists of the
latency of node k’s LR server and the duration during which all the burst
traffics of aggregated flows are transmitted. If there is no aggregation on the
node k, then θk is only defined by the the latency of LR server. As shown
in Proposition 1, the burstiness of aggregated flows affects on the delay of
target flow i only once at the node where the flows aggregate with. Hence,
the θk is defined as T k +

∑
f∈Fk

i
(

σf ·I{k=Mi,f }
Bf (Pi,f ) ) . So, we can substitute θk

with T k +
∑

f∈Fk
i
(

σf ·I{k=Mi,f }
Bf (Pi,f ) ). In addition, the equation

∑
k∈Pi

∑
f∈Fk

i
σf de-

notes the arrival traffic amount caused by the burstiness of flows aggregated with
the flow i on the nodes along the path Pi. Since the burstinesss of flows con-
tributes to the arrival traffic amount only once, we can replace

∑
k∈Pi

∑
f∈Fk

i
σf

with
∑

k∈Pi

∑
f∈Fk

i
σf ·I{k=Mi,f }. Consequently, we can rewrite the above equa-

tion as follows.

SN
i (tN ) −A1

i (t0) ≥
∑
k∈Pi

(
Rk −

∑
f∈Fk

i

ρf

)(
tk − tk−1 − T k

)+
−
∑
k∈Pi

{ ∑
f∈Fk

i

σf ·I{k=Mi,f } −
∑

f∈Fk
i

ρf

∑
f ′∈Fk

i

(σf ′ ·I{k=M
i,f

′ }

B
′
f (Pi,f ′ )

)}
(4)

The effective service bandwidth of an aggregating flow f along the sub-path Pi,f

is the min-plus convolution of the service bandwidth of flow f at each node k
on the sub-path Pi,f . The relation Rk ≥mink∈Pi,f

Bk
f (Pi,f ) for every node k on

the sub-path Pi,f leads to following equation.

SN
i (tN ) −A1

i (t0)≥∑
k∈Pi

(
Rk −

∑
f∈Fk

i

ρf

){
tk − tk−1 − T k −

∑
f∈Fk

i

(
σf ·I{k=Mi,f }

Bf (Pi,f )

)}+

(5)

Since the service rate for target flow i at node k is Rk−∑f∈Fk
i

ρk, the service
rate along the path Pi for target flow i is mink∈Pi(Rk −∑f∈Fk

i
ρf ). And, the

equation SN
i (tN )−A1

i (t0) is lower bounded by the traffic amount serviced during
[t0, tN ]. Hence, we can refer the right-hand side of Eq. 5 as the minimum traffic
amount serviced during [t0, tN ] with the edge-to-edge service curve along the
path Pi for flow i, βi(t). Hence, we can replace SN

i (tN ) − A1
i (t0) of Eq. 5 with

βi(tN − t0).
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Finally, the edge-to-edge minimum service curve of the (ρi, σi)-constrained
flow i along the path Pi consisting of LR servers is

βi(t) = mink∈Pi

(
Rk −

∑
f∈Fk

i

ρf

){
t −

∑
k∈Pi

(
T k +

∑
f∈Fk

i

σf ·I{k=Mi,f }
Bf (Pi,f )

)}+

(6)

��
Given the arrival curve α(·) and service curve β(·) of a flow, the upper bound

of delay of the flow is defined as supt≥0 inf{τ≥0 : α(t)≤β(t + τ)} [8]. Hence,
we can obtain upper bounds of edge-to-edge delay of (ρi, σi)-constrained flow i
along the edge-to-edge path Pi based on the edge-to-edge service curve obtained
in Proposition 3. Since the edge-to-edge service curve is a LR function of Eq. 2
and the flow i is leaky-bucket constrained, the upper edge-to-edge delay bounds
of flow i are

σi

mink∈Pi

(
Rk −∑f∈Fk

i
ρf

) +
∑
k∈Pi

(
T k +

∑
f∈Fk

i

σf ·I{k=Mi,f }
Bf (Pi,f )

)
(7)

4 Analytical Results and Observations

This section presents analytical results for the network topology, shown in Fig. 3,
adopted in the investigation of edge-to-edge delay bounds. Here, the adopted
network has a linear multi-hop topology widely used in previous works, such as
in [12, 13].

In Fig. 3, flow fc is a target flow and the other flows are cross flows of
the target flow. The nodes C(0),C(1),..,C(N) denote the core routers, whose
scheduler is a class-based WFQ. For simplicity, we assume that links along the
path of the target flow have same capacity Rt and that the whole link capacity
is allocated to the traffic class to which the target flow belongs. All other edge
links shown in Fig. 3 for cross flows have the capacity Rc. In addition, the target
flow and cross flows are leaky-bucket constrained.

The configuration of network topology to analyze is as follows. Rc is 10
Mbps. Rt is 2 Mbps. All links are configured to have a link propagation delay

             C(0)             C(1)            C(N-1)             C(N)

),( 111 σρf ),( 222 σρf ),( NNNf σρ),( 111 −−− NNNf σρ

),( cccf σρ ……..

cR

tR tR tR

cR cR cR

tR

Fig. 3. Generic network topology
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Fig. 4. Comparison of deterministic edge-to-edge delay bounds

of 1 ms. All packets have the same size of 1000 bytes. To investigate the impact
of burstiness on edge-to-edge delays, we change the burstiness of every cross
traffic and obtain the upper edge-to-edge delay experienced by the target flow fc.
Specifically, we set the burstiness (σc) of the target flow to 2000 bytes, while for
each cross traffic, its burstiness (σ1, .., σN ) changes from 1000 bytes to 10000
bytes. The number (N) of core routers is fixed to 5 to compare the results of [6].
Moreover, we set rate(ρc, ρ1, .., ρN ) of all traffics to 0.2 Mbps. Next, to investigate
the impact of hop number on an edge-to-edge path, we set the core link capacity
(Rt) to 4 Mbps to lessen link utilization and set the burstiness of cross traffic to
1000 bytes. The corresponding results are shown in Fig. 4. The analytical results
of Yuming and Leboudec are based on [13] and our analytical result is based on
Eq. 7 and [9] to consider the WFQ latency.

Fig. 4 (a) shows edge-to-edge delay bounds in terms of cross traffic burstiness
and Fig. 4 (b) shows edge-to-edge delay bounds in terms of the hop number of
edge-to-edge path. In both cases, the bounds of Jiang and Leboudec are looser
than our bounds. This is not surprising, since Leboudec’s bounds are obtained
without knowledge of the network topology and Jiang’s bounds are obtained
by the sum of nodal delays. From the result, we conclude that tight edge-to-
edge delay bounds are obtained if the network topology, the burstiness of cross
traffic, and the route information of cross traffic and target traffic are known.
Specifically, the difference between our results and others increases when the
burstiness of cross traffic and the hop number of edge-to-edge path grow.

5 Conclusions

In this paper, we analyse edge-to-edge delay bounds of a leaky-bucket con-
strained flow in a DiffServ network domain consisting of LR schedulers, such
as a class-based WFQ. we derive the closed form of delay formulas for the GR
service discipline with FIFO aggregation using service-curve based methodol-
ogy. Our quantitative delay bounds of a flow are based on network calculus
concepts of service and arrival curve by way of a deterministic approach and
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route interference information of aggregated flows to consider the impact of ag-
gregation. We conclude that if input flows are leaky-bucket constrained and the
route information of flows is known in an arbitrary route system with the limit
of link utilization, then tight edge-to-edge delay bounds over other bounds can
be secured.

To apply derived edge-to-edge delay bounds of a flow to a real DiffServ en-
vironment, we consider a centralized resource manager such as a bandwidth
broker. Since the centralized resource manager performs per-flow admission and
edge-to-edge path selection, the centralized resource manager has edge-to-edge
path information and aggregate flow information along the path. In order to
guarantee per-flow edge-to-edge delay bounds, per-flow signaling is required at
the edge router. However, per-flow signaling of core routers is not required at
all. We will extend the applicability of the obtained bounds to the dynamic re-
source provision with edge-to-edge trunk reservation for EF flows in the DiffServ
architecture and compare the derived delay bounds with the result of simulation.
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Abstract. In this paper, we propose a preemption-based service dif-
ferentiation scheme for optical burst switching (OBS) networks based
on combining a preemption channel selection algorithm and a channel
partitioning algorithm. The proposed preemption channel selection al-
gorithm minimizes the length of preempted bursts to improve channel
efficiency, while the channel partitioning algorithm controls the degree
of service differentiation between service classes. Performance evaluation
results showed that the proposed scheme can improve channel efficiency
and effectively provide controllable service differentiation.

1 Introduction

The rapid growth of the Internet has resulted in an increasing demand for trans-
mission capacity in core backbones. Accordingly, core networks must evolve to
new architectures based upon all optical switching and dense wavelength di-
vision multiplexing (DWDM) technologies. Optical burst switching (OBS) has
been proposed as the technology basis for such an all-optical Internet [1]-[3].

The future Internet may demand differentiated services for multimedia appli-
cations. Conventional QoS supporting mechanisms mainly depend on buffering
and scheduling. However, these approaches cannot be directly applied to OBS
networks because an efficient optical buffer does not currently exist. Accordingly,
several QoS supporting schemes for OBS that do not use buffering at the WDM
layer has been proposed [4]-[6].

The representative QoS supporting scheme for OBS is an offset time based
service differentiation approach [4]. In the offset time based approach, an addi-
tional QoS offset time is assigned for higher priority classes, thereby permitting
a higher priority burst to reserve resources in advance. However, since the offset
time is reduced as the burst traverses a path, the effective priority of the burst
decreases hop-by-hop [7]. And, this approach can only be applied to a delayed
reservation based OBS scheme, like just-enough-time (JET) [1].

Accordingly, this paper proposes the preemption-based service differentiation
scheme for OBS networks. The proposed scheme combines a preemption channel
selection algorithm and channel partitioning algorithm, where the preemption

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 380–389, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Fig. 1. Operations of the proposed preemption-based service differentiation scheme

channel selection algorithm is used for improving the channel efficiency and
the channel partitioning algorithm controls the degree of service differentiation
among the service classes.

The remainder of this paper is organized as follows. Section 2 describes the
proposed preemption-based service differentiation in OBS networks. Section 3
evaluates the performance of the proposed schemes. Finally, some concluding
remarks are presented in Section 4.

2 The Proposed Preemption-Based Service
Differentiation Scheme

This section describes the proposed preemption-based service differentiation
scheme that combines a preemption channel selection algorithm and channel
partitioning algorithm. In this paper, we assume two classes of service: high pri-
ority class H and low priority class L. In the proposed preemption-based service
differentiation scheme, it is assumed that class H bursts will preempt the sched-
uled channel for class L bursts, if no available channels are found by the basic
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Fig. 2. Concept of the proposed channel partitioning algorithm

data channel scheduling algorithm, so as to guarantee a lower burst blocking
probability for class H over class L.

The proposed preemption-based service differentiation scheme uses two phase
data channel scheduling algorithm as shown in Fig. 1. First, when a channel
reservation request of a new burst arrived at a core node, an unscheduled channel
is searched by a basic data channel scheduling algorithm without considering
the preemption. If an available channel is found, the burst is scheduled to that
channel. If no available channel is found in the first phase and the burst belongs
to class H , the burst will preempt a channel scheduled for a class L burst. In this
phase, a new preemption channel selection algorithm is applied to improve the
channel efficiency. Meanwhile, the proposed channel partitioning algorithm limits
the preemptive channels in order to control the degree of service differentiation
between service classes and preserve some amount of bandwidth to a low priority
class.

2.1 Channel Partitioning Algorithm

This subsection describes the proposed channel partitioning algorithm which
controls the degree of service differentiation between the priority classes. Fig. 2
shows the concept of the channel partitioning algorithm, where the data channels
are partitioned into two regions: the shared region and preemptive region. In the
preemptive region, class H bursts can preempt the channels scheduled for lower
priority bursts. Meanwhile, in the shared region, preemptions are not allowed,
thereby enabling lower priority bursts to equally contend for data channels with
high priority bursts, and somewhat guaranteeing the performance of lower pri-
ority bursts in this region. In the proposed channel partitioning algorithm, the
number of wavelengths m in the preemptive region can be configured to control
the degree of service differentiation.

2.2 Preemption Channel Selection Algorithm

In the OBS network, data channel scheduling is required for efficiently using the
data channels. Data channel scheduling algorithms can be classified into two cat-
egories: with and without void filling (VF). In with-VF algorithms, the gap/void
between two scheduled bursts can be reserved by a new arrival burst. The with-
VF algorithms can be applied to a delayed reservation based OBS scheme, like



An Efficient Preemption-Based Service Differentiation Scheme 383

 1

Time

Arrivals of channel reservation request

L1

L3

H2

H1

L2

L4

L6

H3

H4H4

: High priority burst

: Low priority burst 

: Setup control packet

L5

Preemption

Preemption

offset

offset

 2

 3

 4

 1

Time

Arrivals of channel reservation request

L1

L3

H2

H1

L2

L4

L6

H3

H4H4

: High priority burst

: Low priority burst 

: Setup control packet

L5

Preemption

Preemption

offset

offset

 2

 3

 4

Fig. 3. An example of the proposed LRC algorithm

JET [1]. Whereas, without-VF algorithm can be applied to immediate reserva-
tion based OBS scheme, like just-in-time (JIT) and a terabit burst switching
mechanism with a lower implementation complexity [2]-[3].

These data channel scheduling algorithms are used as a basic scheduling al-
gorithm in the first phase of the preemption-based service differentiation scheme.
However, a new policy is required for selection a channel for preemption in the
second phase. Random selection algorithm is the simplest method, in which one
channel among data channels scheduled for class L bursts is randomly chosen
for preemption.

In this paper, we propose the least reserved channel (LRC) selection algo-
rithm which minimizes the channel waste due to the preemptions. The proposed
algorithm can be applied when a with-VF scheduling algorithm, such as first-fit
with void filling (FF-VF) and latest available unscheduled channel with void
filling (LAUC-VF)[8], is used as a basic data channel scheduling algorithm in
the first phase. In the proposed LRC algorithm, the channel with the shortest
class L burst reservation is selected for preemption. As such, the LRC algorithm
minimizes the duration of the class L preemption, thereby reducing the channel
waste due to the preemptions.

Fig. 3 shows an example of the proposed LRC algorithm. It is assumed that
all data channels are in the preemptive region, i.e. K = 4 and m = K, for
simplicity. And, high priority bursts H1 - H2 and low priority bursts L1 - L6 are
already scheduled, as shown in this figure. When a channel reservation request
for high priority burst H3 arrives, the scheduler first searches for an available
channel. However, no available channel exists in this example, the scheduler then
searches among the channels scheduled for class L for preemption. In this figure,
bursts L1 and L3 can be preempted by burst H3, however, since the reserved
duration of L1 is shorter than that of L3, burst L1 is preempted and burst H3

is scheduled to λ2. When a channel reservation request for H4 arrives, λ3 and
λ4 can be preempted. In this case, since the total reserved duration of bursts L5

and L6 is longer than the reserved duration of burst L4, burst L4 is preempted
and λ3 is reserved for burst H4.
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2.3 Signaling Issues

In the proposed preemption-based service differentiation scheme, the occurrence
of preemption needs to be signaled to the upstream and downstream nodes to
improve the efficiency by releasing and reusing the reserved wavelength on the
path for preempted bursts. This can be done by transmitting a channel release
control packet, which is similar to the RELEASE message defined in [3]. As
such, the released channel can be used by other reservation requests and channel
utilization is improved.

3 Performance Evaluation

This section investigates the performance of the proposed preemption-based ser-
vice differentiation scheme in various environments. First, we develop the analyt-
ical model for evaluating the performance of the proposed scheme, and compare
the analytical results with the simulation results in single-hop model. And, we
investigate the performance of the proposed preemption-based service differen-
tiation scheme in multi-hop network environments through simulation.

3.1 Single-Hop Model Analysis

This section analyzes the performance of the proposed preemption-based service
differentiation scheme in single-hop model using queueing analysis and simula-
tion. To simplify the analysis, we assume that both burst length and arrival time
are exponentially distributed. The offset time between the burst control packet
and data burst is assumed to be constant. We consider two classes of services in
the system and K wavelengths in a switch.

We model the number of wavelength used by each class in a switch as a con-
tinuous time Markov chain. Let λh and μh be the arrival rate and the service
rate of class H , and λl and μl be the arrival rate and the service rate of class L,
respectively. When the total number of class H and class L bursts exceeds the
number of wavelengths K, bursts may be blocked or preempted. Namely, an ar-
rival class L burst may be blocked when the wavelength is not remained for the
service. However, an arrival class H burst may preempt a class L burst in service
if the number of class H bursts in the system is not exceed the boundary m.
And, class H burst may be blocked when the number of class H bursts exceed
the boundary m and a wavelength is not remained for the service.

Letting the number of class H and class L bursts in the system as i and j
respectively, a pair (i, j) forms a two-dimensional Markov chain, and the total
number of system states is (K + 1)(K + 2)/2 as shown in Fig. 4.

Denoting Pi,j as the steady-state probability of the system being in a state
(i, j), we can represent the global balance equations for each state (i, j), 0 ≤ i ≤
K, 0 ≤ j ≤ K, 0 ≤ i + j ≤ K, as follows:
1) i = 0, j = 0 :

(λh + λl) · P0,0 = μh · P1,0 + μl · P0,1
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Fig. 4. State transition diagram of the proposed preemption-based service differenti-
ation scheme

2) i = 0, j = K, m > 0 :

(λh + Kμl) · P0,K = λl · P0,K−1

3) i = 0, j = K, m = 0 :

Kμl · P0,K = λl · P0,K−1

4) i = K, j = 0, m < K :

Kμh · PK,0 = λh · PK−1,0

5) i = K, j = 0, m = K :

Kμh · PK,0 = λh · PK−1,0 + λh · PK−1,1

6) i = 0, 1 ≤ j ≤ K − 1 :

(λh + λl + jμl) · P0,j = λl · P0,j−1 + (j + 1)μl · P0,j+1 + μh · P1,j

7) 1 ≤ i ≤ K − 1, j = 0 :

(λh + λl + iμh) · Pi,0 = λh · Pi−1,0 + (i + 1)μh · Pi+1,0 + μl · Pi,1
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8) i + j = K, i > m :

(iμh + jμl) · Pi,j = λh · Pi−1,j + λl · Pi,j−1

9) i + j = K, i < m :

(λh + iμh + jμl) · Pi,j = λh · Pi−1,j+1 + λh · Pi−1,j + λl · Pi,j−1

10) i + j = K, i = m :

[mμh + (K −m)μl] · Pm,K−m

= λh · Pm−1,K−m+1 + λh · Pm−1,K−m + λl · Pm,K−m−1

11) 1 ≤ i ≤ K − 1, 1 ≤ j ≤ K − 1, 2 ≤ i + j ≤ K − 1 :

(λh + λl + iμh + jμl) · Pi,j

= (i + 1)μh · Pi+1,j + (j + 1)μl · Pi,j+1 + λh · Pi−1,j + λl · Pi,j−1 (1)

Representing the steady-state probabilities {Pi,j} as a row vector P, the
global balance equation can be expressed in matrix form as

PQ = 0 (2)

where Q is a transition rate matrix. Also, the total sum of {Pi,j} must be equal
to 1, hence it is given by ∑

i

∑
j

Pi,j = 1 (3)

After the solution of row vector P comes out, the burst blocking probabilities
of new arrival class H and class L bursts can be obtained as

Pblock,H =
∑

i+j=K,i≥m

Pi,j (4)

Pblock,L =
∑

i+j=K

Pi,j (5)

And, the preempted probability of an accepted burst of class L is given by

Ppreemption =
Npreempted

Naccepted
=

1
λl(1 − Pblock,L)

⎡⎣ ∑
i+j=K,i<m

λh · Pi,j

⎤⎦ (6)

We consider bufferless switches with three data channels in each output link.
Each switch is assumed to be capable of full wavelength conversion. We assume
that bursts of each class are generated with an exponential inter-arrival time
and exponential burst duration. We assume that the fraction of class H bursts
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Fig. 5. Performance of the proposed preemption-based service differentiation scheme
in single-hop model for K = 3. (a) Burst blocking probability for m = 1. (b) Burst
blocking probability for m = 2. (c) Burst blocking probability for m = 3. (d) Preempted
probability of an accepted class L burst

is 30%, and the fraction of class L bursts is 70%. For simplicity, we assume that
the mean burst duration of each class is identical (i.e., μh = μl = μ).

Fig. 5 (a)-(c) show the blocking probabilities of the arrival burst for each
class according to the size of preemptive region m and the offered load intensity.
Fig. 5 (d) depicts the preempted probabilities of accepted bursts of class L. The
offered load is defined as (λh +λl)/Kμ. These figures show that the difference in
the burst blocking probabilities between the class H and class L traffic is reduced
when m is decreased. As such, the degree of service differentiation between the
classes is effectively controlled by the proposed channel partitioning algorithm.
Also, the analytical results match the simulation results very well.

3.2 Multi-hop Model Analysis

This section investigates the performance of the proposed preemption-based ser-
vice differentiation scheme in multiple hop network environments through sim-
ulation. A 14-node NSFNET was used to evaluate the end-to-end performance
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Fig. 6. NSF network with 14 nodes

of the proposed service differentiation scheme, as shown in Fig. 6. The distances
indicated are in Km. In the simulation model, it is assumed that the input traf-
fic is uniformly distributed over all the sender-receiver pairs and the shortest
path routing is used to find the path between all node pairs. In addition, each
link is assumed to consist of eight WDM wavelengths operating at 10Gbps, and
one wavelength is used as the control channel. And, full wavelength conversions
among the data channels are assumed at the OBS nodes. The burst length is
assumed to be exponentially distributed with an average of 100 Kbits, and burst
arrivals to the network are Poisson. The fraction of high priority bursts is 30%,
and the fraction of low priority bursts is 70%. We also assume that the size of
the preemptive region m is 7 for the channel partitioning scheme.

The performance of the proposed LRC algorithm is compared with the ran-
dom selection algorithm in the multiple hop network environments. Fig. 7(a)
shows the blocking probabilities for each class according to the offered load by
each node. And, Fig. 7(b) shows the average end-to-end throughput for each class
according to the channel selection algorithm. These figures show that the pro-
posed LRC algorithm improves the end-to-end throughput of the class L bursts
compared to the random selection algorithm without degrading the throughput
of class H even though the burst blocking probabilities are similar. This is due
to the fact that the proposed LRC algorithm preempts the shortest class L burst
and minimizes the throughput degradation of class L, while the random selection
algorithm selects a channel regardless of the burst length.

4 Conclusions

In this paper, we proposed the preemption-based service differentiation scheme
for OBS networks based on combining a preemption channel selection algorithm
and a channel partitioning algorithm. The proposed preemption channel selec-
tion algorithm minimizes the length of preempted bursts to improve the channel
efficiency, while the proposed channel partitioning algorithm controls the degree
of service differentiation between service classes. Performance evaluation results
showed that the proposed preemption-based service differentiation scheme could
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Fig. 7. Comparison of the preemption channel selection algorithms in multi-hop
model. (a) Burst blocking probability. (b) End-to-end throughput

effectively differentiate the burst blocking probability based on the channel par-
titioning algorithm and improve the end-to-end throughput using the LRC al-
gorithm.
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Abstract. QoS routing protocols involving several combinations of net-
work metrics can be difficult to solve in polynomial time. Our research
introduces a novel approach that allows bandwidth brokers to perform
QoS management in Diffserv Domains with any number and combina-
tion of network metrics with algorithm complexity of O(m(n + 1)) where
m is the number of paths between two edge devices in the network and
n is the number of metrics involved.

1 Introduction

There are two dimensions to the problem of providing Quality-of-service (QoS)
to applications in IP networks. The first is finding the best path to route packets
for a given connection, and the second is to reserve network resources on that
path. Current Internet routing protocols such as OSPF and RIP use routing
that is optimized for a single arbitrary metric (shortest path routing). Path
selection within routing is typically formulated as a shortest path optimization
problem. However, routing algorithms using one metric to calculate the path
cannot satisfy the diverse QoS requirements needed by multimedia applications.
Routing algorithms using multiple metric calculations are required, although this
cannot be done on a real time basis. The computation becomes more complex
as constraints are introduced into the path calculation problem.

A router’s QoS support can be divided into the following tasks: (1) Defining
packet treatment classes; (2) Specifying the amount of resources for each class;
and, (3) Sorting all incoming packets into their corresponding classes. The Dif-
ferentiated Services [1] effort addresses both tasks 1 and 3 since it specifies traf-
fic classes as well as providing a simple packet classification mechanism. Diffserv
Routers also easily sort packets into their corresponding treatment classes by the
Type of Service (TOS) value, without having to know to which flows or types of
applications the packets belong. The idea of a Bandwidth Broker (BB) [1] was
introduced as part of the DS architecture to address the second task. The BB
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is a program running on a machine that is responsible for allocating preferred
services to users as requested, and for configuring the network routers with the
correct forwarding behavior for the defined service. The BB plays several roles
in administering a differentiated services resource management which include
Inter-domain resource management and Intra-domain resource management.

The BB in its role as a global network manager maintains information about
all the established connections. The objective of any QoS routing [2] algorithm
is to find a path suitable for the flow with minimal operational overheads. In
our research we propose that a BB calculates appropriate QoS paths as a by-
product of its admission control function. In addition, dynamic link QoS state
information, which is required for a QoS path computation, will be implicitly
maintained at the BB as it assigns or gets back QoS paths. By maintaining the
network state information this way, we may not only eliminate the overhead to
exchange network state update messages but also achieve higher routing perfor-
mance by utilizing accurate network state information in the path computation.

The structure of the paper is as follows. In Section 2 we discuss the difficulties
of QoS Routing algorithms. In Section 3 we outline a problem definition and
in Section 4 we formulate a solution using preference function modeling. In
Section 4.2 we provide an example to illustrate our approach, and in Sections 5
and 6 we evaluate our approach by simulation.

2 QoS Multiple Metric Routing

QoS paths require multiple metrics in the path selection process. This multi met-
ric requirement leads to the following difficulties: (1) Diverse QoS constraints in-
clude delay, delay jitter, loss ratio, bandwidth and security. Multiple constraints
often make the routing problem intractable. For example, finding a feasible path
with two independent path constraints is NP-complete [3]; (2) Links going into
and out-of service, and topology changes introduce major convergence issues
since QoS routing algorithms depend on up-to-date state information in a dy-
namic environment; (3). When QoS traffic and Best effort traffic share a given
network path performance optimization is complicated since the throughput of
the best-effort traffic suffers if the overall traffic distribution is misjudged. Rout-
ing QoS algorithms have to maintain global state information (4) at each node
in the network resulting in high communication overhead.

Constraints are used in QoS routing algorithms to define what properties the
chosen path must have, that is, to limit the search scope for the best route to
the possible routes. A path constraint is an end-to-end constraint while a link
constraint is local to the link. Common QoS constraint algorithms include: (1)
Bandwidth-Delay-Constraint path algorithm [3]; (2) Shortest-Widest Path Rout-
ing Algorithm [3]; (3) Delay-Constrained Routing Algorithm [4]; (4) Guerin-Orda
algorithm [4]; and, (5) Chen-Nahrstedt algorithm [5]. The main problems with
these QoS algorithms are: (1) The widest-shortest path and the shortest-widest
path routing algorithms compute paths with more than one metric. However,
the resulting path may depend mostly on the first metric. This is because the
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second metric is used only when the first metric could not determine the best
path; and, (2) Most existing QoS Routing algorithms address bottleneck param-
eters such as bandwidth, and consider two constraints, typically a combination
of bandwidth and delay, or bandwidth and cost at any given time. As a result
of more distributed applications users may which to request a wider range of
routing constraints and include metrics such as jitter, loss and security. In ad-
dition, policy based routing may also introduce additional routing constraints.
The above algorithms satisfy or optimize certain kinds of end user flow requests
but none of them offer a generic solution to QoS multiple metric routing; and
(3) QoS Routing requires periodic exchange of network information to acquire
accurate QoS path information. However, frequent update of information causes
network overload and any increase of network size causes delay in acquiring ac-
curate information. Hence there is a need for more sophisticated algorithms that
will do routing based on imprecise state information.

3 Admission Control in Differentiated Service Networks

We consider a communication network consisting of a set of nodes N = 1, ..., n
and a set of unidirectional links L = 1, ..., l where each link l has a set of met-
rics wi(l) where i = 1,...,m. There is a set of routes R = 1, ..., r connecting two
boundary devices of the network. Each link of a route also has a set C = 1, ..., c
of different service classes, where each class c is characterized by its bandwidth
requirement b(c) for a given link. When a new flow request of demand f1, f2..., fm

of class c arrives at an edge device, the bandwidth broker is called upon to make
an admission control decision. The main goals of the of the admission process
are: (1) Find a suitable route in polynomial time that meets the demands of the
multi metric flow request while at the same time ensuring that network resources
are not over allocated; and, (2) If a suitable path is found the flow is admitted
with a drop probability that guarantees the level of service specified in the SLA.

To tackle the NP- complete problem of finding QoS paths based on multiple
metrics we decided to formulate a solution to this problem as follows: (1) finding
all the fixed paths connecting edge devices in an un-weighted graph with the
same links; and, (2) feeding the found paths from step 1, along with the flow
demand f1, f2..., fm into a decision system which uses a generic multiple metric
algorithm to obtain the QoS path in polynomial time.

4 Routing Decision Support System

When a user-application makes a flow request (which typically would include
a service type, a target rate, a maximum burst, and the time period when ser-
vice is required) to an edge router the router in turn uses the Common Open
Policy Service (COPS) [6] protocol to gain the admission control services of the
bandwidth broker. The request is first combined with network policies that are
defined by the network administrator to form a request demand that not only
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accounts for the user application needs but also for the needs of the organization
that owns the network.

This flow demand is then given to the routing decision support system
(RDSS) that then decides the ingress – egress pair to use based on the re-
quirements specified in the Service Level Agreement (SLA) of the user. Once
the ingress – egress pair is known all the paths connecting the pair and the
known link states are then used by the RDSS to build a preference function
(PF) [7, 8, 9]. The preference function is then combined mathematically with
the flow request to give a QoS path that is most appropriate for the flow demand
and network utilization. If an appropriate path is not found it may be rejected
or a negotiation process with the user may be started.

4.1 RDSS Algorithm

The RDSS algorithm for finding QoS-paths is outlined as follows:

1. For a given metric say mj select all metric values mij for routes Ri, where
i = 1, 2, .., N

2. For a given metric mj the best value from the set of all routes for mj is
assigned to aij

3. is the route corresponding to the best value for metric mj .
4. For a given metric mj the worse value from the set of all routes for mj is

assigned to bij where i is the route corresponding to the worse value for
metric mj .

5. A preference scale is then derived for each criterion with the following prop-
erties:
(a) s : A → F where F ∈ IR and
(b) A is bounded such that s(b) = −1 and s(a) = 1

6. For concave metrics if x < b then s(x) = −1 and if x > a and s(x) = 1.
Additionally, for additive and multiplicative metrics if x < b then s(x) = 0
and if x > a and s(x) = 1 .

7. All other values of x are mapped by s as follows:

x = 2
(x − b)
(a− b)

− 1 (1)

8. Let A be a n x m matrix (m = number of criteria (route metrics), n = number
of alternative routing paths) containing columns s1(x1), s2(x2), . . . , sm(xm)
where sj(xj) represents a scale for each metric mj. The preference function
for routes Ri is therefore given by Av = o where o is an N x 1 vector and v
is a M x 1.

When the BB receives a flow demand request the following procedure is
followed:

1. Each value in the flow demand is converted to its corresponding scale value
as follows: d = [d1, d2, ..., dm] , f(d) = [f(d1), f(d2), ..., f(dm)] and v =
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Table 1. Paths values for network metrics

Path Delay Jitter

P(A,B,C,F) 5 10
P(A,D,E,F) 6 4
P(A,B,E,F) 9 6

P(A,D,E,B,C,F) 12 12
a 5 4
b 12 12

[s1(f(d1)), s2(f(d2)), ..., s1(f(dm))] where f is a function that returns the
closest largest definable point on the scale s. For example, if s is defined for
points (2,4,8,20) and the argument of f is 6.5, the closest largest definable
point in the domain of s is 8, and therefore s(8) will be evaluated rather than
s(6.5).

2. The Av = o matrix multiplication is then performed which results in N x 1
vector. Vector o is examined for the highest value of the vector at position
y where 1 ≤ y ≤ m. The value of y corresponds to the route that will be
considered by the negotiation phase for QoS admission of flow demand d.

3. For the negotiation phase each value of the flow demand is checked against
the path metrics for route y. If any value d in the flow demand is not met
and the s(d) = -1, then a → d , and steps 1 and 2 are repeated. If all path
metrics for route y are satisfied then the flow is accepted, otherwise the flow
is rejected.

Remark. The complexity of the algorithm is O(nm) due to the metric mul-
tiplication plus the O(m) due to the search of vector o for the largest value. This
makes the algorithm complexity O(m(n+1)). The route j that is selected goes
through a QoS negotiation phase that involves checking each value of the flow
demand against the route vector. If all the requirements are met the flow is ac-
cepted otherwise the negotiation process may offer the applicant an alternative
flow demand vector or it may reject the admission requests.

4.2 RDSS Example

To illustrate how the RDSS algorithm works consider the directed network in
Figure 1. Suppose network traffic flows use ingress router A and egress router
F. Table 1 shows all the possible paths connecting routers A and F and the
corresponding delays and jiiters for each path.

A =

⎡⎢⎢⎢⎢⎢⎣
1 −0.5

0.71 1

−0.14 0.5

−1 −1

⎤⎥⎥⎥⎥⎥⎦ (2)
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(2,2)

(1,6)

(2,2)

(2,1)

(5,2)

(2,2)

(2,1)

Link State = (delay, delay jitter)

A

B C

D E

F

Fig. 1. DS domain of routers

Now suppose a user request the following flow demand d = [delay = 7, jitter = 4]
then ⎡⎢⎢⎢⎢⎢⎣

1 −0.5

0.71 1

−0.14 0.5

−1 −1

⎤⎥⎥⎥⎥⎥⎦
[

0.43
1

]
=

⎡⎢⎢⎢⎢⎢⎣
−0.07

1.31

0.43

−1.43

⎤⎥⎥⎥⎥⎥⎦ (3)

Since 1.31 is the largest value the route corresponding to this position is the
solution, namely A,D,E,F. Examining Figure 1 confirms that this is the best
path to satisfy the given constraints.

5 Simulation

To evaluate our solution to finding a suitable QoS path for a given flow request we
implemented a ôrouting serverö in C++ using the preference function technique
described in the previous section. Note the routing server is implemented as an
additional function of a bandwidth broker and therefore we called the router
server a bandwidth broker. The bandwidth broker was incorporated in network
simulator (ns). We performed simulations to study the impact of dynamic as-
signment of QoS paths on network and end-user performance for constant bit
rate and connection oriented traffic with varying demands. The traffic specifi-
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Table 2. Traffic flow configurations

Traffic Type Flows Capacity

CBR UDP SCR01 to DES01 (flow1) 2M
CBR UDP SCR02 to DES02 (flow2) 15M
CBR UDP SCR03 to DES03 (flow3) 5M

TCP SCR04 to DES04 (flow4) 1M
TCP SCR05 to DES05 (flow5) 1M
TCP SCR06 to DES06 (flow6) 1M

(5,1,0.01)

(6,1,0.01)

(10,7,0.01)

(5,5,0.01)

(10,2,0.01)

(5,1,0.01)

(4,5,0.01)

0

1 3

2 4

5

SCR01

SCR02

SCR03

SCR04

SCR05
SCR06

DES02

DES03

DES04

DES05

DES06

DES01

(4,3,0.01)

(20,12,0.01)

Link State = (bandwidth,delay,loss probability)

Fig. 2. Network Topology

cations of the flows used in the simulation are summarized in Table 2 (Please
relate Table 2 to Figure 2).

A distance vector protocol is setup using the network topology shown in
Figure 2 with MPLS protocol running on all the core nodes in the network. For
simlicity, the BB is implemented on the edge device LSR0. To illustrate the
impact on using QoS routing the above network is operated without any QoS
routing in which case all packets travel the shortest path route determined by
the distance vector protocol, and then with the BB doing admission control and
QoS routing. For both scenarios flows 1-6 are started at 0.21, 0.31,0.41, 0,51,0.61
and 0.71 seconds respectively.
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Fig. 3. Throughputs of source and receiver for flows 1 without a Bandwidth Broker

6 Simulation Results / Analysis

Figure 3 shows the throughput graph for flow 1 between SCR01 and DES01 with
throughput in bps on the y-axis and time in seconds on the x-axis. When flow
2 started at 0.31s the throughput of the receiver fell sharply but returned to an
average throughput of 2M. When flow 3 started at 0.41s the receiver throughput
fluctuated around the average throughput of 2M. As flows 4, 5 and 6 are started
at 0.51s, 0.61s and 0.71s respectively the throughput of the receiver decreases
gradually. In contrast Figure 4, shows the throughput graph for flow 1 when
a BB is functioning as a routing server and installing appropriate paths for
admitted flows. When flow 2, 3 and 4 are started the throughput of flow 1 is not
affected and continues to remain at 2M. As flows 5 and 6 are started at 0.61s,
0.71s respectively the throughput of the receiver fluctuates but still maintains
an average throughput of 2M. A possible reason for this fluctuation is that the
flows 5 and 6 are TCP flows which are congestion sensitive.

The BB assigned paths 0-2-3-5, 0-5, 0-5, 0-2-3-5 and 0-2-3-5 to flows 1, 2,
3, 4 and 5 respectively. The BB rejected flow 6 since no negotiation policy was
specified.

7 Conclusion and Future Work

This paper shows that a bandwidth broker performing admission control with
QoS path selection as a by-product provides a significant advantage with re-
gards to traffic engineering. The preference function approach to finding QoS



398 Wayne Goodridge et al.

X Graph

throughput.cbr1

throughput.cbr2

Y x 106

X

0.0000

0.2000

0.4000

0.6000

0.8000

1.0000

1.2000

1.4000

1.6000

1.8000

2.0000

2.2000

2.4000

2.6000

2.8000

3.0000

3.2000

3.4000

0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 0.8000 0.9000 1.0000

Fig. 4. Throughputs of source and receiver for flows 1 with a Bandwidth Broker

paths for multi metric criteria allowed the bandwidth broker to dynamically
find suitable paths for traffic flows in real time. Simulation shows that the pref-
erence approach allows for better network resource utilization. An issue that
need further investigation when incorporating the BB as a routing server is the
maintenance of accurate network topology information so that reliable routing
decisions are made. Since the bandwidth broker is the one responsible for allo-
cating bandwidth then the BB should be able to estimate changes in metrics
such as link bandwidth, queuing delay and delay jitter. However, we still need
to study how reliably the BB can operate with imprecise network information;
and links failures and dynamic network topology changes which will introduce
major management issues for the BB.
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Abstract. Traditionally link/path protections are widely used means
to assure network survivability. Recently sub-path flow-based and sub-
mesh topology-based segmentation protection methods are proposed. In
this paper, we propose improvements to the sub-mesh-based approach
which include potential capacity estimation, adaptive group reconfig-
uration and corresponding control signaling mechanisms. We consider
mainly the dynamic group protection strategies under dynamic traffic
demands and examine the relative influence of various network metrics.
Simulated performance results for the proposed heuristics are given and
discussed.

1 Introduction

Wavelength division multiplexing (WDM) network offers the capability of build-
ing large wide-area networks with Tbps order of throughput, and is imperative
that these networks are implemented by effective fault tolerance mechanisms,
that is, the ability of a network to reconfigure and re-establish original com-
munication upon failure, to minimize the huge avenue loss once if there exists
failures[1][2][3]. This paper will mainly consider the dynamic traffic condition
on the wide-area wavelength routed mesh topology based backbone environ-
ment. The survivability mechanisms against link/node failure in optical layer
can be divided to preplanned protection scheme and dynamic restoration scheme.
These methods are either link-based or path-based[3][4][5]. In the meanwhile, the
primary-backup multiplexing proactive protection method can be employed to
further improve resource utilization in expense to gain less than fully restorable
guarantee if two primary(working) lightpaths do not fail simultaneously[5]. Re-
cently the sub-path or segment protection strategy was proposed[6][7][8]. The
main idea is dividing a given working path into some segments while protecting
each segment separately. In [7], a variation of sub-path protection is presented
which partition the network to protect the working lightpath segment in each
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area. It has advantages in multiple failure recovery, ILP scalability and fast re-
covery time, and suitable for low connection loading condition. When the num-
ber of traffic demands increases, the capacity of each area should be adjusted
to fit new spare capacity requirements. In [8] a segment partition method un-
der the short leap shared protection (SLSP) framework is proposed. The SLSP
provides finer service granularity and higher network throughput, and several
algorithms were proposed to perform segment allocation and path selection to
realize SLSP. However, all the proposed ideas mainly work on a per-connection
basis. In [12], we proposed the sub-mesh restoration scheme to further consider
the resource utilization benefit from the viewpoint of multi-flow topology par-
titioning. The protection group configuration setup is fully dynamic and need
not the pre-configuring process in expense of complex distributed information
exchange between network nodes by control channel and expensive but efficient
resource calculation. The formation of the group is determined by current net-
work resource status and considerations included into the weight function. The
goal of group switching is attempting to make efficient management for these
hierarchical protection autonomous areas and completely exploit the potential
resource within the protection group.

2 Group Protection Switching

We illustrate the group switching concepts in Figure 1. Assuming that there is
a connection request between (s, d) = (A,K). After setup process the working
path is determined to A-B-C-D-K. If one chooses the protection group A-B-C-
D-K-J-I-H-G-F-A as the resource pool for any failure restoration located within
this area, A-B-C-G-H-I-J-K will be the spare path if there are more available
network capacity existed in C-G than C-H or C-D. As another example, if re-
quest (C,G) arrives, the protection path set will be {(C-B-A-F-G),(C-H-G),(C-
D-K-J-I-H-G)}. The final choice will depends on which path in the set has the
smallest weighting value. Consider the case if request (K,J) arrives, the protec-
tion path may be chosen as K-D-C-H-I-J. Namely, the working-protection path
multiplexing is allowed. The approach in [12] uses this concept (which is called
group protection) with link state protocol which is used to distribute topology
information about the network to form a new protection scenario. Given the
topology, when a new connection request arrives, we first determine the working
path, which is not necessarily a shortest path but a least load path from the
source to the destination. That is, the least load first strategy is adopted as the
working path selection criteria. Then the wavelength which is determined in the
forward reservation period will be assigned to this path.

Once the completion of forward reserveation, we decide a protection path
by a weighting criteria that indicates the network capacity metrics, consisting
of hop count of the path, available wavelength on the links, node connectivity
and lightpath setup cost within the group. The objective of the group finding
algorithm is to determine the suitable protection domain compassing by the
working path and protection path calculated based on the network status. This
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Fig. 1. Illustration of the group-based protection mechanism

protection group will provide necessary backup resource for successive reliable
connection requests which source and destination pair located at this group.
Each time a new connection arrives maybe affects the protection area size since it
changes dynamically depending on the network capacity status. The motivation
behind the group protection is that we can use the weight functions to bound
the connection blocking probability then to improve network performance[11].
To choose a suitable protection path, the frequent exchange of control signals
will be an overhead to each node, and this overhead can be reduced if there exists
a group manager that is responsible to perform the task of collecting information
sent from other group manager by out-of-band control channel.

The rest of this paper is organized as follows. Section 3 describes the details
of the improved dynamic group protection. The results of the simulation exper-
iments are discussed in Section 4. Section 5 presents the control mechanism to
adapt and optimize the signaling complexity, and the final section summarizes
this paper.

3 Improved Dynamic Grouping Protection

This section presents the dynamic group switching (DGP) scenario and its im-
proved version IDGP. In dynamic traffic condition, the connection requests arrive
in a random manner. When a new reliable-demand connection request arrives, we
find the working-protection path pair by two node-disjoint paths in two-step ap-
proach to protect against single link/node failure. The distributed control signal-
ing mechanism like link-state routing protocol will exchange provisioning status
between every adjacent nodes following the forward control packets. We assume
that all of the routes between one node to another are stored in each node. So
the working-protection paths can be taken just from the routes database. It will
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first find a feasible path as the working path, then we use the simple weighting
function w = f(H, W, L, S) to find the protection path[11][12]. In this function,
H means the hop count which is the link count summing up from source to this
intermediate node. W means the available wavelength in a link which is recorded
in the resource table in each node for wavelength switching. L indicates the node
traffic loads which will be summed for all ports in a node because each node may
have higher degree but with unbalanced load distribution. S specifies the setup
cost which depends on the type of switching equipment and maybe has differ-
ent typical values. The scaling factor for each parameter is different for various
managing and control strategy. The node-disjoint path finding process is sum-
marized in [11]. The working-protection pair forms a contour as the protection
group. The successive connection will overlap the protection path by partially
or fully shared with the previous protection path. The connection maybe covers
many protection groups so that it will be divided into different segment auto-
matically. In [12], we set the scaling factor for H and W as higher value when
performed the simulation. Also we use a simple formula to estimate the resource
utilization level, which means the resource capacity in a group. To increase the
spare capacity utlization we attempted to push the decision to choose protection
path towards the common-used protection ring(as an example, the A-F-G-H-I-J-
K path in Fig. 1). All the protection paths corresponding to their working paths
will tend to approach to the largest and outside ring so that the nodes along the
protection ring should calculate the value of the resource utilization level. This
value has to be less than some pre-determined or dynamic-assigned value and
it will be regarded as an index of the resource shortage effect which will make
the nodes try to find another protection segment having longer route length and
more available capacity. From our investigation, the changing process occurs so
frequently that much amount of calculation at each node in the common-used
protection path are made. This will further increase the signaling complexity
and recovery cost, and then decrease the restoration performance. We propose
sseveral improvements with respect to the oroginal DGP approach and describe
them in the following subsections.

3.1 Potential Capacity Estimation

We found from the simulation that the estimation formula can be modified
to let all the potential capacity in one group can be exploited. All the nodes
in a group has to perform this calculation according to loading of itself. This
calculated value will flood to all other nodes in the same group for sucessive
working-protection pair routing decision. Compared to the estimation process in
[12], only the nodes along the working path have to make the calculation in the
real-time manner in this time. That is, if there is any working path locating at
the inner portion or the boundary of the group, the update control signal will be
sent form the intersection nodes to other nodes. To maintain the restorability we
give a constraint to the traffic across any link by 1-working 1-protection(1W1P)
multiplexing limitation. If there is condition which violates this limitation then
the group expansion process proposed in [11] will be activated. The experiment
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result shows that the signaling complexity in one group is lowered effectively and
the occurrence frequency of group expansion process will change according to
different source-destination node pair distribution. We will discuss all the results
in Section 4.

3.2 Adaptive Group Size Control

In the former section we mentioned that the potential capacity estimation pro-
cess should be made in the nodes along the newest working path. We can fur-
ther decrease the control complexity if we assign a pre-determined lower limit
to each calculation. Also, the potential capacity will relate to forgoing and cur-
rent resource status. Assume the potential capacity value for current request be
indicated as Ci, then current potential capacity in node j will be:

Ci = α ∗ Ci−1 + (1 − α) ∗ working bandwidth in node j (1)

The goal of this calculation is to minimize the amount of exchanging control
signal when there is no need to flood excessive capacity information by control
packet sent from the nodes which are intersected with the working path. The
calculated value will be compared with the pre-determined limit value. In fact,
we can avoid extra calculation by assign an intersection factor which means the
overlapping degree of protection group and current working path. The update
packet can be sent only if the number of overlapped node exceeds a fixed upper
limit. The effect of the unnecessary control overhead elimination will be prsented
in Section 4.

4 Simulation Results

We evaluate the effectiveness of the proposed algorithms by performing simu-
lations. We list the characteristics of simulated networks in Table 1. Each link
in the networks is assumed to be a bi-directional duplex channel consists of
16 wavelength channels. We also list the average nodal degree in Table 1. The
connection requests arrive at a node as a Poisson process with exponentially dis-
tributed holding time with unit mean. Every node has the same probability to be
a source or a destination node for a connection request. The amount of exchanged
control packets versus loading factor (in Erlang unit) in IGDP strategy is plotted
in Figure 2. We compare the results of DGP and IDGP on 2 dense network sam-
ples and additional path-based restoration on network sample 4. The periodic
updating control mechanism is used in path-based restoration. The duration of
update message delivery is set to be 30 seconds. So the amount of exchanged
message of path restoration is relative to the total simualtion period. The event-
driven updating control mechanism is chosen for DGP and IDGP. Because of
the message flooding of potential capacity and dynamic group size adjustment
information, the IDGP outperforms DGP but is rather worse than path-based
method. One can find that there exists the advantage in dense networks under
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heavy traffic demands than sparse networks since larger group size is often pro-
duced in latter networks. We also listed IDGP without and with lower bound
of potential capacity respectively in Table 2 under 120 Erlang offered loads. It
shows that about 25% control overhead saving in the latter (called IDGP-A)
improvement can be achieved in dense networks. In addition, we use 3 metrics,
connection blocking probability, resource utilization,and sharability to measure
the performance of the proposed mechanisms. We compare the performance of
our methods with which of only use path protection. The blocking probability
is evaluated by the success ratio that the spare path could be designated during
working path establishment phase. The working-protection pair has to be dis-
covered if the current request is belonging to a reliability-required connection
request. If the process failed to assign a proper backup route then this request
will be blocked.

We demonstrate the blocking probability and resource utlization in IGDP
strategy in Figure 3. We note from this figure that the blocking probability
value can be adjust dynamically according to the selection strategy of protection
group. That is, larger group size makes lower probability value because of higher
spare capacity and more degree of sharability. Fixing or reducing the group size
will also make more blocks since the heavy contention of the same group area.
Also note that even the network 4 has the highest nodal degree and more dense
than other network samples, the curve shows that its performance is not the
best since there implies some relations between the path length and the group
size. When the loading is higher, the traffics which located at one group increase
and then decrease the setup successful ratio because of the lower sharability of
protection resource. The local wavelength utilization which means the ratio of

utilizing wavelengths and fiber ports within the protection group is higher than
the global ratio which means the degree of whole network resource accessing.
We only illustrated local utilization in the figure.

The sharability in one group under various traffic loads for network 4 is
showed in Figure 4. The average number of connection in a group is recorded
and it reveals that only few number of reliable demand can be accomplished
within a fixed sized group at some time instant. It can be improved if the larger
size group is chosen each time when any connection request arrives.
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Table 1. Sample network topology information and statistical simulation results

Target Node number Edge number Average Average
network node degree group size

(a)NSFnet 14 21 3.00 5

(b)Italy 21 35 3.33 4

(c)USAnet 46 76 3.32 9

(d)French 122 214 3.51 7
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Fig. 2. Performance evaluation in IDGP

Table 2. Control overhead in IDGP and IDGP-A

Target # control signal # control signal Saving
network in IDGP in IDGP-A %

(a)NSFnet 483 436 9.73

(b)Italy 475 441 7.16

(c)USAnet 674 546 19.0

(d)French 703 539 23.3

5 Control Mechanism

As mentioned before, the dynamic resource allocation and provisioning is con-
ducted by signaling operations riding over the control channel. The control chan-
nel provides connectivity over the links in the network and thereby reflects the
latest physical network topology. The amount of control signaling message ex-
changed and management strategies will affect the restoration time heavily. In
this paper, we will adopt the flow-based signaling protocol to establish the mes-
sage exchange mechanism. Each connection or its segment locates at specific
group domain will be designated to a fixed flow identifier, and each node will
store the connectivity with other nodes which are in same domain. The flow ID
and its protection-related resource will be recorded in the intermediate nodes
along the working path when it is provisioned. There is also an additional bit in
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control packet to indicate if it is a normal exchange message or failure notifica-
tion mess-age. These messages can be exchanged periodically or in event-driven
manner. The latest resource utilization and the routes information will be saved
in the protection table. When the failure occurs, the node which detects this
situation will send the failure notification message to the closest node located at
the protection path, this process will then continue until the source and destina-
tion nodes are aware of the failure condition and perform protection switching.
By this way, the operations performed by the OXC nodes in the control plane
can be described as follows :

Receive(EVENT)
If receive failure notification message then
{

UPDATE: update the protection table
PROTECTION PROCESSING:

1. Find the backup path by protection table
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2. Send the failure message to the closest node in the
backup path until it arrives the source/destination node

}
If receive normal control message then
{

UPDATE: update the protection table
PROTOCOL PROCESSING:

1. Extract the control message to handle specific event
2. Check the resource capacity by scaling function

}
If receive RELEASE message then
{

Release the resource reserved for this connection
}
If receive SETUP message then
{

Find the working-protection path pair by cost function, record
this information in the protection table, send control messages
to other nodes, perform forward reservation

}

The signals are assigned to different priorities. The priority of various control
signals from high to low are UPDATE, RELEASE and SETUP, respectively.

6 Conclusion

This paper studied the dynamic group protection based restoration heuristics
in optical WDM networks. For the dynamic traffic demands, rather than the
traditional link/path form restoration schemes, the adaptive protection group
specified by available network capacity is more flexible and properly reflects
practical condition due to the variant traffic demands. We extended the sub-
mesh restoration with additional potential spare capacity calculation and adap-
tive group maintainment control mechanism. The simulation results reveal that
about 25 percent of control overhead can be eliminated and the blocking level
or local resource utilization can be held by the proposed strategies. The shara-
bility anlysis also gives a rough sketch of the traffic load level in the dynamic
protection group.
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Abstract. Recently we observe wide use of P2P(Peer to Peer) applica-
tions of which traffic shows different statistical characteristics compared
with traditional applications such as web and FTP(File Transfer Pro-
tocol). In this paper, we measured traffic from a subscriber network of
KT(Korea Telecom) to analyze P2P traffic characteristics. Analysis re-
sults show that P2P traffic is much burstier than web traffic and its
upstream and downstream traffic is symmetric which is also very much
different from that of conventional applications. To predict QoS related
parameters such as packet drop probability and delay, we modeled P2P
traffic using two self-similar traffic models and compare their accuracies.
With simulation we show that the self-similar traffic models we derive
predict the performance of P2P traffic accurately and thus when we de-
sign a network or evaluate its performance, we can use the P2P traffic
model as reference input traffic.

1 Introduction

With the evolution of Internet, new applications appear continuously. Recently
we see that P2P applications such as Napster and E-donkey are widely used.
These applications have changed the way we distribute the contents. Before the
advent of P2P applications, Internet traffic was asymmetric: there was more
downstream traffic than upstream. Most of the information was located in the
servers located in the Internet Data Center (IDC). In the past, Internet was
usually used to surf the web, listen to the Internet radio, or download videos.
Internet users consumed much more information than they generated. After the
advent of P2P applications, however, each user is a contents provider as well as
its consumer. Thus as P2P applications become popular, traffic distribution in
the ISP’s network becomes more symmetric.
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QoS is a very important issue in Internet. In order to provide QoS effectively,
we need to understand the characteristics of the traffic to which we want to pro-
vide QoS. To understand the characteristics of recent Internet traffic, especially
P2P, and its impact to the network, we measured traffic at an access network
for a group of high speed home subscribers with KT(Korea Telecom). In this
paper, we present the statistics and traffic modeling results for the measured
P2P traffic. To do that we analyze measured subscriber network traffic for both
upstream and downstream flows and compare the self-similarity of emerging
P2P and conventional web traffic. From the analysis, the traffic generated from
P2P applications is found to be burstier than that of conventional applications
such as FTP and web. The traffic model is an important factor in assessing
the network performance and QoS of the given application since it can be used
to estimate network performances such as delay and packet drop probability.
We investigate packet drop probability and mean delay using SSQ(Single Server
Queue) and predict these two parameters using M/Pareto and Fractional Gaus-
sian Noise(FGN) models.

The rest of the paper is organized as follows. In section 2, we summarize
self-similarity of traffic. In section 3, we describe two self-similar traffic models,
M/Pareto model and FGN model, and the traffic model accuracy assessment
method using SSQ. In section 4, we explain where and how we captured the
traffic. In section 5, we present important statistics of the traffic from flow anal-
ysis. In section 6, we estimate self-similarity of the captured traffic and model it
using the FGN and the M/Pareto models. Then we evaluate the accuracy of the
models by predicting drop probability and mean delay using SSQ. In section 7,
we conclude our paper.

2 Self-Similarity of Traffic

Self-similarity of traffic displays structural similarities across a wide range of
time scale [1, 2, 3, 4]. This characteristic was found in Ethernet traffic by Bell-
core researchers [3]. Let the time series X be a covariance stationary stochastic
process. For each m=0,1,2,. . . , let X(m) = {Xmk, k = 0, 1, 2, ...} denote the new
covariance stationary process obtained by averaging the original time series X
over non-overlapping blocks of size m [1, 2, 3].

X(m) = (1/m)(Xt−m+1 + Xtm−m+2 + . . . + Xtm) (1)

If stochastic process X has the following statistical properties, it is defined as
exactly self-similar.

Var[X(m)] = Var(X)

mβ Variance

RX(m)(k) = RX(k) Autocorrelation

(2)

Traffic models based on Markovian assumption have β = 1 and the variance of
the time average decays in proportional to 1/m. In self-similar stochastic process,
the variance decays at a slower rate (mβ , 0 < β < 1) than 1/m.
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In this paper, we use variance-time plot [5] to estimate Hurst parameter
of P2P from a traffic trace. Variance-time plot is based on the slowly decaying
variance of a self-similar process under aggregation. When the variance is plotted
with respected to the aggregation scale(m) as a log-function, the process has
self-similarity only when the plot has a slope smaller than -1. We can find the
slope using the least square line fitting. Mathematically this can be described as
follows.

Var[X(m)] ∼ Var(X)

mβ

log[Var(X(m))] ∼ log[Var[X ]− βlog(m), H = 1 − β/2

(3)

The self-similar nature of traffic may negatively affect QoS of the application
because it can cause longer delay and larger packet drop. Since P2P traffic
portion is large, it is interesting to find its degree of burst and to assess its
impact to QoS and network performance.

3 Traffic Models

Many kinds of traffic models are suggested to describe the self-similar traffic.
In this paper, we use M/Pareto and FGN models which are known to generate
self-similar traffic easily. We briefly describe the two traffic models in this section.

3.1 FGN Model

FGN is an increment process of Fractional Brownian Motion (FBM) and is also
asymptotically self-similar [6, 7, 8, 9]. FGN model describes the aggregated traffic
A(t) in time interal (0, t] by

A(t) = mt +
√

maZ(t), (4)

where the parameter a is the index of dispersion count, m is the average amount
of traffic in unit sample time, and Z(t) is Fractional Gaussian Noise. In this
model, the Hurst parameter H describes the self-similarity of Fractional Gaus-
sian Noise Z(t). The parameter a and the stochastic process Z(t) determine the
type of traffic while the parameter m does the amount of traffic. To summarize,
FGN can generate traffic easily with three parameters m, a, H.

3.2 M/Pareto Model

M/Pareto model is a special kind of heavy-tailed ON/OFF model [10], and it
is also a particular case of M/G/∞ process [11, 12]. In this model, the ses-
sion inter-arrival time has exponential distribution and the period of a session
has heavy-tailed distribution. Since each session represents a single burst, the
arrival of bursts is described as a Poisson process with arrival rate λ. In the
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M/Pareto model, burst durations(d) are independent and identically distributed
Pareto random variables. This Pareto distribution gives the M/Pareto model
self-similarity characteristics. The following parameters are necessary to model
or generate traffic using M/Pareto model.

– Poisson arrival rate: λ
– Arrival rate of traffic within a burst: r
– Starting point of Pareto tail: δ
– Decreasing factor of Pareto: γ

We obtain the M/Pareto traffic model parameters using the mean, the variance,
and the Hurst parameter of the traffic that we intent to model. This means
that we have to find four parameters from the three observed statistical values.
Thus we need to search the optimal values of λ and r without changing self-
similarity. More detailed explanations on this model can be found in [11, 12] and
the references therein.

3.3 Assessing the Accuracy of the Traffic Models Using SSQ

Since traffic models are usually derived from the statistical results of the traffic, it
is very difficult to describe the captured traffic perfectly. Thus we need to assess
the exactness of traffic models. A simple method to do that is by comparing the
performance of SSQ when we feed the captured traffic and the traffic generated
from the model into SSQ, since the network can be described as SSQ [13]. We use
a discrete time queue model with FIFO (First In First Out). To present queueing
process, we let An be a continuous random variable that represents the amount
of traffic entered during n-th sampling interval, and let C denote the constant
service rate of the server. Let Qn be the unsent traffic at the beginning of the n-th
sampling interval. Then the workload of the queue is expressed as

Qn+1 = max(0, Qn + An − C), n ≥ 0. (5)

In this paper, we investigate drop probability and mean delay while we change
the utilization of the queue.

4 Traffic Measurement

With KT, we captured the traffic of around 400 residential subscribers at an
apartment complex for the analysis of end user traffic characteristics. Currently,
KT has more than 5 million high speed internet subscribers. Our measurement
is performed at two DS3 lines(incoming and outgoing) connected to KT network
and captured the traffic for 24 hours during Sep. 15 - 16, 2003.

To capture the traffic we used Tcpdump which can be used freely [14]. When
we captured the traffic, to reduce the dumped traffic volume we limited the
capture size to 68 bytes per each Ethernet frame. First 68 bytes from an Ethernet
packet are enough to extract all the information we need to analyze the traffic
such as IP addresses and TCP port numbers and the packet length.
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Fig. 1. The number of flows and bytes transmitted during one day

5 Flow Analysis

In this section we present flow and packet level statistics for the captured traffic.
We used Coralreef for flow analysis [15]. Generally a flow is defined as a packet
stream which has the same 〈Source IP address, Destination IP address, Source
Port, Destination Port〉 combination [16]. In addition, we consider that a flow
has been terminated if packets do not appear more than 64 seconds [16].

Fig. 1 shows the number of flows appeared and the number of bytes trans-
mitted for each 30 minute interval. In Fig. 1, it is surprising to note that the
volume of the upstream traffic is more than that of the downstream. This implies
that many applications are not traditional client-server type. It may be difficult
to observe this phenomenon with ADSL subscribers since its physical speed is
asymmetric in nature. However, at a low utilization level in which the upload
traffic does not saturate the upward link, we may observe similar phenomenon.
In the figure, we can also find that the number of flows and the amounts of
traffic transmitted are not proportional. In the midnights and very early in the
morning, small number of flows generates traffic with high volume.

To understand why this disparity occurs, we analyzed the traffic with respect
to the application type. We classified the traffic into a number of important
applications using both protocol and port number. Applications like E-donkey,
MSN messenger, V-share, Napster, Soribada, and Genie messenger are classified
as P2P. Even though some other applications such as Guruguru are P2P, we
did not classify them as P2P. Because such programs can assign port numbers
dynamically, it is very difficult to track them only using the dumped result.

Fig. 2 shows the volume of the traffic that each application type generates
during 24 hours. In Fig. 2, we can find that, in the downward direction web
traffic takes considerable portion, however, in the upward direction, P2P traffic
and unclassified P2P traffic which is classified as ”others” in the figure take most
of the traffic. In the downward direction, we can also find that the number of
P2P flows is very high compared with its traffic volume. This is because some
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Fig. 2. The number flows and bytes transmitted to the upstream and the downstream

P2P applications such as Soribada exchange Hello Messages frequently using
UDP. From Fig. 2, we can guess that the applications like FTP and Telnet are
not much used these days and instead of FTP, file transfers are made using P2P
programs.

We analyze the measured traffic according to its size and duration. In Fig. 3,
we can see that more than 94% of the total flows are smaller than 1 Kbytes
long, and around 91% of the traffic volume is generated by large flows, each of
which generated more than 1 Mbytes. In the upstream, for flows larger than
1 Mbytes, the applications classified as ”others” and P2P traffic respectively
generated 66% and 33% of the traffic in volume. The duration of the flow shows
a similar distribution. Flows that exist less than one second take more than 83%
of the total flows, however, more than 97% of the traffic volume is generated
by the flows longer than one second. For the flows longer than one second, the
applications classifies as ”others” and P2P flows respectively take 64% and 32%
of the total flows. We can also observe similar flow statistics for the downward
traffic except that the web traffic occupies second biggest portion.
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Fig. 3. The number of packets and bytes transmitted by the flows

6 Modeling of P2P Traffic

In this section, we compare self-similarity of P2P traffic with web traffic which
is well-known for highly self-similar [4]. We model P2P traffic using the FGN
and the M/Pareto models described in section 3. We also evaluate the accuracy
of both models by predicting drop probability and mean delay in network and
by comparing it with that of P2P traffic trace.

6.1 Measurement of Self-Similarity

To find the Hurst parameter, we use the traffic sampled between 11:00 and 12:00
p.m. which was the busy period for the residential subscribers. We estimate
the Hurst parameter for the aggregated P2P traffic, instead of measuring the
parameter for each P2P application type. To find the Hurst parameter we use
the variance-time plot method which is one of the easiest way to find Hurst
parameters[1][3][6]. Fig. 4 shows the variance time plots and Hurst parameters
for both P2P and web traffic. In Fig. 4, as expected, the web traffic shows
strong self-similarity with H = 0.898 while P2P traffic shows even stronger self-
similarity with H = 0.974. This implies that P2P traffic is burstier than web
traffic [3].

Since P2P already takes considerable portion in the network traffic and P2P
traffic is burstier than other traffic, it is not difficult to imagine that P2P traffic
affects the network performance negatively even if the traffic volume is the same.
Accordingly QoS of other applications as well as that of P2P will suffer unless
the network has effective QoS mechanism.
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Fig. 4. Variance time plot for P2P and web traffic

Since the network is not designed to accommodate symmetric traffic between
users, many ISPs in Korea implicitly limit the rate of traffic that a user can up-
load so that excessive congestions may not occur. In case of Ajou University, P2P
traffic would consume most of the bandwidth if it does not limit the bandwidth
allowed for P2P applications. As the number of P2P applications as well as P2P
users is expected to increase continuously, soon one of the serious network man-
agement problems for ISPs will be how to manage P2P traffic so that QoS of
other type of important applications are not suffered.

6.2 Traffic Modeling Results and Their Accuracies

To model busy hour traffic, we sample the traffic with an interval of 0.1s from the
same busy hour traffic used in the flow analysis and then model the traffic. From
the traffic samples, we get the following statistics: mean = 21.28 Kbytes/0.1sec,
variance = 169.6 Kbytes2, H = 0.974. Using the three values, we model the
traffic with FGN and M/Pareto models. The model parameters for both traffic
models are summarized in Table 1. To assess the accuracies of the both traffic
models, we investigate drop probability and mean delay in SSQ while changing
the utilization of the queue. We feed the traffic trace and the synthetic traffic
generated from the traffic model into a SSQ and compare both drop probability
and mean delay. Fig 5. shows the results. In Fig. 5, we can see that the FGN
model models the traffic trace very closely when the utilization of SSQ is higher
than 60%. However the M/Pareto model is a little less exact than FGN model in
this utilization. At lower utilizations, however, the M/Pareto model can model
the traffic trace much more accurately than the FGN model. From Fig. 5, when
the entire utilization range is considered, we can determine that the M/Pareto
models the traffic trace more accurately.

The above results imply that we can use the P2P traffic models we derived
from the traffic trace as reference traffic input when we design a network or
evaluate its performance. This will greatly reduce the time to analyze the network
or QoS while providing relatively accurate results.
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Table 1. Traffic model parameters

M/Pareto model parameter FGN model parameter

λ r δ γ Mean(m) IDC(a) Hurst(H)

3.8957 46.766 0.1 1.05 21.28 Kbytes/ 0.1sec 7.896 0.974
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Fig. 5. Drop probability and mean delay of the traffic trace and the traffic models

7 Summary

In this paper, we analyzed the characteristics of emerging P2P traffic and mod-
eled it with self-similar traffic models. The analysis showed that the character-
istics of the network traffic are changing because P2P traffic is very bursty and
symmetrical in nature, and it is widely used already. The impact of P2P traffic
to the network can be summarized as follows. First, as more P2P applications
appear we need to improve current asymmetrical network access technologies
such as ADSL and Cable modem. They may not be able to meet the increasing
upstream bandwidth requirement of the P2P applications. Second, the network
topology of ISP needs to be changed. Currently ISP network is designed under
the assumption that most of the contents are in its IDC or from other networks,
and thus it is not efficient to exchange huge amount of P2P traffic between
their subscribers. To accommodate this requirement, ISP’s network may need to
change to mesh topology. Third, Since P2P traffic is burstier than that of many
conventional applications such as web and FTP and it takes major portion in
network traffic in the near future, the network will become more easily congested
and thus result in lower QoS.

We also modeled the traffic trace with FGN and M/Pareto models. We
showed that they can estimate both drop probability and mean delay of traffic
trace accurately. Thus the two traffic models can be used to predict end to end
QoS of P2P applications as well as its impact to that of other applications. We
expect that more P2P applications will emerge and P2P traffic will take most of
the network traffic in the near future. In order to provide efficient network ser-
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vice and QoS to applications, it is very important to understand network traffic
and more studies are necessary.
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Abstract. As one of the most important mechanisms in next-generation
networks with QoS support, admission control that allots network re-
sources should be scalable and efficient. Keeping the connectionless na-
ture of the Internet without resource reservation, we propose a novel
multi-constrained end-to-end admission control mechanism to provide
statistical QoS guarantees. We divide the Internet into the core and
edge networks hierarchically. The core only maintains its own QoS state
and uses connectionless hop-by-hop QoS routing. The ingress router per-
forms the admission control by coordinating with all of the routers along
the end-to-end path and maintains the per-flow state. The four trips of
a request in the admission control process reduce the impact of stale
routing information. Simulations show the effectiveness of the proposed
mechanism without resource reservation.

1 Introduction

It is a desirable feature of the future Internet to provide the end-to-end quality-of-
service (QoS), especially to control the different QoS parameters (e.g. bandwidth,
delay, cost, loss rate and etc.). However, strict QoS guarantees are too difficult
to achieve in connectionless Internet. In the paper, we investigate the statistical
QoS guarantees with connectionless hop-by-hop routing.

As an essential mechanism to allot the network resources [1], admission con-
trol is mostly studied based on three basic techniques: (A) Integrated Ser-
vice (IntServ) [2], (B) bandwidth broker [3, 4], or (C) end-to-end measure-
ment [1, 5, 6, 7, 8]. Most of the current admission control mechanisms have
some of the following limitations: (1) Some are opposite to the essence of the
current Internet, i.e. connectionless hop-by-hop routing without resource reser-
vation (e.g. class A and B). (2) Some are not scalable to the number of the flows
and/or the network scale (e.g. class A and B). (3) Some have a long delay in
the process of admission control (e.g. class C). (4) Some cannot control differ-
ent QoS parameters respectively including delay, cost, loss rate, bandwidth and
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so on (e.g. class B and C). Therefore, it is difficult to deploy them in the real
Internet.

As the essence of Internet, the connectionless data flow with hop-by-hop
routing brings the great success of the Internet. Hence, the proposed admission
control mechanism follows the essence with connectionless QoS routing rather
than resource reservation. It has five advantages: (1) Independent routing of dif-
ferent packets in a flow can be deployed as the essence of connectionless Internet.
(2) It divides the Internet into two levels, the core network and the edge network,
to enhance its scalability while support the end-to-end QoS. (3) The stateless
core further improves the scalability. (4) The utilization of the network resources
can be improved without resource reservation. (5) It can support different QoS
parameters based on QoS routing independently.

The rest of this paper is organized as follows. We give the routing model
as a background in Section II. The problem is formulated in Section III. In
Section IV we present the proposed admission control mechanism. In Section
V simulations are given to evaluate the proposal. Finally, conclusions appear in
Section VI.

2 Network Routing Model

The next generation Internet needs to provide QoS support rather than the
traditional best effort service. The Integrated Service (IntServ), providing the
perfect QoS guarantees, cannot be deployed due to its limitation on scalabil-
ity [2]. Although DiffServ is scalable, it cannot distinguish different flows to
control multiple end-to-end QoS parameters (e.g. cost, delay, bandwidth, loss
rate) separately. Although packet scheduling can provide QoS to a certain ex-
tent [9, 10], it is not a global optimal mechanism. For example, scheduling may
lead that some links are congested while others are free. Therefore, routing is an
important mechanism for QoS support. Even in some special cases, routing is the
only way to support global QoS in the Internet. For example, there are two paths
between two host in the network. One path is via satellite links, and the other is
made up of optical fibers passing multiple Autonomous Systems (AS). Because
the path via the satellite has fewer hops or costs in the configuration, it will
be selected by traditional routing. However, its long delay and low bandwidth
cannot satisfy the real-time high-bandwidth multimedia applications.

QoS routing is mainly studied based on IntServ with connection-oriented
resource reservation to support QoS guarantees [11]. Because IntServ is not
scalable, it cannot be deployed in the real Internet. The essence of Internet
is simplicity, e.g. connectionless, hop-by-hop routing, no resource reservation.
However, it is difficult to support QoS guarantees without connection-oriented
resource reservation. Therefore, settling for the lesser to improve the practica-
bility, connectionless QoS routing may achieve statistical QoS guarantees rather
than the strict QoS guarantees.

Although it is an NP-complete problem to find a multi-constrained path,
some proposed heuristics achieve a high performance with a good scalability [12,
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13, 14]. Hence, the routing algorithm itself can be regard as a solved problem.
QoS routing is usually under the assumption that all packets in each flow are
pinned onto a specific path. However, a recent study shows that hop-by-hop QoS
routing can still provide a statistical QoS guarantees at a high probability [15].
Additionally, the stability of the core network [16] further enhances the feasibility
of connectionless QoS routing.

In the paper we assume that each router collects the local network state,
e.g. available bandwidth, delay, loss rate and so on. The local state is flooded
by hierarchical QoS routing protocols so that each router maintains the aggre-
gated global network state. Pre-computation routing algorithms [12, 13] can
pre-compute the QoS routing table based on the maintained network state. Be-
cause the QoS routing table performs well when it is only several times the
traditional best-effort routing table, it is a promising routing mechanism in the
future Internet.

Each packet of a QoS flow carries the QoS constraints. For example, each
packet may use four bytes in the IP option field to contain the required band-
width, delay, cost and loss rate. When the packet arrives at a router, the router
looks up the next hop address in the routing table. Just like the Time-To-Live
(TTL) field in the IP header, the constraints carried in the packet header are
changed by the router according to the actual cost of the forward process on
the router before the packet is forwarded to the next hop. For example, the new
delay constraint is the old one minus the delay on this hop.

Since admission control can refuse the flows that networks do not have enough
resources to support, the useless traffic can be decreased efficiently. Hence, ad-
mission control is essential to satisfy the QoS requirements of the flows that
have already been accepted by the networks. Because flows are connectionless
and there is no resource reservation, QoS routing can only support statistical
QoS guarantees. Therefore, in order to improve the scalability and practicability,
the object of the proposed admission control is consistent with that of QoS rout-
ing to provide the statistical QoS guarantees, i.e. to provide the QoS guarantees
in a high probability [5].

3 Problem Formulation

A directed graph G(V, E) presents the network. V is the node set and the el-
ement v ∈ V is called a node representing a router in the network. E is the
set of edges representing links that connect the routers. The element eij ∈ E
represents the edge e = vi → vj in G. Each link has a group of independent QoS
weights w = (w0(e), w1(e), · · · , wk−1(e)), where integer k ≥ 2. In the paper, the
weight elements include additive weights (e.g. cost, delay, jitter), multipliable
weights (e.g. loss rate) and minimum weights (e.g. bandwidth) (See definitions
in [17]). Multipliable weights can be converted to additive weights by logarithm.
Minimum constraint can be easily dealt with in a preprocessing step by pruning
all links that do not satisfy the constraint and computing a path from the rest
sub-graph.
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Definition 1. QoS Flow
In an end-to-end QoS data communication, all of the packets in a single

direction with same QoS constraints are made up of a QoS flow.

A QoS flow has the same source address and port number, destination address
and port number, protocol type and QoS constraints generally. A QoS flow is
also called as data flow or flow.

Definition 2. Feasible Path
For a given graph G, source node s, destination node t, k ≥ 2 and a constraint

vector c = (c0, c1, · · · , ck−1), the path p from s to t is called a feasible path,
if wl(p) ≤ cl for each 0 ≤ l ≤ k − 1 (we write w(p) ≤ c in brief).

For a given QoS request and its constraints c, QoS routing seeks to find
a feasible path p satisfying w(p) ≤ c based on the current network state.

Definition 3. Remainder Constraint
For the constraint c on the path p = e0 → e1 → · · · ,→ em, c′ = c− w(e0) −

· · · − w(en) is called the remainder constraint for the sub-path p′ = e(n + 1) →
· · · → em, where 0 < n ≤ m .

In the forwarding process of a packet, the remainder constraint represents
that the efficient constraint for the later sub-path will decrease with the increase
of the forward sub-path.

Definition 4. Constraint Update
For the QoS packet with constraint c on link e = vi → ej, after node vj

receives the packet, it changes the constraint c maintained by the packet to c′ =
c− w(e). This procedure is called constraint update.

Constraint update in the hop-by-hop forwarding process of a packet makes
it possible that only remainder constraint is carried in the packet header. Thus,
the following routers along the path can perform hop-by-hop QoS routing to find
a feasible/optimal next hop based on the remainder constraint.

4 Connectionless Hierarchical Admission Control

The Internet measurement shows that the QoS state of a link in the core is
comparably stable because the number of users is large enough [16]. On the
contrary, the state of edge networks changes quickly because the relative small
number of users changes quickly and the state may depend on a particular user.
Therefore, in order to decrease the overload of QoS routing, we divide Internet
into two hierarchies: the core network and the edge networks. The edge networks
use the traditional best-effort routing. The core uses connectionless QoS routing
based on the aggregated global network state of the core, while it does not
maintain the QoS information of the edge networks to alleviate the burden of
the core.
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Fig. 1. Four trips of a request for admission control

Because the ingress router does not know the QoS state of the egress edge
network and the core, it cannot provide accurate admission control. Addition-
ally, in order to achieve QoS routing accurately in the core network, the core
needs to know the remainder constraint that only affords the forwarding pro-
cess in the core. Hence, we propose an end-to-end distributed admission control
mechanism. Rather than being performed on the ingress router independently,
admission control is achieved by all of the routers along the end-to-end path.
The mechanism includes four forwarding trips of the QoS request as shown in
Fig. 1.

The 1st Trip: Before the source host sends a QoS flow, it sends the desti-
nation host a QoS request including the concrete QoS constraints. When the
request is forwarded from the source to the destination, the ingress and egress
edge networks use best-effort routing with the constraint update. Thus, when
the destination receives the request, the request only maintains the remainder
constraints that the core network can use.
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The 2nd Trip: QoS weights on a link are asymmetrical, and connectionless QoS
routing can improve the asymmetry. A path satisfying the remainder constraints
needs to be found from the source edge to the destination edge in the core, rather
than from the destination edge to the source edge. Therefore, the destination
sends the request maintaining the remainder constraints back to source edge
router that connects the source edge network with the core. This trip may use
the least delay path in the core.

The 3rd Trip: The source edge starts to find a feasible sub-path in the core that
satisfies the remainder constraints. Because the staleness of the network state
information and the dynamics of the hop-by-hop routing, even if the source
edge router finds a feasible path, the packets may fail to be forwarded to the
destination along the path selected by the ingress router. Consequently, the
successful arrival of the request to the destination edge router means that the
network state satisfies the QoS request.

The 4th Trip: After the destination edge router receives the request with non-
negative constraints, it sends back the request to the ingress router to indicate
that the request can be satisfied. In summary, the 1st trip gathers the QoS cost
used in both the source and destination edge networks. The 2nd trip sends the
remainder constraint to the source edge router. The 3rd trip seeks a feasible
sub-path in the core and the 4th trip confirms the feasibility of the request to
the ingress router.

In order to monitor the ingress flow, the ingress router takes charge of the
response to the QoS request. In case of an acceptance of a flow, the ingress router
sends the acceptance packet to the source host as the response after it finds that
the networks have enough resource for the flow (i.e. the 4th trip succeeds). On
the contrary, if any router along the end-to-end path finds the unfeasibility of
the request, the router sends the refusal response to the ingress router. Then
the ingress router forwards the response to the source host to refuse the request.
Thus, the ingress router maintains an accepted flow table, according to which it
can monitor each ingress flow to prevent illegal flows.

If the QoS request is accepted, the source host can send the QoS flow, where
each packet should contain the concrete QoS constraints. In the forwarding pro-
cess of the data packets, each router first uses a pre-computation or on-line
computation QoS routing algorithm to seek a feasible path according to the
remainder constraints carried by the packet. Then a feasible path is found for
the remainder constraints, the router forwards the packet to the next hop with
constraint update. Both the admission control and the QoS routing mechanisms
support statistical QoS guarantees. Therefore, if a feasible path cannot be found
in the forwarding process, packets can still be forwarded along a nearly feasible
path.
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5 Experimental Results

The efficiency of the network resources and success ratio are studied to demon-
strate the necessity and the performance of the proposed admission control mech-
anism.

Definition 5. Success Ratio
The satisfaction percentage is defined as the number of the flows whose QoS

constraints are satisfied divided by the number of the flows that admission control
accepts.

5.1 Simulation Method

Because it is easy to avoid congestion in edge networks (e.g. recording per-
flow state and high-speed flooding of network state), each edge network can be
simplified as a node. Thus, we only simulate the core network and regard an
edge network as an edge router for simplicity.

NS-2 is used in the simulation and we change its routing protocol to sup-
port QoS information. Each node uses the multi-constrained pre-computation
algorithm (MEFPA) to pre-compute the QoS routing table [12]. We use GT-
ITM [18] to generate two pure random network graphs: one with 50 nodes and
109 links, and the other one with 100 nodes and 235 links. For each link, we
then generate a minimum QoS weight (e.g. bandwidth), which changes accord-
ing to the accepted flows during the simulation, and three kinds of constant
additive weights (may represent delay, jitter and loss rate). All of the weights
obey uniform [1,1000].

We adopt the method of the threshold to update QoS state informa-
tion [18]. The ratio of the available bandwidth is defined as Bv = |Bw(new) −
Bw(old)|/Bw(old) , where Bw(new) is the available bandwidth at present and
Bw(old) is the one at last update. We take the threshold 50%. Thus, when
Bv ≥ 50%, the node will update the QoS state information to others and set
Bw(old) = Bw(new).

The flows are generated as follows: We first select two nodes randomly in
the network, where the minimum number of hops between them is three. We
then use MEFPA to find a least-energy path with a random energy coefficient a,
where the energy is defined as

∑k−1
l=0 alwl [12]. Thus, we take the additive QoS

weights of the path as the constraints of the generated flow. For the bandwidth of
the flow, we take 10% bandwidth of the least-energy path in the initial network
as the required bandwidth in 50 nodes graph, and 20% in 100 nodes graph. The
flows obey the Poisson arrival.

5.2 QoS Performance Improved by Admission Control

Fig. 2 shows the satisfaction percentage of the flows with different flow intensities
compared in three networks: QoS routing with admission control, QoS routing
without admission control and best effort routing. The x-axis is the number of
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(a) 50 nodes  (b) 100 nodes  

Fig. 2. Satisfaction percentage of flows

flows. We obtain three points here: (1) Satisfaction percentages in QoS routing
are higher than that in best effort. The reason is that QoS routing can adjust
the end-to-end path according to the requirement in the dynamic networks. (2)
With the increase of the flow numbers, satisfaction percentages with QoS routing
decrease, because of the staleness of the network state maintained by each node
and simultaneity of the flow arrivals. (3) When the flow number is large (e.g. 500
or larger), the decline of the satisfaction percentage with admission control is
much less than that without admission control. This aspect shows the necessity
and performance of admission control to QoS routing.

In order to show the performance improved by admission control, the update
threshold is set to zero. Fig. 3 shows the utilization distribution of the network
resources in the case of Fig. 2 with/without admission control. Once 10 flows
arrive, the utilization distribution of all links is computed. The y-axis is the
percentage of utilization distributions. From the bottom to the top, each block
presents the percentage of links whose utilizations are between 0%−10%, 10%−
20%, · · · , 90%−100% . The topmost block in Fig. 3(b) represents the percentage
of congested links. Because there is no staleness, in Fig. 3(a) there are no
congested links. Additionally, the utilization percentage between 90%-100% is
much higher in Fig. 3(b) than in Fig. 3(a). Therefore, the absence of admission
control increases the traffic burden on some links heavily. The congestion induced
by the burden decreases the satisfaction percentage in Fig. 2 when the flow
number is large.

6 Conclusion

We propose a novel approach, the connectionless distributed end-to-end admis-
sion control mechanism, to the statistical QoS guarantees for future Internet.
Based on the connectionless hop-by-hop routing, we divide the Internet into two
hierarchies: the core and the edge networks. The core uses hop-by-hop QoS rout-
ing while it only maintains the QoS state of itself. Per-flow state is maintained
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(a) QoSR with admission control (b) QoSR without admission control  

Fig. 3. Distribution of link utilizations

on the ingress router. The proposed admission control mechanism is accom-
plished in four trips of a QoS request with the coordination of the routers along
the end-to-end path. Extensive simulations show that the mechanism can pro-
vide statistical QoS guarantees with a high probability. The hierarchical network
model used in the mechanism enhances the scalability of QoS routing. Addition-
ally, the connectionless hop-by-hop routing without resource reservation is still
kept. Therefore, the scalability and practicality of the mechanism is obvious.

The paper is our first step into QoS control mechanisms in connectionless
hop-by-hop routing networks. We are now developing such router prototypes to
validate the practical feasibility of these mechanisms.
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Abstract. It is possible to enjoy the quality of service related informa-
tions of a single node or a link between two nodes, which is understand-
able for the technical people only. Yet, there is no zone-based quality of
service in the Global Internet which is understandable for both the tech-
nical and non-technical people. Zone is used as an autonomous systems
(AS) in this document. To fulfill this requirement, this paper approached
a new model called Ryuki Model to produce quality of services for the
zone on the Internet.

Keywords: Ryuki, Quality of Service (QoS), Autonomous Systems (AS),
Traffic Monitoring, Packet Flow, Flow Modeling.

1 Introduction

Nowadays, the Internet has become a strong part of the social media. But, there
is a big gap between the technical and non-technical users. First, QoS related
information (throughput, delay, etc.) are understandable for the technical people
(network engineer) only, but not for non-technical people. In order to alleviate
this problem, we have defined three new metrics, which are easily understandable
for both the technical and non-technical users. Non-technical people are the peo-
ple who have a little or no knowledge on QoS related information. Second, in the
global Internet, QoS related information is available for a single node or a link
between two nodes. Yet, there is no QoS related information for the ’Zone’ on
the Internet. Zone is used as an autonomous systems in this paper where multi-
nodes and multi-links are connected. The Internet applications are coming with
new and friendly interfaces, made it possible to enjoy different Internet based
network services easily. The network users (human and applications) need to
know more about the underlying network to expect a better service or perfor-
mance of the network. But the isolation of the network layers made it difficult
to provide the network related information to the top most application layer
where the users and applications are directly involved. Many research efforts
have been made on collecting network information and analyze them to produce
performance related information. QoS related information is important for the
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Internet administrator, but may not satisfy the non-technical users. To satisfy
the non-technical users, the most important requirement is to make visualize
the network information as simple as possible. Our motivation of this work is to
answer to this requirement: introduce some new metrics, which will better rep-
resent the network and will be visible from the application layer. So far, network
management related information (SNMP-MIB [3], IRR-MIB [1] [6] , WHOIS [2])
and their representation have been limited and useful to the technical people.
From this information, a network engineer or a technical person can understand
the static information such as which device is connected to where and their con-
nectivity status. Drawing a network map [8] was a nice attempt to visualize the
connectivity information. A. Ashir et. al. [7] worked to put dynamic informa-
tion (throughput, congestion) on the map. T. Saito et. al. [9] has succeeded to
capture remote congestion monitoring.

However, all these works did not consider any geographical location. In this
work, we supplement their work by mapping the network connectivity into the re-
spective geographical locations. We are introducing a new model “Ryuki Model,”
which takes care of representing the network information in a network weather
map. Ryuki is a Japanese word, introduced by S. Saito [5] [4]: the character
“Ryu” means flow and “ki” means atmosphere. The reason to choose this word
is, because our research also characterizes the atmospheric flow (network flow)
coming in or going out from a geographical zone. We focused on the term “ge-
ographical zone.” To classify the network information on geographical zones,
one needs to know the network resources (network devices, their connectivity
information) and other metrics on that zone. Our contribution in this work is to
map all these information into a specified area. In practice, the proposed Ryuki
model has its link with different network planes. It collects network traffic infor-
mation from the lower planes. The collected information is analyzed to produce
QoS related information i.e. delay, throughput etc. But while looking at the geo-
graphical zone, first we identify the network devices available on that zone. Then,
measure the outgoing flow, incoming flow and also consumption flow (which is
generated inside the zone and also dissolves inside the same zone). This infor-
mation is important for the next plane of the Ryuki Model. We have introduced
three new indexes: Ryuki temperature, Ryuki pressure and Ryuki density. These
were named in the analogy with the observation item of the atmosphere. The
temperature is an index to the amenity of the climate, and Ryuki temperature
shows the amenity of the communication services. Ryuki pressure contrasted
with the property of anticyclone and cyclone expresses the distributability of
the flow. By simulating thing in which buoyancy of the wing and propagation
velocity of the sound increase with that air density is high, Ryuki density shows
the expected value of the usable bandwidth. Then, in the second plane of the
Ryuki model offered the service status of a zone. The results of Estimation plane
is then calculated to produce the service status of zone. These different type of
services is mapped on the top of the Ryuki Model, stays the Ryuki Map. This
map is transparent to the network users. In short, this work introduces zone-
based quality of services(QoS).
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Fig. 1. Ryuki Model Architecture

2 Ryuki Model Architecture

The proposed Ryuki Model has four planes. In Fig. 1, we have shown the hi-
erarchical architecture of Ryuki model. Each plane has its own responsibility
to process the network information. The bottom plane collects raw network in-
formation from the network devices, SNMP-MIBs and IRR-MIBs and passes
the information to the second plane. At the second plane, the traffic is classi-
fied into different flows. From a traffic flow, we can easily understand the IP
end-points. The IP addresses are mapped into their respective AS addresses.
From AS addresses, we can easily get the geographical locations they belong
to. Service-related information is derived at the third plane. The Ryuki Map at
the top plane contains the network weather related information. In the following
subsections, detail descriptions of the different planes are presented.

2.1 Traffic Monitoring Plane

Network traffic is collected in this plane. Available traffic sources we are consid-
ering are: the sniffers (e.g. tcpdump), MIBs, network logs (server and application
logs). The collected traffic will be classified into different flows. By a flow, we
mean a traffic traversing between the same source and destination pair using
the same application. Therefore, to sort out the flows, one needs to find out the
source-destination pair on an application. Flow based network characteristics
can be derived from this flow information.

2.2 Estimation Plane

In this plane, the flow based traffic is analyzed to see the flow based perfor-
mance index: throughput, delay etc. Therefore we can estimate the network
performance of a link. A link here is a virtual connection between the source
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and destination points of a flow. These source and destination node points have
their IP addresses. Once we know the IP addresses, we can located their cor-
responding AS addresses by using whois [2]. The flow performances are then
mapped as the Inter-AS performance indexes. An AS has its geographical lo-
cation. This information will give us Zone based performance. In short, we can
obtain zone-based traffic performances. We define the performance indexes as
(i) Throughput: This is a standard network transmission capability which indi-
cates how much traffic has been transmitted in a unit time.(ii) Delay: Delay is
a metric which is measured in time. As the network delay is very small, the unit
is presented in milliseconds (msec). In this case, by delay we indicate the delay
between borders routers of the zone. (iii) Utilization: Utilization is the metric
which tells how much of the resource has been used. By using these standard
metrics, we define the following three Ryuki Indexes: Ryuki Temperature, Ryuki
Pressure and Ryuki Density.

Ryuki Temperature: Ryuki Temperature is an index which shows the network
health status of a zone. Network health status is defined as how much information
flow is in the zone at time t. To estimate the network health status of zone we
have considered the following items:

Uz,n ≡ 1
n

n∑
r=1

Ur ≡ 1
n

n∑
r=1

(
1
l

l∑
t=1

ct

maxt
) (1)

Ur indicates utilization of a border router; ct – current throughput of a link;
maxt – maximum throughput of a link; l – number of total links in a border
router; Uz,n indicates utilization of a zone; n – number of total border routers
in a zone. z – indicates the zone. Expected delay is measured in time. A zone
has many border routers. The end-to-end delay between two border routers are
measured in two steps. Step − 1 : we took the bandwidth BWs of a zone from
the saturation point of throughput. Step − 2 : we took the delay di,j from the
fifty percent of BWs as BWs/2 . This delay is called expected delay of a zone.
Current delay dcz,t indicates the end-to-end delay between two border routers
of a zone. Ryuki Temperature is defined as follows,

Tz,t ≡ kq · Uz,n · dez,n

dcz,t
≡ kq · Uz,n ·

∑n
i,j=1 dei,j∑n
i,j=1 dci,j

(2)

where, Tz,t represents the Ryuki Temperature of a Zone at time t; Uz,n – utiliza-
tion of zone; kq is an arbitrary constant; dez,n – expected delay; dcz,t – current
delay. n – total number of border routers.

Equation (2), tells that the temperature is dependent on utilization and cur-
rent delay, since expected delay of zone are fixed. When the current delay is
high, the delay coefficient is then small, therefore, temperature is low and when
the current delay is less than expected delay, the delay coefficient is then big
which means that the temperature is high.
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Ryuki Pressure: Ryuki Pressure is an index to show the traffic smoothness
of a zone. How the traffic is flowing in the zone. Is the traffic goes smoothly
through the zone. For the estimation of zone pressure we have considered (i)
Consumption Flow of Zone which shows that how much flow consume a zone at
time t. A zone can consume flow from two sources. Outside sources and inside
sources. As we considered that the Ryuki zone is a black box. So it is possible to
measure the consumption flow by border routers using the source address (sa)
and destination address (da). The definition of consumption flow is as below:

F cf
z ≡

n∑
j=1

(F sa
j + F da

j ) (3)

where, F cf
z – consumption flow of a zone [bps]; j – routers belongs to the

zone; F sa
j – flow with source address equal routers j, where routers j belongs

to the zone; F da
j – flow with destination address equal router j, where routers j

is belongs to the zone.(ii) Incomming flow is equal to how much flow receives
the zone at time t. F in

z – total incoming flow of a zone; IF in
j – incoming flow

at border router j with destination address is not inside Zone. (iii) Outgoing
flow equal how much flow sends the zone at time t. (iv) Transit Flow and Flow
activity of the zone are defined by the following expressions:

TransF low ≡
n∑

j=1

(IF in
j + OF out

j ) (4)

F act
z ≡

∑n
j=1(F

sa
j + F da

j )∑n
j=1(IF in

j + OF out
j )

(5)

We have discussed the current delay and expected delay in subsection 2.2. Using
the above items we have proposed the Ryuki Pressure in the following equation:

Pz,t ≡ ks · F act
z · dcz,t

dez,n
(6)

where, ks is an arbitrary constant; Pz,t – the Ryuki Pressure of a Zone at
time t; F act

z – flow activity of zone; dez,n – expected delay; dcz,t – current delay.
we have proposed the equation (6) to check the smoothness of zone. In equation
(6), pressure is high or low dependent on flow activity and delay coeficient. Ex-
ample: If expected delay is greater than current delay, the value of pressure is
low which means that the smoothness of zone is good otherwise bad.

Ryuki Density: Ryuki Density is an index to show the expected bandwidth
availability of a zone. i.e, how much bandwidth is available in zone. To represent
the Ryuki density we took the (i) Maximum Bandwidth: If a zone has three
border routers and physical bandwidths are 1.5 Mbps, 2.5 Mbps and 3.5 Mbps
respectively then we will call maximum bandwidth maxB is 3.5 Mbps of the zone
(ii) Peak Bandwidth: peakB indicates the Peak Bandwidth of the zone which is
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logical. If the physical bandwidth is 1.5 Mbps and the link used maximum 1.0
Mbps throughput at time t then we will say, peak bandwidth is 1.0 Mbps. note
that, peakB is less than or equal to maxB and (iii) Average Bandwidth: If the
delay between two borders is 3 milliseconds. Bandwidth is utilized 10%, 20%
and 30% at time t1, t2 and t3 milliseconds. Then we will call average bandwidth
utilization is 10%+20%+30%

3 = 20% at time 3 milliseconds.

Dz,t ≡ kp · max(peakBWr|r = 1, n)
1
n

∑n
r=1

1
r

∑r
l=1 avgBWl

· dez,n

dcz,t
(7)

where, Dz,n shows the Ryuki Density of a zone at time t; kp is an arbitrary
constant; avgBWl – average bandwidth of links l; peakBW(r) – the peak band-
width of border routers r [Mbps]; avgBWr – average bandwidth of routers r;
Max – maximum bandwidth of border router [Mbps]; dez,n – expected delay;
dcz,t – indicates the current delay; n – total number of border routers of a zone.
In equation (7), the density of zone depends on current delay, since bandwidth
availability and expected delay of zone are fixed. When the current delay is
greater than expected delay then density is low and when the current delay is
less than expected delay density is high means zone has available bandwidth.

2.3 Service Plane

From the estimation plane, we obtained zone based Ryuki indexes (Temperature,
Pressure and Density). Based on the Ryuki indexes, we find out the service
expectation in this plane. The proposed services are:

– Quality of Service: Expected quality at a certain time from a certain Zone
– Cost of Service: Indicates the cost to enjoy any network services

Quality of Service (QoS) of the Zone: QoS is still vague term in any envi-
ronment of the earth. Quality can encompass many properties in networking, but
people generally use quality to describe the process of delivering data in a reliable
manner or even some how in a manner better than normal [10]. Yet, there are
only QoS parameters (like: throughput, delay, jitter, bandwidth etc.) which are
understable for technical users. In this research, we have proposed zone-based
QoS definition which is understandable for both the technical and non-technical
users. To represents the QoS definition, we have considered temperature and
density as follows:

QoSz ≡ F (Tz,t, Dz,t) ≡ Tz,t ∗ Dz,t (8)

Cost of Service (CoS) of the Zone: CoS is quite important for any environ-
ment. Still, there is no zone-based service cost offers for the Internet users in the
world, so far. In this document lower cost and better service is estimated for ryuki
information service users. When determining CoSz , division of pressure Pz,t by
density Dz,t of zone has been used as belows:

CoSz ≡ F (Pz,t, Dz,t) ≡ Pz,t

Dz,t
(9)
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Fig. 2. Traffic Load Vs. Throughput, Delay

2.4 Ryuki Map Plane

This is the top plane of the Ryuki Model. Ryuki map is drawn in this plane. As
discussed earlier that internet become social impact and for the non-technical
user visual map is needed. To present all Ryuki information in the Ryuki map,
we have considered:

– Ryuki Status
– Quality of information communication service and
– Cost of information communication service.

Ryuki configuration information, referred to as Ryuki map in the following,
comprises of information about zone objects. The map information will cover
the interconnection between the various servers of zones. This map will show
the Ryuki services and functions. The Ryuki map covered both geometric and
geographical information. The geometric information describes the Ryuki prop-
erties to the end user. The geographical information describes the geographical
location of zones.

3 Simulation: Results and Analysis

The proposed Ryuki Model is under simulation by using a popular network
simulator. The network traffic has been collected and analyzed to produce QoS
related information and mapped to display in the Ryuki Map.

3.1 Results

In this section, we have explained the obtained results from the simulation. Based
on the results we have analyzed the service parameters (Quality of Service and
Cost of Service) in the next section. We have obtained the throughput (Th) and
delays (D) of a zone from the simulation results. In Fig.2, when the traffic load
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Fig. 3. Traffic Load Vs. Temperature, Density and QoS(kq = ks = kp = 1)

are sequentially increasing dealys are also increasing this is because the zone is
congested with traffic injecting by application. In 100Base− T (100Mbps) and
T 3 (45Mbps) the maximum throughput is when the traffic load are 0.5 and 0.9
respectively where the delay of 100Base−T link is smallar than the delay of T 3.
So, the zone which connected with 100Base−T is good for packet transmission
for the users.

3.2 Analysis

Ryuki service parameters refer the service status of the zone. Service parameters
are useful for Internet users, subnet managers etc.

Quality of Service (QoS): In Fig.3, we show the results of the zone quality
by comparing with the different value of temperature, density and percentage of
traffic load. In real weather forecast, when the density of atmospheric air is in-
creased then temperature is also increased, and when the density of atmospheric
air is decreased then temperature is also decreased. Ryuki temperature and den-
sity have changed due to concentration of information flow in a zone. Therefore,
If a zone has low temperature and high density, we will call the quality of zone
is good. Again, if a zone has high temperature and low density then we will
call the quality of zone is bad. As a whole, users demand is good quality zone.
Comperatively, high quality is when the zone is less busy.

Cost of Service (CoS): The results in Fig.4 is shown the achieved cost of
service of the zone. In general, users desire is lower cost. CoS characteristics
provide the quality / congestion in the zone. A relatively better cost is when the
zone is less busy. In Fig.4, we show the results of zone cost by comparing with
the different value of pressure, density and percentage of traffic load. If a zone
has high pressure and high density, we will call the cost of zone is high. Again, if
a zone has low pressure with low density then we will call the cost of zone is low.
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General user like less congested and bandwidth availability of zone because of
low cost, on the other hand, network manager like congested zone so that they
can charge more to the user.

3.3 Evaluation of Service Parameters:

The following table shows the overall performances of the zone from the cus-
tomers (General user and the Network Manager) point of view. Here, QoS+

indicates that the users need more quality and QoS− indicates that the users
need less quality i.e., more flow needed. CoS+ indicates that zone need more
pressure. ’U’ indicates general user and ’M’ indicates Network Manager. In Ta-
ble:1, we have shown the different pairs of service status. Example: If both the
quality and cost of the zone is low what will be the service for the general user
and network manager? – the second column and second row shows the service
for user is normal but network manager needs high quality. For the low cost
and high quality service status shows that the service is excellent for user but
network manager expect low quality.

Table 1. Service status of the Zone

Quality: → Low Average High
Cost: ↓

Low U: normal U: Good U: excellent
M: QoS+ M: CoS+ M: QoS−

Average U: Poor U: Normal U: Good
M: QoS+ M: CoS+ M: Normal

High U: Very Poor U: Poor U: Normal
M: QoS+ M: QoS+ M: Normal
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4 Conclusion

In this work, we coined a new field of representing Internet traffic related in-
formation in a network weather map where users of a broad range can benefit
from it. QoS related information is understandable to the technical people. We
have focused on the non-technical users demand and came up with a new idea
of Ryuki Model, which displays the network information in a network weather
map by which people can have the basic understanding the present status of
a network and also will be able to predict a near future performance. We have
defined two types of services (i.e. QoS and CoS) which are visualize in the Ryuki
Map. In this research we have proposed the zone based network performances.
The important point is that using geographical zone based Ryuki model people
will be able to compare the zones according to the strength of Internet activities.
An ISP may charge more at a time when the Ryuki service status is higher than
other time. A web administrator may duplicate a server at a mirror site where
traffic is less congested. A user can choose a time depending on the application
QoS requirement. These are important application examples that can be easily
implemented from the proposed base technology, the Ryuki model. Some future
works are summarized as (i) Multi-zone based information flow measurements
(ii) Flow measurements using real data (iii) Develop a Ryuki Map by Java and/or
any suitable programming language to visualize Ryuki Indexes and Services.
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Abstract. With the proliferation of multimedia group applications, the
construction of multicast trees satisfying QoS requirements is becoming
a problem of prime importance. In this paper, we study the delay- and
delay variation-bounded multicast tree (DVBMT) problem which is NP-
complete. The problem is to construct a spanning tree for destination
node, which has the minimized multicast delay variation, and the delay
on the path from the source to each destination is bounded. A solution to
this problem is required to provide decent real-time communication ser-
vices such as on-line games, shopping, and teleconferencing. Performance
comparison shows that the proposed scheme outperforms DDVCA which
is known to be effective so far in any network topology. The enhance-
ment is up to about 3.6%∼11.1% in terms of normalized surcharge for
DDVCA. The time complexity of our algorithm is O(mn2).

1 Introduction

New communication services involving multicast communications and real time
multimedia applications are becoming prevalent. In multicast communications,
messages are sent to multiple destinations that belong to the same multicast
group. These group applications demand a certain amount of reserved band-
width to satisfy their quality of service (QoS) requirements. An efficient solution
for multicast communications includes the construction of a multicast tree that
is rooted at a source and spanning to all the group destinations. For higher band-
width applications, the multicast tree should be designed to minimize the net-
work resources in terms of the tree cost, where the tree cost is defined by summing
costs of all links in the tree. The minimum cost multicast tree is known as the
Steiner tree [3], and finding such tree is a famous NP-complete problem [4]. Many
heuristics for this problem have been proposed in the literature [2, 5, 6, 7, 8, 14].
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While total tree cost as a measurement of bandwidth efficiency is certainly
an important metric, it is not sufficient to characterize the quality of the tree
as perceived by interactive multimedia and real-time applications. In real-time
communications, messages must be transmitted to their destination nodes within
a limited amount of time, otherwise the messages will be nullified. Computer
networks have to guarantee an upper bound on the end-to-end delay from the
source to each destination. This is known as the multicast end-to-end delay
problem [10, 11].

During a teleconference, it is important that the current speaker must be
heard by all participants at the same time, but otherwise the communication
may lose the feeling of an interactive face-to-face discussion. Another similar
dispute can be easily found in on-line video gaming. These are all related to
the multicast delay variation problem [12]. In this paper, we improves the Delay
and delay variation constraint algorithm (DDVCA) that is known as the best
algorithm [13]. The shortcoming of [13] is that the selection of a core node over
several candidates (possible core nodes) is overlooked which means a core node is
randomly selected among candidates. Meanwhile we investigate candidate nodes
without increasing the time complexity for the better selection. Computer sim-
ulations show that our algorithm is efficient in terms of the multicast delay
variation. The enhancement is up to about 3.6%∼11.1% in terms of normalized
surcharge for DDVCA. The time complexity of our algorithm is O(mn2).

The rest of the paper is organized as follows. In Section 2, we state the
network model for multicasting, and section 3 presents details of the proposed
algorithm. Then, in section 4, we evaluate the proposed algorithm by the simu-
lation model. Section 5 concludes this paper.

2 Preliminaries

2.1 Network Model for Multicasting

We consider a computer network represented by a directed graph G = (V, E)
with n nodes and l links or arcs, where V is a set of nodes and E is a set of
links (arcs), respectively. Each link (i, j) ∈ E is associated with delay d(i,j). The
delay of a link is the sum of the perceived queueing delay, transmission delay,
and propagation delay over that link. We assume that the available delay on
each arc is asymmetric in general.

Given a network G, we define a path as sequence of nodes u, i, j, . . . , k, v,
such that (u, i), (i, j), . . . , (k, v), belongs to E. Let P (u, v) = {(u, i), (i, j), . . . ,
(k, v)} denote the path from node u to node v. If all nodes of the path are
distinct, then we say that it is a simple path. We define the length of the path
P (u, v), denoted by n(P (u, v)), as a number of links in P (u, v). Let � be a binary
relation on P (u, v) defined by (a, b) � (c, d) ↔ n(P (u, b)) ≤ n(P (u, d)), ∀(a, b),
(c, d) ∈ P (u, v). (P (u, v),�) is a totally ordered set. For a given source node
s ∈ V and a destination node d ∈ V , (2s⇒d,∞) is the set of all possible paths
from s to d.

(2s⇒d,∞) = { Pk(s, d) | all possible paths from s to d, ∀s, d ∈ V, ∀k ∈ Λ }
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where Λ is a index set. The delay of arbitrary path Pk are assumed to be injective
function from (2s⇒d,∞) to positive real number R+. Since (Pk,�) is a totally
ordered set, if there exists a bijective function fk then Pk is isomorphic to Nn(Pk).

Pk = {(u, i), (i, j), . . . , (m, v)} fk−→ Nn(Pk) = {1, 2, . . . , n(Pk)}

We define,

function of delay along the path φD(Pk) =
n(Pk)∑
r=1

df−1

k (r) , ∀Pk ∈ (2s⇒d,∞) .

(2s⇒d, supD) is the set of paths from s to d for which the end-to-end delay is
bounded by supD. Therefore (2s⇒d, supD) ⊆ (2s⇒d,∞).

For multicast communications, messages need to be delivered to all re-
ceivers in the set M ⊆ V \ {s} which is called multicast group, where
|M | = m. The path traversed by messages from the source s to a multicast
receiver, mi, is given by P (s, mi). Thus multicast routing tree can be defined
as T (s, M) =

⋃
mi∈M

P (s, mi), and messages are sent from s to destination of M

using T (s, M).

2.2 The DVBMT Problem

In the following we now introduce two important qualities of service metrics
in multicast communications [12]. The multicast end-to-end delay constraint,
supD, represents an upper bound on the acceptable end-to-end delay along any
path from the source to a destination node. This metric reflects the fact that the
information carried by the multicast messages becomes stale supD time units
after its transmission at the source.

The multicast delay variation, δ, is the maximum difference between the
end-to-end delays along the paths from the source to any two destination nodes.

δ = max{ |φD(P (s, mi)) − φD(P (s, mj))|, ∀mi, mj ∈ M, i �= j }

The issue first defined and discussed in [12] is of minimizing multicast delay
variation under multicast end-to-end delay constraint. The authors referred to
this problem as Delay- and Delay Variation-Bounded Multicast Tree (DVBMT)
problem. The DVBMT problem is to find the tree that satisfies

min{ δα | ∀mi ∈ M, ∀P (s, mi) ∈ (2s⇒mi , supD), ∀P (s, mi) ⊆ Tα, ∀α ∈ Λ }

where Tα denotes any multicast tree spanning M ∪ {s}, and is known to be
NP-complete [12].
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2.3 Previous Works

There are two well known approaches to construct multicast tree for the DVBMT
problem. One is DVMA (Delay Variation Multicast Algorithm) [12] and the other
DDVCA. The algorithm DDVCA [13] proposed by Pi-Rong Sheu and Shan-Tai
Chen is based on the Core Baded Tree (CBT) [9].

The DDVCA first calculates the minimum delay for each (mi, v) pair
with mi ∈ M and v ∈ V . Next for each node DDVCA computes the associ-
ated delay variation, δα, between the node and each receiver. Then it selects the
node with the minimum delay variation, δ, as the core node. Finally, each recever
is connected to this core node through the minimum delay path. The source node
is also connected to the core node through the minimum delay path. If the core
node in quest does not conform to the requirement of supD, the DDVCA will go
on to pick the node with the next minimum delay variation as the next possible
core node and the same process is repeated until we find a core node which
fulfills the requirement of supD.

It has been shown that DDVCA outperforms DVMA in terms of the delay
variation of the constructed tree. Moreover, the time complexities of algorithms
are O(mn2) and O(klmn4) for DDVCA and DVMA, respectively, where n is the
number of receivers.

3 The Proposed Algorithm

In this section, we present our proposed novel algorithm to construct multicast
trees that is superior to DDVCA. In order to define a multicast tree, the basic
idea of the proposed algorithm is based on CBT [9]. The method used in CBT for
the establishment of a multicast tree is first to choose some core routers which
compose the backbone. We also select a core router addressed as a core node.

3.1 Description of the Proposed Algorithm

The goal of this paper is to propose an algorithm which produces multicast trees
with low multicast delay variation. In this subsection, we describe our proposed
algorithm with time complexity analysis. We show an example with explanation
of the algorithm in the following subsection.

The proposed algorithm consists of a core node selection part and the mul-
ticast tree construction part. Hence we take an interest in a core node selection.
When candidate of core node is several nodes, the DDVCA randomly choose
a core node among candidates but the proposed algorithm presents lucid solu-
tion. The proposed algorithm is described in detail as follows.

Proposed Algorithm (G(V, E), M, s, supD)
Input: A directed graph G(V, E), M is the multicast group with m = |M |,
a source node s, a end-to-end delay bound supD.
Output: The multicast tree T such that φD(P (s, mi)) ≤ supD, ∀P (s, mi) ⊆
T, ∀mi ∈ M , and has a small multicast delay variation.
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01. Begin
02. pass = Null; diffmin = ∞; candidate = ∅;

c = Null; compare = Null; T = ∅
/* candidate : the candidates of core node */
/* compare : the max difference between core nodes and visited destinations */
03. For ∀mk ∈ M ∪ {s} Do
04. Dij(mk, vi) = Calculate the minimum delay between mk and vi, ∀vi ∈ V
05. For ∀vi ∈ V Do
06. maxi = max{Dij(vk, vi) | ∀vk ∈ M}
07. mini = min{Dij(vk, vi) | ∀vk ∈ M}
08. diffi = maxi −mini

09. For ∀l ∈ {the minimum delay path from s to vi} Do
/* l : the nodes in minimum delay path from s to vi */

10. If l = mk, ∀mk ∈ M
11. then pass(s, vi, mk) = Dij(s, mk)
12. else pass(s, vi, mk) = 0
13. If diffi < diffmin and Dij(s, vi) + maxi ≤ supD
14. then diffmin = diffi ; c = i
15. For ∀vi ∈ V Do
16. If diffi = diffc and Dij(s, vi) + maxi ≤ supD
17. then candidate = candidate ∪ vi

18. If candidate = ∅ then print “ Tree construct fail ! ”
19. For ∀ci ∈ candidate Do
20. If pass(s, ci, mk) = 0, for every mk ∈ M
21. then comparei = 0
22. else comparei = Dij(s, ci)−min{pass(s, ci, mj)| positive and∀mj ∈ M}
23. c = min{ i | comparei }
24. For ∀mk ∈ M Do
25. T = T ∪ { l | l ∈ the minimum delay path from mk to vc}
26. T = T ∪ { l | l ∈ the minimum delay path from s to vc}
27. Return T
28. End Algorithm.

In selecting such a core node, we use the minimum delay path algorithm.
In steps 3-4, the proposed algorithm calculates the minimum delay from each
destination node and source node to each other node in the network. The results
are presented in Table 1. In steps 5-23, the proposed algorithm looks for a core
node. During the process, for each node, step 8 calculates the associated delay
variation between the node and each destination node. Steps 9-12 check whether
any destination node is visited in the path from source node to each other node.
If any destination node is visited, then the proposed algorithm records in ‘pass’
data structure. Steps 13-14 and 15-17 conform supD and select nodes with the
minimum delay variation as the candidates of core node. Next, the proposed al-
gorithm chooses the core node with min{ φD(P (s, ci))−min{ pass(s, ci, mj) } }
in steps 19-23.
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Fig. 1. (a) A Given network G(V, E) and link delays are shown to each link, (b)
DDVCA and δDDV CA = 7, (c) Proposed Algorithm and δProposed = 5, (d) Optimal
tree and δOptimum = 5

In construction of a multicast tree, each destination node is connected to this
core node through the minimum delay path in steps 24-25. The source node is
also connected to the core node through the minimum delay path in step 26.
Finally, step 27 produces the resulted multicast tree T .

The time complexity of the proposed algorithm is evaluated as follows. Steps
3-4 can be completed in O(mn2) time using Dijkstra’s Algorithm [1], where n =
|V |. Steps 5-14 take at most O(n2) time, since step 10 can be computed in O(1)
using appropriate data structure. Steps 15-17 can be completed in O(n). Steps
19-22 take O(m2|candidate|) time which is at most O(m2n). Because step 25
has a time O(n) , the overall time of steps 24-25 is O(mn). Likewise, the time of
step 26 is O(n). As a result, the total time complexity of the proposed algorithm
is O(mn2), which matches the complexity of the DDVCA. As mentioned earlier,
the time complexity of the DDVCA [13] is O(mn2). The time complexity of our
algorithm is the same as that of the DDVCA.

3.2 A Case Study

In the following, we illustrate the operational mechanism of proposed algorithm
with examples. Fig. 1 (a) shows a given network topology with link delays spec-
ified on each link. Suppose that the multicast end-to-end delay constraint supD
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Table 1. The method by which proposed algorithm selects a core node

v1 v2 v3 v4 v5 v6 v7 v8

source v1 0 2 8 8 4 9 3 6

pass v5 0 0 0 4 4 4 0 4

v6 0 0 0 0 0 9 0 0

destination v5 4 2 5 4 0 5 2 2

v6 9 7 6 3 5 0 7 3

maxi 9 7 6 4 5 5 7 3

mini 4 2 5 3 0 0 2 2

diffi 5 5 1 1 5 5 5 1
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Fig. 2. The structure of comparev4
and comparev8

is 11. Fig. 1 (b) represents the ultimate multicast tree obtained by the DDVCA.
Fig. 1 (c) shows the path constructed by the proposed algorithm.

From Table 1, we know that nodes with the smallest multicast delay variation
are v3, v4, and v8. However, since we must consider the delay bound supD, the
node v3 is ignored. The DDVCA randomly selects the node v4, but the proposed
algorithm selects the node v8 as a core node. Because the proposed algorithm
calculates the minimum among comparev4

= 8−4 = 4 and comparev8
= 6−4 = 2

in steps 19-23, we take the node v8 as core node.
Finally, the DDVCA’s multicast delay variation is 7, but the proposed algo-

rithm’s multicast delay variation is 5.
Fig. 2 shows that proposed algorithm chooses v8 in Fig. 2 (b) in case of the

same diffi value when it selects a core node.
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4 Performance Evaluation

We compare our proposed algorithm with the DDVCA in terms of multicast
delay variation. We describe the generation of random network topologies for the
evaluation and the simulation results based on the network topology generated.

4.1 Random Network Topology for the Simulation

The details of the generation for random network topologies are as follows. The
method uses parameters n - the number of nodes in networks, and Pe - the
probability of edge existence between any node pair [15]. Let us remark that if
a random graph models a random network then this graph should be connected.
Hence, the graph should contain at least a spanning tree. So, firstly a random
spanning tree is generated. As we know, we consider cases for n ≥ 3. A tree with
3 nodes is unique, and thus we use this as an initial tree. And we expand to
a spanning tree with n nodes. After adjusting the probability Pe, we generate
other non-tree edges at random for the graph based network topology. Let us
calculate the adjusted probability P a

e . By Prob{event} denote a probability of
the event. Suppose e is a possible edge between a couple of nodes, then we have

Pe = Prob{ e ∈ spanning tree } + Prob{ e /∈ spanning tree } · P a
e

Pe =
n − 1

n(n− 1)/2
+ (1 − n− 1

n(n− 1)/2
) · P a

e

∴ P a
e =

nPe − 2
n − 2

.

Let us describe a pseudo code for random network topologies. Here A is an
incident matrix, r is a simple variable, and random() is a function producing
uniformly distributed random values between 0 and 1.

Graph Generation Algorithm
Begin
A1,2 = A2,1 = A2,3 = A3,2 = 1
For i = 4 to n Do

r = (i − 1)× random() + 1
Ar,i = Ai,r = 1

For i = 1 to (n− 1) Do
For j = (i + 1) to n Do

If Pe > random() Then Ai,j = Aj,i = 1
End Algorithm.

4.2 Simulation Results

We now describe some numerical results with which we compare the performance
of the proposed scheme. The proposed algorithm is implemented in C++. We
randomly selected a source node. We generate 10 different networks for each size
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Fig. 3. The multicast delay variations of the three different networks and Normalized
Surcharges versus number of nodes in networks

of given 50, 100, and 200. The destination nodes are picked uniformly from the
set of nodes in the network topology (excluding the nodes already selected for the
destination). Moreover, the destination nodes in the multicast group will occupy
10, 20, 30, 40, 50, and 60% of the overall nodes on the network, respectively. We
randomly choose supD. We simulate 1000 times (10 × 100 = 1000) for each |V |
and Pe = 0.3.

For the performance comparison, we implement the DDVCA in the same
simulation environment. We use the normalized surcharge, introduced in [10], of
the algorithm with respect to our method defined as follows:

δ̄ =
δDDV CA − δProposed

δProposed

In our plotting, we express this as a percentage, i.e., δ̄ is multiplied by 100.
Fig. 3 (a), (b), and (c) show the simulation results of multicast delay variations.
As indicated in Fig. 3 (d), it is easily noticed that the proposed algorithm is
always better than the DDVCA. The enhancement is up to about 3.6%∼11.1%
in terms of normalized surcharge for the DDVCA. Also, an interesting result is
that the normalized surcharge δ̄ increases as the number of destinations increases
for each |V |.
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5 Conclusion

In this paper, we consider the transmission of a message that guarantees cer-
tain bounds on the end-to-end delays from a source to a set of destinations as
well as on the multicast delay variations among these delays over a computer
network. There are two well known approaches for constructing a multicast tree
with the DVBMT problem, which is known to be NP-complete. The one is the
DVMA [12]. Although it provides smart performance in terms of the multicast
delay variation, its time complexity is as high as O(klmn4). As we all know,
a high time complexity dose not fit in large scale high speed networks. The
other is the DDVCA [13]. It has been shown that the DDVCA outperforms the
DVMA slightly in terms of the multicast delay variation for the constructed tree.
Moreover, the time complexity of the DDVCA is O(mn2).

In the meantime, the time complexity of the proposed algorithm is O(mn2),
which is the same as that of the DDVCA. Furthermore, the comprehensive com-
puter simulation results show that the proposed scheme obtains the better min-
imum multicast delay variation than the DDVCA.
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Abstract. The motivation for simultaneous providing QoS and secu-
rity in the network will accelerate an introduction of new services, and is
able to provide safe, secure access to the network resources, while allow-
ing the resource is securely managed by end users needing with required
QoS. This paper describes one approach to provide quality of service
(QoS) guarantees in a network using secure networking mechanism. For
provisioning of secured QoS in internet, additional routing and manage-
ment mechanism are required through the logical architecture of overlay
networking. It also suggests a novel algorithm to provide secure overlay
networking, routing and forwarding mechanism, and admission and re-
source management algorithm to compute resource consumption amount
and to evaluate its acceptability in the secured overlay network provid-
ing its QoS level is based on the discrete-time fluid flow process. And its
results is applied to manage the virtual resource for the required security
and QoS level and to make decision of a new flow admission in overlay
network.

1 Introduction

In information networking, we are experiencing a significant paradigm shift re-
sulting in a new information technologies and architectures. The motivatin be-
hind this shift is a elusive goal of secure and high quality assured service provi-
sion, networking and management resulting from new customer and application
requirement. Research works in this area has mainly focused on the QoS guaran-
tee in networking and application, but currently many kinds of applications are
necessary to have special features in secure delivery and secured networking. So,
next generation networks has to be capable of supporting multitude of service
with user demanded quality assurance and secure networking efficiently. And the
networking features in the next generation network will be required to provide
very versatile and flexible usability.
� This work was supported by grant No. R01-2003-000-10562-0 from the Basic Re-

search Program of the Korea Science and Engineering Foundation.
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Fig. 1. Policy based Overlay Networking Architecture Providing QoS and Security

The goal of secure and QoS routing is to protect against two types of threat to
QoS provision, admission and policing. Balancing performance, flexibility, and
security considerations suggests that we make common operation (e.g., those
used to classify packets) cheap, and make less common operations more expen-
sive if this contributes to reducing the cost of common operations. An example
of this approach is to provide heavyweight authentication mechanism at the level
of aggregates of packets such as channels or flows so that these checks need not
be done on individual packets. This suggests that a architecture where authen-
tication and other resource management decisions are ”front-loaded” to reduce
the cost of subsequent decisions. We view the scheme as one where expensive
static checks are traded for cheaper dynamic checks. Thus, this paper suggests
the overlay networking architecture to provide QoS and security procedures as
shown in Fig. 1. Policy server and agent mechanism with modified protocols is
applied to provide secure and QoS routing mechanisms in internet. The virtual
routing is applied to the model based on overlay configuration, which incom-
ing packets are classified at edge level and the packets for secured QoS service
are forwarded to policy-based overlay network. Thus it provides secured rout-
ing and QoS managed functions through admission control and other control
mechanisms.

On the basic functional architecture, a advanced routing protocol is neces-
sary to adopt QoS and security features in internet efficiently, and the paper
describes routing algorithm to provide security and QoS capability on overlay
network based on policy-based control in section 2. As mentioned before ad-
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mission control provides important role to guarantee required QoS level in the
overlay network, and section 3 suggests the novel resource management algo-
rithm to compute required bandwidth in the overlay network. And section 4
indicates a part of numerical results on admission control based on the esource
computation algorithm proposed.

2 Virtual Routing Mechanism and Management
for QoS and Security in Overlay Network

2.1 Virtual Routing Mechanisms for Secure and QoS

The ER (Edge Router) with virtual networking function (VNF) will be one of
the two kinds of multiple routing functions, which is performed through multiple
routing tables or routing processors. The VER (Virtual Edge Router) is the one
of multiple routing functions in the ER, and its routing will be performed by
routing table or the allocated processor. Incoming packets are classified into few
levels according to required QoS and security each application se rvices. The
classification is performed through DSCP (Differentiated Service Code Point)
of incoming IP packet. Another important factor is the information from PDP
(Policy Decision Point) in overlay network , and the agent in PEP (Policy Ex-
ecution Point) at VER receives policies or dispatches them to the appropriate
VER.

As shown in Fig.2, routing information from incoming packets and PDP
will make its own routing table in VER (see (c), (d) and (e) in Fig. 2). And
the multiple virtual routing tables constructed according to security level and
required QoS are applied to perform routing function over overlay network. In
this paper, the details on overlay networking and VNF will not be handled due
to a insufficient space of the paper. Thus, it is advised to refer the procedure of
Fig. 2 for the details on VNF routing table construction.

In order to construct a forwarding information base from the information
on routing and policies, the modified routing management algorithm is neces-
sary. This paper proposes the novel routing management algorithms as shown in
Fig. 3. The primary goal of VNF provisioning on overlay network is to provide
multiple levels of secured QoS paths. The VNF routing function is performed
independently with other VNF routing in the network. If a service user wants
to get a specific level of secured QoS path in internet, the DSCP is assigned to
the incoming packets and the packets are classified and allocated to its VNF
table to have security and QoS-based routing. The principle of the VNF routing
algorithm are shown in Fig. 3.

In order to adopt a practical approach to consider real network situations,
policy server with bandwidth managing function takes a important role to con-
trol the overlay network resource efficiently, and its admission control for a call
request will be managed by the resource managing function of the policy server.
The (a) of Fig. 3 describes the procedures to make virtual forwarding table using
QSA (QoS and Security Advertisement) message. The (b) shows the updating
procedure virtual forwarding table on virtual overlay network.
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Fig. 2. Registration Procedure for Virtual Networking in Overlay Network

Fig. 3. Routing Mechanisms for Policy-based Overlay Networking with QoS-Security
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2.2 Proposed Policy-Based Resource Management Protocols
in Overlay Network

The policy agent/bandwidth manager implements all the allocation policies,
and uses that information to manage the set of agents implemented in the edge
node. The policy agent/bandwidth manager initializes the agents with specific
source, destination, and bandwidth restrictions; once initialized the bandwidth
associated with the agents remains reserved until the policy agent/bandwidth
manager specifically authorizes the media stream at which point the edge node
allows the media to pass through the agents.

If we define the required protocols on the policy agent and policy server,
it is defined as the followings. It indicates summarized protocol procedures on
the interaction between policy agent and server with specific. Messages initiated
by the policy agent/bandwidth manager include some specific control functions,
e.g., Agent-Alloc, Agent-Set, Agent-Info, Agent-Open, and Agent-Delete, while
the edge node may initiate the Agent-Close message.

The policy agent/bandwidth manager initiated messages are sent using client
specific objects within the decision object of COPS DECISION messages. The
responses to the policy agent/bandwidth manager initiated messages are sent
as a REPORT-STATE message with client specific objects in the Client object
by the edge node. For the ACK messages the COPS Report-Type value MUST
be 1 and for the ERR messages the Report-Type MUST be 2. In this study the
protocol message format of revised COPS protocol between policy server and
agent has bee defined as the Fig. 4. In the example, it shows that Direction is
either 0 for a downstream agent, or 1 for an upstream agent. ProtocolID is the
value to match in the IP header, or zero for no match.

3 Virtual Resource Management Algorithm
in Policy-Based Overlay Network

3.1 Virtual Resource Computation Algorithm

For the computation algorithm of expected occupied resource amount of connec-
tions, this paper uses a discrete-time Markov BD process model and proposes
a novel concept derived from a conventional first passage time [3], which is a time
duration that state i reaches to state j (i j) in Markov BD process.

The proposed passage time in the paper is conditioned by initial state, and
its transition path is diversified rather than a conventional first passage time.
The novel concept, which is a special case of the first passage time, the first
up-passage time (FUT) and the first down-passage time(FDT), is introduced in
[6]. Using the concepts (FUT and FDT), as shown in Fig. 5, the novel concepts
to find the computation algorithm of packet loss probability in the network.

The Loss period to the virtual capacity of overlay network is computed from
the results, FUT and FDT and Ui, obtained at previous sections. The expected
offered load period (W )is computed by using the heap occurrence probability
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Fig. 4. A Frame Format Proposed COPS between Policy Agent/Server

(Ui) as shown in Appendix and the property of probabilistic similarity in ex-
pected path length computation.

E[W ] =
N∑

i=1

W̄i · Ui =
N∑

i=1

(
W̄i,up + W̄i,down

) · Ui (1)

Define E[Wup] and E[Wdown] an expected upward-path length and an ex-
pected downward-path length for all heaps, respectively. The upward-path length
indicates the total path length of when the number of active sources takes jour-
ney from state 0 to the top state k. There may be fluctuations going down and
up, and the total length of upward-path is a summation of those paths. The
downward-path length is also the total path length of while the number of ac-
tive sources reach to top state from state 0. First E[Wup] is rewritten by using
the concept and some formula in [6] as:

E[Wup] =
N−1∑
i=1

(
i∑

k=1

Xk,(1,i)

)
·Ui+1 =

N−1∑
i=1

[ i∑
k=1

i∑
j=k

(
j∏

l=k

ql

qj

)
·qk · S̄k

]
·Ui+1 (2)

From (2), we can see that E[Wup] is a function of Sk(k=1,2,...,N-1). So, we
can rewrite (2) by Ak(Sk) as:

E[Wup] = A1(S̄1) + A2(S̄2) + A3(S̄3) + ... + AN−1(S̄N−1) (3)

where,

Ak(S̄k) =
N−1∑
i=1

Xk,(1,i) · Uk+1, Xk,(1,i) =
i∑

j=k

(
j∏

l=k

ql

pl

)
· 1
qk

· S̄k
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Fig. 5. An Example of Heap Generation in Virtual Capacity

In the computation of E[Wdown],the similar procedure with E[Wup] will be
applied.

E[Wdown] =
N∑

i=1

W̄i,down · Ui =
N∑

i=1

[ i∑
k=1

i∑
j=k

(
j∏

l=k

pl

ql

)
· pj · S̄j

]
· Ui (4)

As we see(4), E[Wdown] is also a function of S̄k ( k=1,2,...,N-1), (4) is rewrit-
ten by Ak(S̄k), which is the summation of Yk,(i,1).

E[Wdown] = B1(S̄1) + B2(S̄2) + B3(S̄3) + ... + BN (S̄N ) (5)

where,

B1(S̄1) =
N∑

i=1

Y1,(i,1) · Ui, , B2(S̄2) =
N∑

i=2

Y2,(i,1) · Ui, Bk(S̄k) =
N∑

i=k

Yk,(i,1) · Uk

BN (S̄N ) = YN,(N,1) · UN and Yk,(i,1) =
k∑

j=1

⎛⎝ k∏
l=j

pl

ql

⎞⎠ · 1
pk

· S̄k (6)

As shown so far, the expected offered load period (W̄ ) is expressed by the
expected path length (S̄i) of each state. The expected offered packets during load
period can be computed by product of arriving packets at each state during one
frame period (D). And It will be noted that the expected Loss Period (E[Tloss])
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at this model is simply calculated without any further computation labor. That
is, from (6), the overflow period is counted. The expected Loss Period (E[Tlosss])
is as follows:

E[Tloss] =
N−1∑

i=D+1

Ai(S̄i) +
N∑

i=D+1

Bi(S̄i)

=
N−1∑

i=D+1

(
i∑

k=1

Xk,(1,i)

)
· Ui+1 +

N∑
i=1

(
i∑

k=1

Xk,(1,i)

)
· Ui

=
N−1∑

i=D+1

[ i∑
k=1

i∑
j=k

(
j∏

l=k

ql

pl

)
· qk · S̄k

]
· Ui+1

+
N∏

i=D+1

[ i∑
k=l

i∑
j=k

(
j∏

l=k

ql

pl

)
· qj · S̄j

]
· Ui (7)

And the expected offered packets during load period can be computed by
product of arriving packets at each state during one frame period (D). Let
N̄offeredbe the expected offered packets during offered load period.

N̄offered =
N−1∑
i=1

Ai(S̄i) · i +
N∑

i=1

Bi(S̄i) · i (8)

The mean number of lost packets during loss period (E[Tloss]) is computed
from (7). Let N̄lost the expected lost packets during loss period (E[Tloss]).

N̄lost =
N−1∑

i=D+1

Ai(S̄i) · (i −D) +
N∑

i=D+1

Bi(S̄i) · (i−D) (9)

Finally, we can obtain the PLR (Packet Loss Ratio) from the results of (8)
and (9).

PLR =
lost packets

offered packets
=

N̄lost

N̄offered

=

N−1∑
i=D+1

Ai(S̄i) · (i −D) +
N∑

i=D+1

Bi(S̄i) · (i−D)

N−1∑
i=1

Ai(S̄i) · i +
N∑

i=1

Bi(S̄i) · i
(10)

3.2 Virtual Resource Management Algorithm and Its Feasibility

As anticipated QoS traffic demand and network availability estimates are fore-
casts, they should br treated as such by the traffic management and service layer
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functions. Actual offered traffic will fluctuate around the forecast values in the
long term. The algorithm introduced in the paper is fluid-flow approximation
algorithm to make a decision of incoming new call request on virtual overlay
network. Many approximation algorithms for bursty traffic sources have been
proposed, but they take limited applications in real world due to complexity in
computation or due to too much approximation. As shown in the paper, the
proposed fluid-flow approximation algorithm provides a less computational cost
for real-time application than the fluid flow approximation approach. In our
approximation algorithm,AN−1(S̄N−1) and Bk(S̄k)are used as function of λ, μ
and N . The values of AN−1(S̄N−1) and Bk(S̄k) can be computed and tabulated
according to input traffic parameters in advance. The tabulation is constructed
as a function of a number of sources. The approximation algorithm can make
a table considering few adjacent possible situations in advance, and it reduces
the computation cost (e.g., O(n)) to estimate and reserve system resource for
newly incoming traffic. It should be more useful approximate for network re-
source computation with fixed-sized packets. The numerical results on the study
has been analyzed, but it is regret not to cover it due to the shortage of available
space of the paper.

If we consider the numerical results, the algorithm shows that results is very
likely to fluid-flow approach in [6] and [7].

4 Conclusion

Main strength of our approach to provide virtual secured QoS routing algorithm
in overlay networking can be summarized as follows:

– The proposed architecture on virtual overlay routing algorithm makes a clear
separation to the physical internet through VNF mechanism. And its feature
will show efficient virtual routing algorithm to guarantee QoS and security
on overlay network.

– The proposed architecture on policy-based overlay network resource manage-
ment makes the measurement of overlay network resources likely real-time,
and resource control will be performed more practically.

– We have proposed the approximated algorithm to compute resource capacity
and to control admission for incoming calls. The algorithm compute a dy-
namic virtual capacity for each VNF tables, and its algorithm is shown to
have scalability in resource control.

– The proposed architecture will also provide diverse service features in QoS
and securities as user requests to network service providers.
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Appendix 1: Computation of Occurrence Probability
of Heap Height i (Ui)

Suppose that the system enters state k and returns to state 0. In order to find the
heap occurrence probability Ui that a heap with maximum height k occurs in the
system, we consider the probability to obtain a connected digraph with maximum
state k. Fig. 6 shows a connected digraph constructed by the available paths in
Markov BD chain with maximum N states and an example for the maximum
height of 3. Let U denote the probability that a graph with maximum state i is
created in the system during state transition. The graph doesn’t contain state 0
at intermediate transition nodes. In the computation of U , it will be necessary to
check whether the transition time at each state affects the transition probability
or not. This property is based on the property of Markov BD process. A time
period is required to reach the next state. The required time period will be
computed by using the algorithms of FUT and FDT. However, in the discrete-
time Markov BD process, given the current state, the identity of the next state
visited is independent of the time required to get there. Here, the procedure to
compute probabilities for all possible paths in Markov BD chains in shown. And
let αi = pi qi+1.

1. At first, consider a digraph with maximum state 1. Its transition path is 0
→ 1 → 0, and the probability to obtain this graph is,

U1 = p0q1 = α 0. (11)

2. For maximum state = 3,

U3 = α0α1α2

[
1 +

1
α1 − α2

(
α2

1

1 − α1
− α2

2

1 − α2

)]
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Fig. 6. Construction of Diraph for h3 heap in Marcov Chain

3. For maximum state = 4, the sum of probabilities of possible paths in digraph
chains is computed similarly to the above. In order to express Ui simply, let
define the Combination Function, H

(m)
i (α1, α2, ..., αm−1),, which denotes

the combinations of αi’s, 1 < i < m − 1 with i different α variables. The
superscript m indicates the maximum state and subscript i does the number
of a variables of Combination Function. That is,

H
(m)
i (α1, α2, ..., αm−1) = α1α2α3...αi−1αi

+ α1α2α3...αi−1αi+1

+ ... + αm−i−1αm−i...αm−2

+ αm−iαm−iαm−i+1...αm−1 (12)

From (12), we obtain the general formula of Ui (i ≥ 4), we approximate the
heap occurrence probability, Ui. The state fluctuation in the heap with maximum
height i is described as same with the digraph with maximum state I as follows:

Ui
∼=

(
i−1∏
k=0

)
[
1 +

i−2∑
k=1

i−1∑
j=k+1

1
αk − αj

(
α2

k

1 − αk
− α2

j

1 − αj
) −

i−1∑
k=1

αk

1 − αk

]

1 −H
(i)
3 (α1, ..., αi−1) +

i−2∑
k=2

[
(−1)k(1 +

k−1∑
j=1

22j−1)H(i)
k+2(α1, ..., αi−1)

]
(13)

and for i= 1, 2 and 3, Ui is as follows:

U3 = α0α1α2

[
1 +

1
α1 − α2

(
α2

1

1 − α1
− α2

2

1 − α2
)
]
, U2 =

α0α1

1 − α1
, U1 = α0
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Abstract. We propose a high data rate (HDR) forward link schedul-
ing algorithm maintaining the prescribed throughput ratios among users
with fairness bound. The main idea is to increase the overall system
throughput by delaying transmission chances of users whose feasible
transmission rates are low until their transmission rates are high enough,
within a specified time limit. By doing so, the short-term fairness in the
sense of how well the prescribed throughput ratios are maintained gets
damaged, but still with the long-term fairness maintained. The amount
of short-term fairness damage is bounded by the specified limit. For this,
we develop a mechanism to approximate the operation of the general-
ized processor sharing (GPS) model of HDR for packet-by-packet opera-
tion. The expected features of the proposed scheme are verified and their
throughput performances are studied through simulation.

1 Introduction

The HDR is specified as the service in the CDMA2000 1xEV-DO (IS-856) to
provide for the high-speed downstream Internet access to the relatively small
number of mobile users using the current CDMA physical layer technology [1],
[2], [3].

In the HDR, the access point (AP) (or base station, BS) can transmit packets
to only one access terminal (AT) (or user) at one time and the transmission rate
from the AP to the AT is determined by the signal to interference ratio (SIR)
at the AT. Therefore, the scheduling scheme at the AP determines the forward
link performance to each AT and accordingly the overall system performance
such as total system throughput and overall customer satisfaction level.

There are several scheduling schemes proposed in the literature. Proportional
fairness scheduling (PFS) [4] is proposed by the QUALCOMM and is being used

� This work was supported by the Institute for Applied Science and Technology, So-
gang University.

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 462–472, 2004.
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for the CDMA2000 1xEV-DO service. In the PFS scheme, the priorities of the
packets for the connections over the wireless forward link are assigned by the
ratio of the data rate (supportable during the current time slot) to the moving
average (MA) of the throughput of the corresponding connection over a certain
predetermined time interval. Data is transmitted to the AT for which the priority
is the highest. The PFS tends to give high priority to the ATs which move into
the region where the received SIRs are greatly improved and accordingly the
supportable data rates are high, especially when the MAs are small. Accordingly
the AP tends to transmit packets over the forward links which can transmit data
at high rate, which yields high overall system throughput. It has, however, no
feature for service differentiation such as keeping prescribed throughput ratios
among backlogged users.

The authors in [5] proposed a time-fraction assignment scheme to provide dif-
ferential service, that provides “long-term” fairness among users. In other words,
the expectation of the number of time slots (corresponding to a predetermined
fraction of time) assigned to a user is guaranteed. However the proposed scheme
does not allow the “fairness bound” to be specified, which gives a measure of
fairness. That is, fairness damage in short-term cannot be bounded by some
specified limit.

The authors in [6] formulated the optimization problem to obtain optimal
long-run throughputs for given target throughput ratios among users and pro-
posed an adaptive algorithm for this. This scheme, however, has the similar
limitation as for the scheme proposed in [5].

In this paper, we propose a new HDR forward link scheduling scheme which
provides the differential service such as keeping the prescribed throughput ratios,
with fairness bound.

This paper is organized as follows. In Sect. 2, our system model is described.
In Sect. 3, we describe the proposed algorithms and their properties. In Sect. 4,
we show simulation results to illustrate the performance of the proposed algo-
rithms. Conclusion follows in Sect. 5.

2 System Model

The forward link of the HDR consists of slots of length 1.67 ms and the AP can
transmit data to only one AT during each time slot . The data rate of the forward
link is not fixed. Instead, it changes as the received SIR at the corresponding AT
changes. The SIR (or corresponding Ec/Nt) guaranteeing 1% packet loss ratio,
packet length and the number of time slots needed to transmit the packet for
a given data rate are shown in Table 1

The scheduling scheme in the AP does the following: at each decision epoch,
the scheduler in the AP decides which user should be assigned the time slot
based on the objective of the system operation. The objective of our scheduling
system is to provide the differential service among users with fairness bound.

The well known GPS scheme can be used to provide different grade of service
to different users in the wireline network [7]. However, the GPS scheme which
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Table 1. SNR for 1% packet error rate [1]

Data rate (kbps) Ec/Nt (dB)
Packet length

(bits) (slots)

38.4 -12.5 1024 16

76.8 -9.5 1024 8

153.6 -6.5 1024 4

307.2 -4.0 1024 2

614.4 -1.0 1024 1

921.6 1.3 3072 2

1228.8 3.0 2048 1

1843.2 7.2 3072 1

2457.6 9.5 4096 1

allocates the fixed bandwidth among users according to the prescribed perfor-
mance (e.g., throughput) ratios can not be directly used to achieve our objective
in the wireless networks such as HDR network. In the next section, we extend
the GPS to make this possible in the HDR network.

3 Scheduling Policy

3.1 Extension of GPS to HDR Service

GPS is defined as follows [7]. Let N denote the number of sessions serviced by
a server with the total capacity CGPS bits per second. Also assume that φi is
assigned to session i, i = 1, . . . , N , where the positive real number φi represents
the relative service weight among sessions. Let Wi(t1, t2) and W (t1, t2) denote
the amount of session i traffic serviced and the total traffic serviced by the server
during the time interval [t1, t2), respectively. Then, (1) is satisfied for the GPS
server:

Wi(t1, t2)
φi

=
W (t1, t2)∑
j∈B(t1)

φj
∀i ∈ B(t1) . (1)

Here, B(t) represents the set of sessions backlogged at time t and it is assumed
that the set B(t) does not change during the time interval [t1, t2).

From (1), it can be shown that (2) is satisfied if the sessions i and j are
continuously backlogged during the interval [t1, t2):
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Wi(t1, t2)
φi

=
Wj(t1, t2)

φj
. (2)

This says that the GPS server services the backlogged sessions simultaneously
and the amount of session i service received is proportional to its weight φi.

GPS can be modeled by the fluid system in which infinitesimally small
amount of data each from multiple traffic streams can be transmitted simul-
taneously. Notice however that the system capacity at time t for the HDR is
determined by the transmission rate to session i selected for transmission at
time t and the HDR cannot be modeled by the fluid system.

The authors in [8] introduced the HDR-GPS that extends the GPS to have
the features of the HDR that only one session can be serviced at one point of
time and the transmission rate for each session may differ for different sessions.

3.2 Packetized HDR-GPS

For the HDR-GPS model, it was assumed that the packets can be arbitrarily
small, which is unrealistic. Thus we need to devise a mechanism to approximate
the operation of the HDR-GPS for the packet-by-packet transmission. For this we
follow the approach used to approximate the operation of the GPS for the packet-
by-packet transmission: WFQ (weighted fair queuing) [7] and WF2Q (worst-case
fair weighted fair queuing) [9] which closely approximate the operation of GPS.

Before we describe the proposed schemes it is helpful to mention the specific
features of the operation of the HDR. First of all, at any time t, the transmission
rate is determined by the channel condition over the link between the AP and
the AT selected for transmission. On the contrary, for the WFQ and the WF2Q,
the transmission rate is fixed. Secondly, the size of the packet transmitted and
the number of slots used to transmit that packet vary according to the channel
state as shown in Table 1. These features should be taken into account in the
design of the packetized HDR-GPS algorithms.

Now we extend the WFQ and the WF2Q algorithms which are proven to
approximate the GPS well to have the features mentioned above. We assume
that the arriving packet size is 1024 bits long. Up to 4 packets are packed into
one transmission frame depending on the transmission rate which varies as the
channel condition changes. When multiple packets are packed into one frame
(multi-packet transmission), one or more null packets may be included if needed.
For instance, when the transmission rate is 2457.6 kbps, the transmission frame
size is 4096 bits long and accordingly the transmission frame can accommodate
up to 4 packets. If enough packets are not available when the corresponding
session is scheduled for transmission, AP needs null packets to form a 4096-bit
transmission frame. Such null packets do not contribute to the amount of service
since they are not the actual data.

Algorithm 1. Let sn be the time instant of the nth decision epoch. Since
multiple slots may be used to transmit a frame, the scheduling is not performed
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every time slot. Let tm be the start time of the mth slot. If sn = tm and
session i is selected for transmission at decision epoch sn, the next decision
epoch sn+1 is tm+NS(ri(tm)), where NS(r) is the number of slots used to transmit
a transmission frame when the transmission rate is r.

Now we define the virtual time function V (t) as follows to make the proposed
algorithm to be suitable to HDR:

V (t) = V (sn) +
∫ t

sn

r(u)α(sn)∑
i∈BIDEAL(u)

φi
du for sn ≤ t < sn+1 , (3)

where BIDEAL(u) is the set of backlogged sessions at time u under the condition
that all sessions are fairly served, r(t) is the actual transmission rate at time t,
and α(sn) is the ratio of the number of data packets to the number of data and
null packets transmitted during [sn, sn+1).

Let pk
i , ak

i , and Lk
i represent the kth packet for the session i, its actual arrival

time, and its length, respectively. Since Lk
i = 1024, the virtual start time and

the finish time of a packet pk
i are given as follows, using the virtual time function

V (t) defined in (3):

Sk
i = max

{
F k−1

i , V (ak
i )
}

,

F k
i = Sk

i + 1024
φi

.
(4)

Let the HOQi and the EOQi be the indexes of the packets located in the
head and the tail of the queue of session i, respectively. Let the EOTi be the
index for the last data packet which is packed into the transmission frame if
session i is selected for the transmission at sn. Then, EOTi is determined by

EOTi = maxarg
k

{
k ≤ min{EOQi, HOQi + NP (ri(sn)) − 1} and

F k
i ≤

(
SHOQi

i + 1024×NP (ri(sn))
φi

+ Ai

) }
, (5)

where Ai is the parameter to limit the loss in fairness caused by the multi-packet
transmission, ri(t) is the transmission rate for session i at time t, and NP (r) is
the size of the transmission frame in number of packets when the transmission
rate is r.

At decision epoch sn, session i’s virtual start time Si and virtual finish time Fi

are defined as follow:

Si = SHOQi

i ,

Fi = FEOTi

i .
(6)

Then, at decision epoch sn, our algorithm selects the session i whose virtual finish
time Fi is the smallest among candidates which satisfy the condition Si ≤ V (sn)
for the transmission.

The set BIDEAL(u) necessary to define the virtual time function V (t) of (3)
is obtained as follows:
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BIDEAL(u) =

⎧⎨⎩i
Qi(u) = 0 and FLASTi

i > V (u)
or

Qi(u) �= 0 and FEOQi

i > V (u)

⎫⎬⎭ , (7)

where Qi(u) is the queue length of session i at time u and LASTi is the index
for the packet last transmitted for session i.

Algorithm 2. Notice that the channel state changes rapidly. Considering this,
if we delay transmissions to users whose feasible transmission rates are low until
their transmission rates are high enough, within a specified time limit, it would
be possible to improve the system throughput. The goal of the Algorithm 2 is
to achieve this with the bounded loss of short-term fairness.

Let DFi denote the session i’s deferred virtual finish time. Then, at decision
epoch sn, our algorithm selects the session whose DFi is the smallest among the
backlogged sessions for the transmission. DFi is defined as follows:

DFi = Fi + Di(ri(sn)) , (8)

where Di(ri(sn)) is a non-increasing function of ri(sn). Di(ri(sn)) ≥ 0 and
Di(rMAX ) = 0, where rMAX is the highest transmission rate available, 2547.6
kbps. When the channel state of session i gets worse, Di(ri(sn)) increases and
accordingly the deferred virtual finish time increases. Consequently, the selec-
tion of that session for transmission will be delayed. The extent of deferment is
determined by Di(ri(sn)). If the channel gets better, Di(ri(sn)) decreases and
accordingly the deferred virtual finish time decreases. In the decision epoch, if
the newly computed DFi is the smallest among the deferred virtual finish times
of the sessions, the session i will be selected for transmission. In this way, we
can improve system throughput by provoking packet transmission for the user
whose channel state is good enough.

Fairness analysis. Proportional fairness index is defined as the weighted dif-
ference in the received amount of service for any sessions i and j that are con-
tinuously backlogged for some duration [tm, tn) [10]. Let Di(ri(tm)) ≤ DMAX

and LMAX = 4096 bits which is the maximum transmission frame size in HDR.
Then the upper bound for the proportional fairness index given by the theorem
below shows that the proposed algorithm provides hard fairness bound which is
determined by DMAX , LMAX , φk, and Ak.

Theorem 1. Let i, j ∈ BIDEAL(u) at time u, u ∈ [tm, tn). Then the following
inequality holds.∣∣∣∣Wi(tm, tn)

φi
− Wi(tm, tn)

φj

∣∣∣∣ ≤ 2 ·
{

DMAX + max
k

{
LMAX

φk
+ Ak

}}
. (9)

The proof is omitted here due to space limitation and presented in [11].
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Design of the function Di(ri(sn)). Typically the ATs residing near the AP
are under good channel condition and the ATs residing far from the AP expe-
rience bad channel condition in the wireless environment although the situation
may be quite opposite due to the fading effect. As an example, consider the
situation where the session 1 is currently under good channel condition and its
transmission rate is in the range of from 1228.8 to 2457.6 kbps. Also assume that
the session 2 is currently in the bad channel state and its transmission rate is in
the range of from 38.4 to 921.6 kbps. Assume that at decision epoch sn, F1 = F2,
the session 1’s transmission rate is 1228.8 kbps and the session 2’s transmission
rate is 921.6 kbps, and accordingly session 1 is selected for transmission by the
Algorithm 2. Notice that DF1 < DF2 assuming that Di(ri(sn)) is a decreas-
ing function of ri(sn) only. If this situation lasts, more chances will be given
to session 1 for transmission and it may make it difficult to meet the fairness
requirement. Therefore it would be desirable to select the session 2 for trans-
mission even though its transmission rate is lower than that of the session 1 if
the session 1 is in the relatively poor channel state among those states where it
might be and the session 2 is in the relatively good channel state among those
states where it might be, to improve the fairness among users.

In this paper, we propose the following function for Di(ri(sn)) to have the
above mentioned feature:

Di(ri(sn)) =

⎧⎨⎩ 0 if ri(sn) ≥ ri(sn)(
ri(sn)−ri(sn)
ri(sn)−rMIN

)β

×DMAX otherwise
(10)

Here, β is any real number greater than 0, rMIN is the transmission rate feasible
in the worst channel state (38.4 kbps), and ri(sn) is the average transmission
rate, computed at sn, for the slots during which packets are transmitted for
session i.

Determining DMAX in number of time slots. When a session is in bad
channel condition and it is determined by the proposed algorithm to defer the
transmission of packets for that session, it may be sometimes more convenient to
set the bound on the fairness index by delaying the packet transmission within
a certain time limit expressed in number of time slots.

Let DSMAX denote the actual time limit expressed in number of time slots.
To make it possible for the proposed algorithm to delay the packet transmission
within DSMAX , we propose the following scheme to be used to determine DMAX ,
which allows to compute the virtual time bound DMAX adaptively warranted
by the corresponding DSMAX :

DMAX = I(tm) ×DSMAX , (11)

I(tm) =
(

1 − 1
kc

)
× I(tm−1) +

1
kc

× {V (tm)− V (tm−1)} , (12)
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Table 2. Average long-term throughput of each session

i φi
Mean

of ri(tm)
(kbps)

Throughput (kbps)

A1
A2, DSMAX = 500

β = 1.5
A2, DSMAX = 1000

β = 1.5

1 0.2 1051.8 43.6 145.0 160.8

2 0.2 732.5 43.6 145.0 160.8

3 0.2 1398.7 43.6 145.0 160.8

4 0.1 2120.5 21.8 72.5 80.4

5 0.1 1408.9 21.8 72.4 80.4

6 0.1 1389.8 21.8 72.5 80.4

7 0.1 1235.6 21.8 72.5 80.4

where I(tm) is the moving average of the virtual time increments per time slot
using the averaging filter time constant kc.

4 Simulation Results

We present the performance of the proposed scheduling schemes, Algorithm 1
(A1) and Algorithm 2 (A2). In the simulation, it is assumed that the traffic
source of each session is persistent and every time slot is completely filled by
the traffic source. To observe the throughput performance experienced by users
when the channel conditions change, we conducted the simulation under the
time-varying channel conditions along with kc = 1000 and Ai = 0.

In the experiment, we assume that seven users are classified into 2 groups of
users, each group with the identical throughput requirements: φ1 = φ2 = φ3 =
0.2 and φ4 = φ5 = φ6 = φ7 = 0.1. That is, the prescribed throughput ratios
among different groups are 2:1. Table 2 shows that for both Algorithms 1 and
2 the long-term throughput performances of the users are well maintained as
specified by the weight φi and the throughput of Algorithm 2 is well over three
times as high as that of Algorithm 1. For Algorithm 2, the throughput obtained
using DSMAX = 1000 is higher about by 10 % than using DSMAX = 500. But
using large DSMAX yields large fairness bound.

Figures 1 and 2 show the average feasible transmission rate and the average
achieved throughput, respectively over the moving time window (MWin) of 1000
time slots (MWin = 1000), plotted every 200-time-slot interval, which would
give some feeling about the short-term fairness. Notice that the 1000 time slots
correspond to the 1.67 sec.

Although not shown here, it is observed that the Algoirthm 1 maintains the
prescribed throughput ratios among users even during the short-term period.
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Fig. 1. Change of average feasible transmission rate of each session (MWin = 1000)
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Fig. 2. Throughput of each session (A2, DSMAX = 500, β = 1.5, MWin = 1000)

On the other hand, the Algorithm 2 cannot perfectly maintain the prescribed
throughput ratios among users in short-term period as shown in Fig. 2. However,
the degree to which the prescribed throughput ratios among users are maintained
improves as the DSMAX decreases as expected. Also notice that the long-term
throughput performance ratios are well maintained by Algorithm 2 with much
higher throughput performance compared with that using Algorithm 1.

As shown in Fig. 2, the throughput degrades severely over some intervals
even using Algorithm 2. This happens because some sessions experience very
poor channel condition for quite long period of time. For example, over the
time interval [122 sec, 128 sec], the feasible transmission rates of sessions 1 and
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2 are very low (see Fig. 1) and this situation lasts for about 6 seconds. By
using 500 or 1000 for DSMAX , the Algorithm 2 can at the very most delay the
transmission chances up to 500 or 1000 slots which corresponds to 0.835 seconds
or 1.67 seconds. Since the channels for sessions 1 and 2 are in poor condition
well over the time interval determined by DSMAX , the sessions in poor channel
conditions are selected for transmission resulting in degraded system throughput.
To overcome this kind of problem, it is necessary to increase the DSMAX value
but with poorer achieved fairness.

The effects of β on the system throughput were also studied through simu-
lation and we found that the system throughput performance is very insensitive
to β and β between 1.0 and 1.5 gives the best performance.

5 Conclusion

It is verified by both simulation and analysis that our scheme provides a good
tradeoff mechanism with hard fairness bound between maximizing the system
throughput and meeting the fairness performance. There is , however, a potential
to underutilize the available system throughput especially when some sessions
are in deep fading for a considerably long period of time. Therefore, it would be
desirable to devise a mechanism to overcome this limit and we believe that the
proposed algorithm sheds light on achieving this target.
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A Fast Method to Estimate Loss Rate
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Abstract. Loss tomography, as a key component of network tomogra-
phy, aims to obtain the loss rate of each link in a network by end-to-end
measurement. If knowing the loss model of a link, we, in fact, deal with
a parametric estimate problem with incomplete data. Maximum likeli-
hood estimates are often used in this situation to identify the unknown
parameters in the loss model. The estimation methods either rely on iter-
ative approximation to identify the parameters or solve some high order
simultaneous equations. Both require a long execution time, and the for-
mer also needs to consider how to avoid trap into a local maximum. In
this paper, we propose an estimate that is based on the correlation be-
tween a link and its sibling brothers to identify the loss rate of the link.
It, instead of using an iterative approach to approximate the maximum,
employs a bottom-up approach to identify the loss rates of the links of
a network.

1 Introduction

Network characteristics, such as loss rate, average delay, available bandwidth,
are important to network design and performance evaluation. However, com-
mercial interests prohibit ISPs to exchange this type of information with their
competitors. Network tomography tends to obtain the characteristics by end-to-
end measurement. The acquired characteristics can help us to identify network
problems and find solutions for future networks.

Network tomography relies on a trigger-response scheme to discover network
characteristics. It sends probe packets (called probes later) from a node or a num-
ber of nodes to an interested network with ongoing traffic, the probes head to
a number of destinated receivers, via the network. When probes arrive at the
receivers, they carry the information about the network. To determine the char-
acteristics from observations, we normally select a probability model to describe
the corresponding characteristics of a link with some or all parameters undeter-
mined. Network tomography in this circumstance investigates the methods and
methodologies to determine those parameters. Sending probes to a network is
a method to have the parametric information available for identification. A num-
ber of methods, including EM and maximum likelihood estimators, have been
proposed to carry out the statistical inference. All those methods either use the
iterative approximating approach to estimate the characteristics or are involved
in solving a set of high order polynomials [1], [2]. No matter which method is

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 473–482, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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used, the time spent on the estimation increases sharply as the size of the net-
work being estimated, which may restrict the technique to be used in practice.
To overcome the problem, we need to search for other alternatives to speed up
the inference [2]. In this paper, we propose a bottom-up approach to estimate
loss rates. As other methods, the proposed method depends on the correlation
between receivers to identify parameters. It is different to the previous ones in
its inference method, it relies on the differences observed between some receivers
connected to a link being estimated and the sibling brothers of those receivers
to estimate the loss rate of the link. It starts from leaf links since the loss rate
of a leaf link can be estimated directly from the observations of the receiver
attached to the link and its sibling brothers. Once the loss rates of leaf links are
determined, the proposed method moves one level up along the multicast tree
to estimate the loss rates of those links that connect to leaf links, this process is
continued until it reaches the source. The proposed method only needs simple
arithmetic calculation to determine loss rates, which is equivalent to an analyti-
cal solution. The method is not a MLE, its estimation is slightly lower than that
of a MLE, which can be remedied by a top-down approach.

The rest of the paper is organized as follows. In Section 2, we present the
related work. We then introduce loss tomography and the principle used in sta-
tistical inference in Section 3. In Section 4, we detail the bottom up approach
presented in this paper with some examples. Section 5 presents the results of the
inference algorithm based on the data collected from a simulation platform built
on ns-2 [3]. The last section is devoted to concluding remark, it also contain our
current and future work in line of measuring network performance.

2 Related Work

Network tomography has a number of components for loss, delay, and bandwidth,
respectively. Each component has its unique name to distinguish itself from
others. Loss tomography, as named, aims to find loss rates of links. It depends
on sending probes to the receivers attached to the end-nodes and apply the
correlation observed by the receivers to identify the loss rates of those links that
form the multicast tree [4], [5], [6], [7] [2], [1]. Two methods are widely used to
create correlation, i.e., multicast probes or unicast probes.

Statistical inference views each probe sent to receivers as a trial and what
receivers observed as a sample of the trial. While, the sample obtained from
receivers is incomplete with regards to the internal nodes because their states
are not visible, statistical inference aims to uncover the loss rates of all links,
including those that cannot be observed directly. So far, the methods proposed
to discover the loss rates can be divided into two classes: classic statistics and
Bayesian statistics, each class has its advantages and disadvantages.

Cáceres et al are the pioneer to use the multicast-based approach to create
correlation and subsequently find loss rates [1], [8], [9]. Both simulation and ex-
periment study on the Mbone show the feasibility and potential of this approach.
The group also attempted to use multiple sources to cover a more general net-
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work later [10]. This time, instead of the polynomial method, they used two
methods, EM and MVWA, to infer the loss rates from observations obtained at
destinated receivers and find the EM algorithm produces more accurate result
than the other [10]. Harfoush et al and Coates et al independently proposed the
use of the unicast-based approach to discover link-level characteristics [11], [12].
Their simulations confirm the feasibility of this method. Coates and Nowak also
suggested to use EM algorithm to estimate the correlation between packet pairs
for loss rates.

3 Loss Inference

The multicast tree used to send probes to receivers can be abstracted by a three-
element tuple (V, E, Θ). The first two elements represent the nodes and links
that have the same definitions as that in graph theory. While, Θ = {θ1, ..., θm}
is an m-element vector, each for a link that is the parameters to be determined
by statistical inference. For instance, if assuming the losses occurred on a link
are independent, the Bernoulli model is adopted and Θ denotes the loss rates
directly. While a Gaussian model is used, Θ denotes both means and variances.

When a probe is multicasted from the source to its receivers, the probe must
first reach the root of the multicast tree before it is delivered to the receivers.
Taking the extra leg into account, a multicast tree is a bit different from a regular
tree at its root that has only a single child. However, as a regular tree, a multicast
tree can be defined recursively, i.e., each sub-multicast tree has a root that has
only one child that connects a normal tree. As a regular tree, we assign a unique
number to each link (1, 2, 3, .., n) and a unique number to each node (0, 1, 2, ..., n),
the two sets of numbers map each other in the same way as a normal tree, e.g.,
link 1 connects node 1’s parent (node 0) to node 1, link 2 connects node 2’s
parent to node 2, and so on. Figure 1 shows an example, apart from node 0 that
is the root of the multcast tree, every node has only one input link that has the
same number as the node.

Statistical inference is used here to estimate loss rates from observations,
in particular for those links that cannot be observed directly. Each observation
corresponds to a set of joint probabilities that lead to the observation. Given
an observation and the multicast tree structure, one is able to construct the
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corresponded joint probabilities. For a probe sent to a multicast tree, each node
in the multicast tree has only two possible outcomes, observed or missed, let 1
denote the observed outcome, and 0 denote the other. In addition, let X denote
a node, Fx denote the parent of X , the model used to describe the loss rates of
the link connecting Fx to X is a conditional probability, i.e. P (X = 0|Fx = 1).

With a large number of observations, statistical inference aims to identify
the parameters occurred in the joint probabilities, if those parameters are iden-
tifiable. Thus, loss tomography is a parametric estimation with incomplete data
in statistics. If the maximum likelihood estimate (MLE) is applied to determine
the loss rates, it can be written in a log-likelihood format:

arg max
Θ

L(Θ) = arg max
Θ

∑
r∈ΩR

n(r) log P (r; Θ) (1)

where n(r) is a function that counts the number of occurrences of observation r
in the trials. A number of methods, e.g. neural net, Monte-Carlo, Expectation-
Maximization (EM), have been proposed to solve Equation (1). Unfortunately,
those methods all require a long execution time to find a feasible solution for
a large network.

4 Bottom Up Approach

What we are concerned here is whether there are other alternatives to conduct
the estimation, which are simple, efficient and accurate, in particular if we want
to use it for network controls.

If assuming the losses occurred on two serially connected links are indepen-
dent, i.e. spatial independent, and identical distributed (iid), when the multicast
approach is used to create correlation among receivers, we can have a simple ap-
proach to estimate the loss rates of a network that takes a bottom-up approach
to conduct its estimation. For the bottom approach, the loss rates of all leaf links
can be estimated directly since their correlations are observable . Once, the loss
rates of all leaf links have been identified, the proposed method moves one level
up to estimate the loss rates of the links that are parents of the leaf links. In this
level, each link plus the subtree connected to the link is regarded as a virtual
link, then the loss rate of the virtual link can be estimated by the same method.
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By knowing the loss rates of all leaf links, we are able to obtain the loss rate of
the parent link from the loss rate of the virtual link. This process is continued
until it reaches the source. The following three subsections are used to detail the
proposed algorithm for leaf links, internal links and top link, respectively.

4.1 Leaf Link

After a series of trials, the proposed method starts to estimate the loss rates of
those leaf links that have all their sibling brothers’ observations available. Let X
be one of the links, and let Bx denote the observations of its sibling brothers,
which is a binary set. Each element in the set represents the state of a receiver
for a trial, 1 means the receiver observed the probe, 0 means otherwise. If at
least one of elements in Bx is not 0, we say Bx �= 0 that implies the parent of X
observed the probe. Since Bx is independent from X , the loss rate of link X can
be derived:

P (X = 0|Fx = 1) = P (X = 0|Fx = 1, Bx �= 0) = P (X = 0|Bx �= 0) (2)

Recall that n(y) is a count function that records the number of y appeared in
the trials. We can use n(·) to estimate P (X = 0|Bx �= 0),

P (X = 0|Bx �= 0) =

∑
Bx

n(X = 0, Bx �= 0)∑
Bx

n(Bx �= 0)
(3)

Note that n(Bx �= 0) = n(X = 0, Bx �= 0) + n(X = 1, Bx �= 0). For example, to
estimate the loss rate of link 4 of Figure 1, we have

P (X4 = 0|X2 = 1) =
n(X4 = 0, X5 = 1)

n(X4 = 0, X5 = 1) + n(X4 = 1, X5 = 1)

which is identical to the formula derived by Cáceres et al from a high order
polynomial [1], [8].

4.2 Internal Link

For an internal link, X , once the loss rates of all its children, which can be a set
of leaf links, or a set of subtrees, or a combination of the previous two, have
been estimated, the loss rate of the subtree rooted at node X can be estimated,
which is equal to the sum of the products of the loss rates of those links that
form cuts of the subtree. A cut is a group of links that can separate the subtree
horizontally into two parts. For instance, for the subtree rooted at node 1 of
Figure 1, there are four cuts, i.e. 1) link 2 and link 3; 2) link 3, link 4 and link
5; 3) link 2, link 6 and link 7; and 4) link 4, link 5, link 6 and link 7.

To identify all cuts of a multi-level subtree is a difficult task. However, as
a recursive structure, the cuts of a tree can be identified from the links that
connect its subtrees and the cuts identified from its subtrees. In the above ex-
ample, there are 4 cuts, the first one consists of the links that connect to the
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two subtrees rooted at node 2 and 3, respectively; for the other three cuts, one
consists of link 3 and the cut of the subtree rooted at node 2, one consists of link
2 and the cut of the subtree rooted at node 3, the last consists of the cuts of the
subtrees rooted at node 2 and 3. Nevertheless, identifying the cuts of a subtree
is not important here, the important thing is how to obtain the combined loss
rate created by the cuts, which in fact is the loss rate of the subtree. To avoid
repeatly calculating the loss rates of the same subtrees. A general formula is
developed. Let Cx denote the set of links that connect node X to its children,
let fi(0) denote the loss rate of link i and let fi(1) be the loss rate of a subtree
rooted at node i. Then, the loss rate rate of a subtree rooted at node X is equal
to the sum of the follows:

– the product of the loss rates of those links that connect X to its children,∏
i∈Cx

fi(0)
– the sum of the products obtained from the combination of the loss rates of

some links connecting X to its children, denoted by SCx and the loss rates
of those subtrees in Cx \ SCx, where SCx can be empty.

If there are n subtrees connected to node X , there are 1 +
∑n

i=1 Ci
n = 2n terms

in the formula. Let gx represent the loss rate of a subtree rooted at node X ,
then,

gx =
1∑

i1=0

..
1∑

in=0

fs1(i1)fs2(i2)...fsn(in) (4)

where n is the number of X ’s children, from s1 to sn. fx(·) is determined by the
following rules:

– For a leaf link, X, after its loss rate is estimated, we set fx(0) = P̂ (X =
0|Pax = 1) and fx(1) = 0 since a leaf link does not connect to any subtree.
Then, we can move one level up.

– For a non-leaf link, Y, after estimating P (Y = 0|FY = 1), we set fy(0) =
P (Y = 0|FY = 1) that is the loss probability of link y and fy(1) = gy[1 −
fy(0)] that is the product of the pass rate of link Y and the loss rate of the
subtree rooted at node Y . When the loss rates of all links on this level have
been estimated, we move one level up to estimate the loss rates of those links
in that level. The process is continued until all links have been estimated.

For example, the loss rate of the subtree rooted at node 1 of Figure 1 can be
estimated by

g1 = f2(0)f3(0) + f2(1)f3(0) + f2(0)f3(1) + f2(1)f3(1). (5)

The four terms of RHS correspond to the four cuts previously listed. The bottom
up approach ensures when it is estimating the loss rate of an internal link, X ,
the loss rates of of those links in the subtree rooted at X are available. Then,
link X and the subtree rooted at node X can be regarded as a virtual link,
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denoted as Vx. From the viewpoint of Fx, the parent of X , Vx is strongly related
to BVx , the sibling brothers of Vx. The view of Vx for a probe is defined as:

Vx =
{

1, ∃i, i ∈ R(X), yi = 1
0, ∀i, i ∈ R(X), yi = 0 (6)

where R(X) denotes those receivers attached to the subtree rooted at node X .
Applying the same method used in the previous subsection, we have,

P̂ (Vx = 0|FVx = 1) =

∑
BVx

n(Vx = 0, BVx �= 0)∑
BVx

n(BVx �= 0)
(7)

Since
P (Vx = 0|FVx = 1) = gx + (1 − gx)P (X = 0|Fx = 1)

where gx is the loss rate of the subtree rooted at node X . Then, we have

P̂ (X = 0|Fx = 1) =
1

1 − gx
[P (Vx = 0|Fx = 1)− gx] (8)

For example, if the multicast tree used to send probes to receivers is as shown
in Figure 1, the loss rates for all leaf links, i.e. links 4 to 7 can be obtained by
formula (2). Once the loss rates of all leaf links have been obtained, we can
estimate the loss rates of link 2 and link 3. Using the equation (8), we have the
estimate of the loss rate of link 2, which is

P (X2 = 0|X1 = 1) =
P (V2 = 0|X1 = 1) − g2

1 − g2

=
P (X4 = 0 ∧ X5 = 0|X6 = 1 ∨ X7 = 1) − P (X4 = 0|X2 = 1)P (X5 = 0|X2 = 1)

1 − P (X4 = 0|X2 = 1)P (X5 = 0|X2 = 1)
.

(9)

Since the terms of the right hand side (RHS) are either known or observable, the
LHS is estimable. This principle is repeated applied from bottom-up to obtain
the loss rates of all links.

In addition, before estimating the loss rates of a network after a series of
trials, we need to have a pre-processing to eliminate those links whose loss rates
cannot be estimated from the observations. We first delete all the leaf links that
have not received any probes since their loss rates are inestimable. If all leaf links
connected to the same parent node are deleted, the link connecting the grand-
parent to the parent node is also deleted since there is no observation that can
assist us to estimate the loss rate of the link. In addition, if an internal node X
has only one child C, we delete the node X and connect the parent of X , Fx, to C
directly since P (C = 0|X = 1) and P (X = 0|Fx = 1) are not identifiable. The
pre-processing aims to eliminate those subtrees, including end nodes, that have
not observe any probe sent to them. The loss rates of those links connecting
the subtree cannot be estimated because of this. This also ensures the above
formulae are properly defined. For example, if receiver 4 in Figure 1 misses all
probes, the loss rate of link 5, θ5 = P (X5 = 0|X2 = 1) = P (X5 = 0|X4 = 1)
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is undefined. In the pre-processing, we replace the subtree with a new node.
The new node’s observation is equal to the combined observations of the sibling
brothers of the trouble node, i.e. node 4. Then, node 2, 4 and 5 will be merged as
a new one, X25, and its observation is equal to the observation received by X5.
Then, P (X25 = 0|X1 = 1) can be estimated, but remember P (X25 = 0|X1 =
1) �= P (X2 = 0|X1 = 1) and P (X25 = 0|X1 = 1) �= P (X5 = 0|X2 = 1). The
RHSs are inestimable in this situation.

5 Simulation Study

To demonstrate its effectiveness of the proposed method, we conducted a series
tests on a simulation environment built on ns2 that has 8 nodes connected by
7 links, named 1 to 7, into a tree structure, as shown in Figure 1. Link 1 had
3Mbps of bandwidth, 2ms of propagation delay; link 2 and 3 also had 3Mbps
of bandwidth, but 10ms of propagation delay; the other 4 links had 1.5Mbps
of bandwidth and 10ms propagation delay. All nodes has a FIFO queue and
except node 1 has a queue with a limit of 20 packets, all other nodes can at
most queue 10 packets at a time. The droptail policy is employed by all nodes to
handle congestion, i.e. when a queue is full, newly arrived packets were dropped.
Probe packets, 40 bytes each, were periodically multicasted from the root to the
receivers attached to the leaf nodes. The background traffic consists of:

1. two TCP streams with window size=50 and packet size=1KB flow from node
0 to node 4 and 5, respectively;

2. four exponential distributed on-off UDP streams
– one burst stream with burst period=400ms, idle period=300ms,

bit rate=1000k, and packet size=200B flows from node 0 to node 4;
– one burst stream with burst period=300ms, idle period=300ms,

bit rate=800k, and packet size=200B flows from node 0 to node 5;
– one burst stream with burst period=300ms, idle period=200ms,

bit rate=400k, and packet size=500B flows from node 1 to node 6;
– one burst stream with burst period=200ms, idle period=200ms,

bit rate=400k, and packet size=500B flows from node 1 to node 7;
3. one FTP stream flows from node 0 to node 4 with window size=60 and

packet size=600; and
4. three FTP streams flow from node 0 to node 5, 6 and 7, respectively, with

window size=60, and packet size=800.

where the burst periods and idle periods yield exponential distribution, and
the numbers provided above are the means of the corresponding exponential
distribution. Except 2. that started at 0s and suspended at 50s, and resumed at
80s, all other streams started flow from 0s to 95s.

What we were interested in this study is to find out the packets loss rate at
each link by end-to-end measurement. θi, i ∈ {1, .., 7} in Figure 1 represents the
loss rate of link i. A multicast agent is added on the root node (0) to multicast
probe packets on a regular basis to the 4 leaf nodes. A sequence number is
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Fig. 3. Loss rate on link 1 with probe interval= 0.02s
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Fig. 4. Loss rate on link 4 with probe interval= 0.02s

attached to each probe packet, then based on the sequence number, a receiver
can identify whether a probe packets is lost, if so, its position in the probe stream.
During the experiments, we conducted an inference every 5 seconds based on the
data collected at the four receivers, the simulator uses the same interval to collect
the actual link-level data, packet sent and dropped, at every node. We call the
data collected by the simulator actual result.

In the experiment, the inferred results on link 2, 3, 6 and 7 match the true
results perfectly since these links were lightly loaded. Figures 3 and 4 shows
the difference between inferred result and true result on link 1 and link 4, re-
spectively. Although there are some differences between the inferred and actual
results, the inferred results correctly show the loss trend of the background traf-
fic, in particular, when stream 2 was suspended.

6 Conclusion

Network tomography depends on statistical inference to identify the information
which cannot be observed directly. Maximum likelihood estimation is one of the
most popular strategy used in inference. For a large network with hundred of
links, using MLE to do inference processing can take considerable amount of



482 Weiping Zhu and Zhi Geng

time since most available algorithms use the iterative approximation to search
for a feasible solution in a complex solution space. Apart from that, the solution
identified by a method may not be the global maximum since it may trap into
a local optimum. To overcome the first problem, we in this paper present a sim-
ple bottom-up approach to estimate the loss rates of a network, that in principle
applies the observed correlation between a link and its sibling brother to identify
the loss rate of the link. The advantage of this approach relies on its simplic-
ity, efficiency and consistency. In fact, the proposed approach is an analytical
solution. Comparing with the MLE in simulations set up on ns-2, we find the
proposed method achieves identical results as the MLE. The form or shape of
the multicast tree used to send probes to receivers is another issue that requires
further study, which is related to the network topology and identifiability that
determines the number of receivers and their locations.
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Abstract. In this paper we present the set of base algorithms for gener-
ating connected random graphs (RG). RG can be used for testing differ-
ent algorithms on networks. The fast algorithms with proved properties
are presented for random generation of connected graphs, sugraphs (sub-
graphs on the complete set of nodes) and others in conditions of given
restrictions, such as limited node degree, given node degrees, different
probabilities of edges existence etc. Special attention is given to gener-
ating graphs “similar to real networks.” The algorithms are presented in
the Pascal-like pseudo code.

1 Introduction

In this paper we present the set of base algorithms for generating connected
Random Graphs (RGs). It is the sequel of our paper [1] in which we have dis-
cussed the generation of Random Trees (RT). RGs are widely used for testing
different algorithms on networks [2, 3, 4, 5]. In fact, we can say that it is the only
good model for the task as using different real network structures for algorithms
testing is usually impossible. So the random graphs are widely used as a most
appropriate model. In [6] some parameters of real networks are presented while
in [7] some estimations are done based on the RG of a special kind. While RGs
are widely used as a model, the task of their generation is almost unexplored.
It seems that most researchers that use RGs as a model consider the task as an
obvious job. Yet there is a lot of problems in the task of RGs generation, espe-
cially when complicated limitations are put on the graph structure. The usual
requirements are to guarantee uniformity on the given space of graphs (to the
renumbering) and attainability of all graphs from the given space. Uniformity
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is needed for simple estimation of mean values for the parameters and indexes
under estimation. If we cannot guarantee the uniformity, then we must know
a distribution and take it into account at estimation. Attainability is also im-
portant: if some of theoretically possible structures cannot be obtained by an
algorithm then we cannot rely on the simulation results. Our approach always
guarantees this property. In [1] we present base approach to RGs generation and
a set of algorithms for random trees generation. Some of the generating algo-
rithms were programmed for the application package Graph-ES, see [8, 9, 10].
Hereafter we discuss some basic approaches to the generating of connected RGs
and present several effective algorithms. The rest of the paper is organized as
follows. Section 2 is devoted to the base approaches, notations and concepts.
In Section 3 the algorithm for generating connected RGs with some limitations.
Section 4 is devoted to the generation of RGs “similar to real webs.” Section 5
is a brief conclusion.

2 Base Notations and Approaches

Let us denote arbitrary non-oriented graph with N nodes and M edges and with-
out multiple edges as G(N, M). Several approaches can be used for the random
graphs generation. First and most inefficient approach (but still widely used) is
the trial method. A random graph with given numbers of nodes (and, possibly,
edges) is generated and then its properties are checked to answer the given lim-
itations. In our case it means at least that a graph ought to be connected one.
Obviously the number of trials grows with the number of nodes quickly. Indeed,
the total number of different graphs G(N, N) (with all possible re-numbering of
nodes) is

S =
(

N(N−1)
2

N

)
N(N − 1)

2
! =

[
N(N−1)

2 !
]2

N !
[

N(N−1)
2 −N

]
!

, (1)

while the total number of all N -node cycles (with all possible re-numbering of
nodes also) is only N !2. But even this simplest approach can be realized with
different efficiency.

Let us consider the example of generating a G(N, M). The simplest way is to
use the adjacency matrix (V V ). Let V V be initially zeroed. In the cycle from 1
to M the pair of random numbers i and j is chosen from [1, . . . , N ], i �= j and
if V Vij = 0 then let V Vij = 1 and V Vji = 1, otherwise the choice is repeated.
This simplest algorithm requires the following average number of choices:

Nc = 1 + n

(
1

n − 1
+

1
n − 2

+ . . . +
1

n−M + 1

)
, (2)

where n = N(N − 1)/2.
Note that to choose a pair from the set {1,2,. . . ,n} by the trial method

requires n/(n−1) attempts in average, thus the whole number of calls for random
number generator in our case is in average
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Nr =
n

n− 1

[
1 + n

(
1

n− 1
+

1
n− 2

+ . . . +
1

n−M + 1

)]
, (3)

For N = 10, M = 20, for example, Nr = 26.65 and for M = 25 it is 36.69
already. Thus the sampling without repetition is preferable (see [1]).

Next base approach is the “sequential growth”: each new element is added
to a generated graph without violation the limitation and guaranteeing its prop-
erties. Once more there are two possibilities: to use trial or “smart” method on
each step.

As “smart” method we will use the method of admissible choice (MAC), that
is the method, in which on each step the choice is done only from the set of
elements that 1) keeps the graph in a given class and 2) do not allow to broke
any of limitations. Before the examples will be discussed, let us denote:

Xi – set of generated graph’s nodes on the i-th step;
Ei – set of generated graph’s edges on the i-th step;
Ai – set of edges that are allowed to add to the generated graph

on the i-th step;
Ini – set of edges that are to be added to Ai before the i + 1-th step;
Exi – set of edges that are to be excluded from Ai before the i + 1-th step;
vi – i-th node (vertex) of a graph;
eij – edge that connects vi and vj ;
X(G) – set of nodes of the graph G;
E(G) – set of edges of the graph G;
C(N) – the complete graph with N nodes.

Thus, Ai+1 = Ai \ Exi ∪ Ini. Some limitations can lead to the empty Ai+1.
If it is not due to impossibility of obtaining a graph with given properties at all
(this ought to be checked before generating), then the rollback is heeded by one
step. If est was the edge last chosen before deadlock then it transfers from Ai

to Exi.

3 Generating Connected Graphs

This task is a good example of algorithm that needs to change the rules of Ini

and Exi definition during the generating process.
Each connected graph has at least one spanning tree (one is if the graph is

a tree itself), so the generating process for a connected graph consists from two
parts: generating of spanning tree and allocation of remaining edges. The first
task is analyzed in [1] in details. Let T be the spanning tree generated on the
first stage. If we want no multi-edges and an edge est is chosen on the i-th step
then on the second stage (i ≥ N) we have the following rules for Ini and Exi

(note that AN−1 = E(C(N)) \ E(T )):

Exi = {est} (4)
Ini = ∅ (5)
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If we need to generate connected graphs with some additional limitations,
then a spanning tree ought to satisfy them, and these limitations ought to be
taken into account at Exi definition. Let L be the set of limitations designated
to a given graph space and that are of the kind fj(G) ≤ Bj and R(G, L) be the
indicator function:

R(G, L) =

⎧⎨⎩
−1 if G violates the limitations, ∃jfj(G) > Bj

0 if G is just on the border, ∃jfj(G) = Bj

1 if G is under the violation of the limitations.
(6)

Then the general rule for MAC is:

1. If R(G(Xi, Ei)) = −1 and est is the edge selected on last step, then take this
step back and remove est from Ai.

2. If R(G(Xi, Ei)) = 0, then edges which addition to a current graph obviously
can violate the limitations are added to the Exi.

3. If R(G(Xi, Ei)) = 0 and est is the edge selected on last step, then Exi = est.

The efficiency of a generating algorithm highly depends on the violation
checking and prediction. If the state of been on the limitation border is detected
easy, then it is possible not to allow any violations at all. Thus, if node degree
has achieved its upper limit then it is enough not to consider free edges con-
nected to it any more. But, for example, checking the violation of limitations
on a graph diameter beforehand for all edges from Ai will take more operations
then checking it after the edge selection and, possibly, make rollback.

3.1 Generating Random Connected Graphs
with Given Node Degrees

If generating RTs with prescribed node degrees is possible to make without
deadlocks (see [1]), it is impossible for RGs with M > N if multi-edges are
impossible. For example, let us consider the case of N = 4, M = 5, Degrees =
(3, 3, 2, 2). On the first stage the random tree is generated in which node degrees
are limited by given values and on the second stage additional edges are selected
in such a way that to make strict correspondence with given degrees. In the Fig 1
the possible deadlock situation is presented: a) is the spanning tree generated
on first stage, b) is the only right variant for the given degrees while c) shows
the result of basic algorithm in the case of the multi-edges being allowed. It is
clear that after selection of first (1, 2)-edge the rollback is needed.

Nevertheless, it is experimentally shown that the following scheme gives less
rollback in average than general one. Let us obtain the random spanning tree
on the first stage of the algorithm. We have ΔDegi = Degrees[i]− deg(vi) ≥ 0.
Let L be the number of nodes for which the inequality is strict. Then if

N∑
j=4

ΔDegi > L(L − 1) (7)



On Generating Random Network Structures: Connected Graphs 487

Fig. 1. Example of a situation that brings to the rollback

then to satisfy the given degrees the multi-edges are needed and our spanning
tree is not suitable, repetition of spanning tree generation is needed.

Obviously it is better to check the condition 7 during the spanning tree
generation.

3.2 Generating Connected k-Partite Graphs

k-partite graphs are widely used in different areas, for example they are used for
solving the problem of channel assignment in radio communication networks.

Let us define the sets for MAC in this task. Let Bi, i = 1, . . . , k, ∀i �=
j, Bi

⋂
Bj = ∅ be the sets of nodes that corresponds to different partitions of

a k-partite graph. Then

A1 = {eij|i ∈ Bv, j ∈ Bu, v �= u} (8)

and if on some i-th step the edge est was chosen then

Ini = ∅, Exi = {est}. (9)

If the connected k-partite graph is needed then we first generate a random
N-vertex tree using the following (f is a root, let f ∈ Bu):

A1 = {enu, u /∈ Bu} (10)

If on the i-th step the edge est is selected (t-th node is new) then

Exi = {ect|vc ∈ Xi}, (11)
Ini = {etd|vd ∈ X̄i}\{euq|∃r(u ∈ Br&q ∈ Br)}. (12)

On the second stage

AN−1 = E(C(N)) \ E(T )\{euq|∃r(u ∈ Br&q ∈ Br)}, (13)

and for N − 1 < i ≤ M we have again

Ini = ∅, Exi = {est}. (14)

The limitations on node degrees can be taken into account similar to the
previous case of connected G(N, M).
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4 Generating Graphs Similar to Real Nets

As it was stated in the Introduction, real networks have a lot of special features.
In [2, 3, 4, 5, 6, 7] authors discuss different aspects of Internet, Intranet and other
Webs structures. Based on their results and own experience in modeling different
kind of nets (electric communication and wireless) we present the following most
common web’s properties.

1) connectivity;
2) “planarity” or “almost planarity” (if there are intersections of edges, their

number is a little one);
3) nodes of a web are disposed in a coordinate plane;
4) non-uniformity of distribution of node’s coordinates on a plane: nodes are

grouped around of one or several centers with reduction of density with
distance;

5) limitation on a minimum distance between nodes: it is obvious that in the
communication networks too short distances are as improbable as too long
one: it is hard to imaging the distance of several meters between two base
stations in cellular network, for example;

6) limitation on maximum degree for the majority of nodes, or, more precisely,
probability of availability of nodes with large number of incident edges is
small. At the same time in large webs the existence of one or several nodes
with a large degree is quite possible.

For particular classes of webs the additional properties and can be added and
the quantitative values for indicated are defined.

4.1 Probability of Edge Existence

It is commonly appreciated that the probability of edge existence depends on
its length (distance between nodes) but the kind of dependency is a matter for
discussion. In [5], for example, the probability of the existence of an edge between
nodes i and j it was chosen as proportional to the negative exponent of a distance
(e−dij ). In the Fig. 2 we can see random trees obtained by the fast algorithm,
proposed in [1] in case of random coordinates of the nodes. In the Fig. 2a) the
probabilities were calculated with this proportion while in In the Fig. 2b) and
c) the probabilities of edge existence are proportional to (e−dα

ij), where α is 7.5
and 2 respectively. It is clear that no graph of real communication network can
be similar to the first tree as it has too many intersections and long edges. It is
clear that the second and third trees are more similar to the real communication
network. In Fig. 3 in the next section the probabilities are proportional to this
exponent with α equal 1.5 and 2 respectively. It is clear that α = 2 is better
choice.
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Fig. 2. Random trees in case of the edge existence probabilities proportional
to e−dα

ij , α = 1, 1.5, 2

4.2 General Generation Scheme

In light of the considered properties the general arrangement of generation of
a random web with given number of nodes and edges looks as follows.

1. For each local subnet the coordinates of a central node are defined. At that
the limitation on a minimum distance between these nodes is superimposed.
Coordinates are uniformly defined in the limits of given area (rectangle,
circle, ellipse etc. in dependencies on the configuration of real area. It is
possible to use the real shape of area, but it is more difficult for realization).

2. According to given (may be random) distribution of the common numbers of
nodes between local subnets the coordinates of these nodes are defined. At
this the use of two-dimensional normal probability distribution with inde-
pendent coordinates and equal variances on axes is recommended . A degree
of a spread (variance) for different subnets can be different. The re-testing is
required at violation of the limitation on minimum distance between nodes
or exit outside the boundaries of common area.

3. According to a given decreasing function from distance the matrix of prob-
abilities of availability of edges (connections) between nodes is defined.

4. The random spanning tree is created by the described above algorithm for
generating random trees with different probabilities of edges existence. The
limitations on a node degree are taken into account.

5. The remaining edges of a web are chosen randomly according to given prob-
abilities of existence and taking into account all the limitations.

The version is possible, at which the total number of edges is beforehand dis-
tributed on belonging to local subnets and connecting lines. In this case at first
each subnet is created independently according to algorithm described above,
then the random tree aggregating them is created with usage of free edges con-
necting nodes of different subnets and, at last the remaining connecting lines are
selected from this set with taking all limitations put on a web into account, also.

In Fig. 3 and 4 the results of one-level and two-level graphs generation with
the proposed scheme are presented. The nodes coordinates are the same, N =
100, M = 156, Deg = 6.
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Fig. 3. One-level RG obtained by the proposed scheme. Probabilities are proportional

to: a) e−d3/2

, and b) e−d2

Fig. 4. Two-level RG obtained by the proposed scheme: a) with central nodes, and b)
without central nodes

Note that the generation scheme can be easily updated to the case when sub-
nets are of some specific kind, circular for example. In this case we use different
limitations for different kinds of subnets.
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5 Conclusion

We have presented general method algorithms for the generating random con-
nected graphs with different properties. It is shown that the use of trial method
is mostly ineffective. Meanwhile the proposed algorithms based on the method
of admissible choice are proved to be effective in the terms of number of opera-
tions, and memory use. The task of generating graphs “similar to real nets” has
been discussed and the list of most common properties of such graphs has been
presented. Based on these properties One- and multi-level generating schemes
are developed that proved to be quit appropriate for the task. The problem of an
edge existence probabilities as function if their length have been discussed also
and correspondent proposition is made. The presented examples show adapt-
ability of our algorithms.
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Abstract. The number of customers of a service for Internet access
from cellular phones in Japan has been explosively increasing for some
time. We analyze the relation between the number of customers and the
volume of traffic, with a view to finding clues to the structure of human
relations among the very large set of potential customers of the service.
The traffic data reveals that this structure is a scale-free network, and
we calculate the exponent that governs the distribution of node degree in
this network. The data also indicates that people who have many friends
tend to subscribe to the service at an earlier stage. These results are
useful for investigating various fields, including marketing strategies, the
propagation of rumors, the spread of computer viruses, and so on.

1 Introduction

The number of customers of NTT DoCoMo’s ‘i-mode service’ in Japan (for In-
ternet access from cellular phones) has been explosively increasing and recently
reached about 40,000,000, although the service was only introduced five years
ago [1]. Statistics on i-mode’s growth thus provide an interesting body of in-
formation on the behavior of large numbers of users. Complex networks such as
structures of social relations do not have an engineered architecture; rather, they
are self-organized by the actions of large numbers of individuals. The local inter-
actions can lead to the nontrivial global phenomenon of a scale-free distribution
of node degree [2], which in turn leads to a small-world property [3, 4]. In this
paper, we analyze the relation between the number of i-mode customers and the
volume of traffic, with a view to finding clues to the structure of human relations
among the very large set of potential i-mode customers. The traffic data reveals
that this structure is a scale-free network, and we calculate the exponent that
governs the distribution of node degree in this network. The data also indicates
that people who have more friends tend to subscribe to the i-mode service at an
earlier stage.

If we consider each person as a node and each relation between two people as
a link, we have a graphical model of human relations. If we can systematically
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characterize the structure of graphs thus derived, the characterization should be
applicable to marketing strategies, the propagation of rumors and epidemic, and
demand forecasting for telecommunications services, among others.

Networks of hyperlinks among web pages on the Internet and certain social
networks have been reported to show small-world properties and act as scale-
free networks. A scale-free network has a small number of ‘hub’ nodes, each of
which has quite a lot of links. This feature acts to suppress increases in network
diameter when the number of nodes increases. As a result, the average numbers of
hops in the routes between all pairs of nodes are extremely small and information
spreads with remarkable speed. The defining feature of a scale-free network is
that the distribution of node degree obeys a power law, i.e. n(k) ∝ k−γ , where k
and n(k) denote the node degree (number of links) and the number of nodes
of degree k, respectively, and γ is a positive constant. A wide variety of scale-
free networks has been found, in both technological and social realms. In most
cases, the relation 2.0 ≤ γ ≤ 3.4 applies [5]. Ebel et al. [6] analyzed the logs of
the e-mail server at Kiel University and produced a graph that represents the
relationships among the e-mail accounts of the students. A link in the graph
indicates the passage of at least one e-mail message between the corresponding
pair of accounts. The graph in this case was a scale-free network with the slightly
atypical γ value of 1.81. This result reflects human relations within a small
community, in this case the set of people who use the university’s e-mail server.
The result is thus not applicable to people in general. Furthermore, since an e-
mail log will almost certainly include records of multicast messages, i.e. messages
sent to accounts on a mailing list, the passage of an e-mail message does not
necessarily indicate a relationship between the owners of the corresponding pair
of accounts, so the result does not solely reflect human relations. Abello et al. [7]
and Aiello et al. [8] analyzed telephone calls on a certain day and produced
a graph that represents the relationships among phone numbers. In this case,
a link represents the setting up of a connection between the corresponding pair
of numbers. This graph is a scale-free network with γ = 2.1. The data in this case
is on a large number of non-specified people so the result should be generally
applicable; however, a phone number often corresponds to a company or family
rather than an individual, so the result does not reliably reflect human relations.

This paper is on our investigation of the relation between the number of
i-mode customers and the volume of i-mode traffic. Simple analysis of this re-
lation reveals some fundamental features of human relations for a large number
of non-specified persons (the population within reach of the service). In addi-
tion, we clarify this population’s dynamic behavior as a set of potential service
subscribers.

The rest of this paper is organized as follows. In Sec. 2, we introduce our
traffic data and point out the characteristics which make them desirable as a ba-
sis for analyzing human relations. In Sec. 3, we explain our assumptions and
the framework of our investigation, and present the analytical and general form
of the relation that characterizes i-mode e-mail usage. In sections 4–6, we as-
sume various rules for the selection of new i-mode subscribers, and investigate
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the patterns of human relations they reflect and the user dynamics we would
expect if the rule were correct. The rules are random distribution, identical and
independent distributions, and a deterministic rule. Section 7 reveals that the
structure of human relations forms a scale-free network. Finally, we conclude our
discussion with Sec. 8.

2 Traffic Data

Data on i-mode service traffic is of particular interest for the following reasons.

(a) The explosive growth of the service minimizes the effect on traffic of external
factors such as changes in economic circumstances, family structure, etc.

(b) Since almost all cellular phone terminals are for personal use, the trans-
fer of an e-mail message between two terminals unambiguously represents
communication between the corresponding pair of customers.

(c) Almost all e-mail traffic in the service is one to one, so we can assume pro-
portionality between the volume of e-mail traffic and the number of customer
pairs exchanging messages.

(d) Sending an e-mail message is much cheaper than a voice communication, so
external factors, e.g. the income of users, only have negligible effects on the
traffic patterns.

(e) In the early stages of popularization of the i-mode service, the combination
of few e-mail advertisements and little sensationalism to attract nuisance
users meant that very little of the traffic was independent of relationships
among people.

(f) The service was heavily advertised in the mass media. Information about
the i-mode service was thus widely propagated within a short period and the
intensity of the public campaign meant that propagation was independent
of the topology of human relations.

The number of customers grew about three-fold, from 1,290,000 to 3,740,000,
over the six months from Aug. 1999 to Jan. 2000 [1]. The relationship between the
number of customers and the volume of i-mode web-service traffic in this period
is shown in Fig. 1. Let the number of i-mode customers be m; the relationship
is then written as

(i-mode web traffic) ∝ m . (1)

The most reasonable explanation for this is a stable frequency of web access
per user. The reason for this is as follows: if users who have subscribed to the
i-mode service at an earlier stage are heavier users than more recent subscribers,
the volume of web traffic will not be proportional to m. The result thus implies
that the usage characteristics of the i-mode service for the average customer
were stable over this period. The number of i-mode customers and the number
of i-mode messages in the same period is given in Fig. 1. The data follows this
power law:

(i-mode e-mail traffic) ∝ m1.55 . (2)
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Fig. 1. A log-log plots of the number of i-mode customers versus the volume of web
traffic, as the number of site-access operations, (left panel) and versus the volume of e-
mail traffic, as the number of messages sent, (right panel). Traffic data is for August 1,
1999 to January 31, 2000

Therefore, the number of e-mail messages increases more quickly than the vol-
ume of web traffic. If the number of e-mail messages for an average customer is
independent of the number of i-mode customers and is stable, it should be pro-
portional to m. A value greater than m reflects growth over time in the number
of partners with whom the average customer might want to communicate. On
the other hand, if the average customer knows a certain constant proportion of
customers (even if this proportion is small, e.g. 0.0001% ), the volume of e-mail
traffic should be proportional to m2. The fact that the volume of e-mail traffic is
proportional to m1+α, where 0 < α < 1, means that while the number of possi-
ble communication partners increases, the ratio of this number to the number of
all customers falls. The parameter α = 0.55 characterizes the rate of growth for
e-mail traffic. It also tells us something about the strength of human relations.
Hereafter, we investigate the characteristics of human relations that satisfy (2).

3 Notation and Assumptions

Let the set of people in Japan (i.e. the set of all potential customers of the i-
mode service) be V , and the set of pairs of people who exchange information
with each other be E. The number of elements in V is |V | = n. We define human
relations as a graph G(V, E). We assume that G(V, E) is stationary. Next, we use
a rule to select m elements from V and let the subset of these selected elements
be Vm (m ≤ n). Let the subgraph induced by Vm from G(V, E) be Gm(Vm, Em).
That is, a node pair is connected by a link in Gm(Vm, Em) if and only if the
corresponding node pair in G(V, E) is connected by a link. Each element of Vm

is an i-mode customer and human relations among all i-mode customers are
represented by Gm(Vm, Em) (see Fig. 2). We assume that the number of links,
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induced subgraph 
representing human 
relations among i-mode 
customers: G_m(V_m,E_m)

i-mode customer

non-customer

graph representing human 
relations among potential 
customers of the i-mode 
service: G(V,E)

Fig. 2. The graph representing human relations, G(V, E), and the sub-
graph Gm(Vm, Em) induced by i-mode customers

|Em|, in the induced subgraph Gm(Vm, Em) is proportional to the volume of
e-mail traffic (as the number of messages) flowing in the i-mode service. Thus,
to clarify the origin of the behavior that leads to (2), i.e. to 0 < α < 1, we need
to find the condition of human relations G(V, E), and not just of the subset of
relations Gm(Vm, Em), that satisfies

|Em| ∝ m1+α . (3)

In the following sections, we assume various possible rules for selection of
subscribers to the i-mode service, identify the rule which corresponds with our
data, that is, the rule which characterizes user-participation dynamics, and show
the structure of human relations G(V, E) thus implied.

4 Random Selection of New i-mode Customers

We sort all elements of V into descending order of degree (number of links
connected to the element) with respect to the graph G(V, E), and let the degree
of the i-th element be Di (i = 1, 2, . . . , n). In cases where multiple nodes have
the same degree, i is arbitrarily assigned. Similarly, all elements of Vm are sorted
into descending order of degree with respect to the subgraph Gm(Vm, Em). We
let the degree of the j-th element be dj (j = 1, 2, . . . , m).

Next, let us consider continuous versions of the degree distributions Di

and dj , denoted by D(x) and d(y), respectively, where 0 ≤ x ≤ n and 0 ≤ y ≤ m.
The distribution D(x) of degree is a monotonically decreasing function of x, and
we choose D(x) that satisfies

∑b
i=a Di =

∫ b

a−1 D(x) dx, where arbitrary parame-
ters a and b are integers which satisfy 1 ≤ a ≤ b ≤ n. We choose the distribution
d(y) in a similar way.

Since the elements of Vm are chosen from V , a node, which has the j-th largest
degree, dj (j ∈ Vm), in Gm(Vm, Em), will on average correspond to a node in
the set with the i-th (i = (n/m) j) largest degree in G(V, E). In addition, since
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the probability that the nodes connected to the node i ∈ V in G(V, E) are in Vm

is (m− 1)/(n− 1),

dj � m− 1
n− 1

Di , (4)

on average. So, the expectation of the number of links in Gm(Vm, Em), that is,
F (m) := E [|Em|] are expressed as

F (m) =
1
2

m∑
j=1

dj =
1
2

∫ m

0

d(y) dy

� 1
2

m− 1
n− 1

∫ n

0

D(x)
dy

dx
dx =

1
2

m (m− 1)
n (n− 1)

∫ n

0

D(x) dx (5)

= O(m2) . (6)

From the law of large numbers, we have F (m) = |Em| for m # 1. We
therefore obtain |Em| = O(m2). Consequently, if we assume that new customers
of i-mode are selected at random, the volume of e-mail traffic is independent of
the structure of human relations and increases by O(m2). This does not agree
with (3).

5 Selection of New i-mode Customers According
to Identical and Independent Distributions

In a similar way to the previous section, we sort all elements of V into descending
order of degree, and let the degree of the i-th element be Di (i = 1, 2, . . . , n). We
assign the probability pi (i = 1, 2, . . . , n) to all nodes i ∈ V and select m nodes
from V according to the probability pi. We assume that node selection is ac-
cording to an identical and independent distribution (i.i.d.), that is, it negligibly
affects the probability distribution pi. This assumption indicates that m � n
and requires pi � 1 for all i ∈ V .

Let the set of m nodes selected from V be Vm, and the subgraph of G(V, E)
induced by Vm be Gm(Vm, Em). All elements of Vm are again sorted into de-
scending order of degree in the subgraph Gm(Vm, Em); and let the degree of
the j-th element be dj (j = 1, 2, . . . , m).

As we did with the random-selection case, let us consider the continuous
versions of the distributions of degree Di and dj as D(x) and d(y), and of
probability pi as p(x), where 0 ≤ x ≤ n and 0 ≤ y ≤ m. If pi > 0 for all i
(i = 1, 2, . . . , n), we can choose the density p(x), which satisfies p(x) > 0 for ar-
bitrary x (0 ≤ x ≤ n) and

∑b
i=a pi =

∫ b

a−1 p(x) dx, where a and b are arbitrary
integers that satisfy 1 ≤ a ≤ b ≤ n.

Let us consider the distribution function that corresponds to the density
function p(x), P (x) :=

∫ x

0
p(s) ds. Since p(x) > 0, there exists an inverse of the

distribution function, P−1(u), for all u ∈ [0, 1]. Consider {x1, x2, . . . , xm}, which
is a sequence of the points selected by probability density function p(x) from
[0, 1] and sorted into ascending order. If we apply the distribution function P to
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transform the points {x1, x2, . . . , xm}, the points in {P (x1), P (x2), . . . , P (xm)}
are uniformly distributed on [0, 1]. So, the node corresponding to a node j ∈
Vm is, on average, x = P−1(j/m). Therefore, we can express the relationship
between D(x) and d(y) as∫ m

0

d(y) dy � c(m)
∫ m

0

D(P−1(y/m)) dy , (7)

where c(m) is a function of m. Incidentally, in the case in the previous section,
c(m) = (m − 1)(n− 1), and p(x) is a constant.

Then, the expectation of the number of links in Gm(Vm, Em), F (m) :=
E [|Em|] is expressed by

F (m) =
1
2

m∑
j=1

dj � 1
2

c(m)
∫ n

0

D(x)
dy

dx
dx . (8)

Since x = P−1(y/m), we can obtain dy/dx = m p(x). Thus,

F (m) =
m

2
c(m)

∫ n

0

D(x) p(x) dx . (9)

If the probability density p(x) is independent of the topology of the original
graph G(V, E), we can determine c(m) = (m − 1)/(n− 1), and get

F (m) =
1
2

m (m− 1)
(n− 1)

n∑
i=1

Di pi . (10)

Comparison with (5) shows us that (10) is equivalent to selecting nodes at ran-
dom for the graph with degree distribution D′

i = n Di pi. In particular, if nodes
are selected at random, that is, p(x) = 1/n, (10) becomes identical with (5).

In popularization of the i-mode service, advertising in the mass media had far
more power than did word of mouth. So, we can assume that the popularization
process was independent of the topology of human relations. The number of sub-
scribers among the average user’s friends and acquaintances is thus proportional
to the number of i-mode subscribers, so we can state that

c(m) ∝ m . (11)

Thus, we have

F (m) � O(m2) ×
∫ n

0

D(x) p(x) dx . (12)

Since, in order to realize |Vm| = O(m1+α), F (m) has to satisfy F (m) =
O(m1+α). So, we have

n∑
i=1

Di pi = O(mα−1) . (13)

Since Di is independent of m, (13) means that pi depends on m. This result
contradicts the assumption of i.i.d.
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6 The Structure of Human Relations and the Rule
for Subscription to the i-mode Service

The previous section demonstrated that the probability of selecting a given node
changes after each node selection. Since setting a new probability for every node
selection is complex, we adopt a deterministic approach.

We sort all elements of V into descending order of degree (number of links
connected to the element), and let the degree of the i-th element be Di (i =
1, 2, . . . , n). In cases where multiple nodes have the same degree, i is arbitrarily
assigned. Similarly, all elements of Vm are sorted into descending order of degree
in the subgraph Gm(Vm, Em). We let the degree of the j-th element be dj (j =
1, 2, . . . , m).

On the other hand, we sort those elements of V that have been selected
for Vm into their order of selection, and let the degree within V of the k-th
element be D

(s)
k (k = 1, 2, . . . , n). All elements of Vm are sorted into the same

order. Let the degree within Vm of the h-th element be d
(s)
h (h = 1, 2, . . . , m).

While the g-th element, g ∈ Vm, corresponds to g ∈ V , d
(s)
g is very rarely the

same as D
(s)
g .

If we select m elements from V , the degree within Gm(Vm, Em) of the selected
elements can be written as

m∑
k=1

d
(s)
k � c(m)

m∑
k=1

D
(s)
k , (14)

where c(m) is a function of m. The number of links in Gm(Vm, Em) is then
written as

|Em| =
1
2

m∑
k=1

d
(s)
k � 1

2
c(m)

m∑
k=1

D
(s)
k . (15)

As was earlier stated, advertising in the mass media had far more power as
a popularizer of the i-mode service than did word of mouth, from which we
obtained (11). Then, from (3), we have

m∑
k=1

D
(s)
k ∝ mα . (16)

Since (16) is valid for all m, we have D
(s)
k ∝ kα−1. The above results are

rephrased below.

– (Result A) The elements of Vm tend to be selected from V in descending
order of degree in G(V, E). In other words, a person who has many friends
tends to subscribe to the i-mode service at an earlier stage.

– (Result B) The distribution of degree among the elements of V obeys Zipf’s
law [9]. That is, for the degree Di of the i-th element of V (the indices are
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determined in descending order of degree)

Di ∝ i−β (17)

holds, where β > 0 is a constant and β = 1 − α.

Conversely, Results A and B along with c(m) ∝ m lead us to (3).

7 The Structure of Human Relations
as a Scale-Free Network

We consider the distribution of degree, n(k), for a G(V, E) the elements of which
satisfy Result B. Let the slope of Zipf’s law in the log-log plane be −β. We
consider the degree of the x-th element, Z(x). For constants a > 0 and c1 > 0,
the degrees of the x-th and ax-th elements are written as Z(x) = c1/xβ, and
Z(ax) = c1/(ax)β . Since the slopes at both (x, Z(x)) and (ax, Z(ax)) are −β on
a log-log scale, let us consider two triangles which are congruent in the log-log
plane (see Fig. 3). The lengths of the bases of the two triangles are related to
n(Z(x)) and n(Z(ax)). More specifically, the ratio of the two lengths in the linear
plane is equal to n(Z(x)) : n(Z(ax)). Thus, we have n(Z(x)) : n(Z(ax)) = 1 : a.
Consequently, for a constant c2 > 0, n(Z(x)) = c2 and n(Z(ax)) = c2 a. We can
plot the points (Z(x), n(Z(x))) and (Z(ax), n(Z(ax))) and then derive the slope
of the line connecting the two points on the log-log plane as

γ =
log n(Z(ax)) − log n(Z(x))

log Z(x) − log Z(ax)
=

1
β

. (18)

The above equation, (18), is independent of a. Thus, the distribution of degree
is obtained as n(k) ∝ n−γ , where γ = 1/β. This relation is called Lotka’s law [9];
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Fig. 3. Two points extracted from data that satisfies Zipf’s law (left panel) and plotted
on a Lotka-type graph (right panel)
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since it is a consequence of Zipf’s law, the two laws accompany each other (e.g.
in Internet access [10]). From the above discussion and Result B, we get the
following result:

– (Result C) The graph that represents human relations is a scale-free network,
with distribution of degree described by n(k) ∝ n−γ and

γ =
1

1 − α
. (19)

By using the experimental value α = 0.55, we get n(k) ∝ n−2.22 .

8 Concluding Remarks

Results A–C were derived on the assumption that c(m) ∝ m, where m is the
number of subscribers and c(m) is, for the average user, the ratio of the number
of friends who are subscribers to the i-mode service to his/her total number of
friends. This is based on the assumption that the process of popularization is
independent of the topology of human relations, which is in turn based on the
fact that advertisements for i-mode in the mass media have been very much
more powerful as popularizers of the service than the diffusion of information by
word of mouth. However, in cases where the diffusion of information by word of
mouth plays a non-negligible role, c(m) �= O(m). Our purpose in this paper has
been to describe the characteristics of human relations revealed by data on the
i-mode service. Results B and C are valid as descriptions of human relations and
both will be useful for investigating other fields including marketing strategies,
the propagation of rumors, and the spread of epidemics.

In addition to information on the structure of human relations, we also ob-
tained Result A, which concerns the dynamic behavior of customers. This result
is applicable as a description of how a money spinner emerges. We expect that
combining knowledge of the three results will lead to efficient marketing strate-
gies.
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Abstract. Assuming data traffic of fixed-length cells, we propose a
frame-oriented scheduling discipline, PFRR (parallel fair round robin),
for WDM optical switches by applying pfair (proportionate fairness)
scheduling so that deterministic communication performance is guaran-
teed. Bandwidth reservation for an active session is performed by holding
a number of cell slots for the session in a two-dimension frame, which
is transferred iteratively over the multiple channels in an optical fiber.
To determine the transmission order of cells in a frame, pfair scheduling
is used so that the cells belonging to a session are distributed over the
frame as uniformly as possible. Through the analysis by network calculus
and by network simulator, it is shown that PFRR possesses tight delay
bounds and lenient buffer requirements. Also, with a minor modification
to PFRR, a new service discipline called MPFRR is proposed that can
be used as traffic regulator to support sessions with jitter requirements.

1 Introduction

Bringing WDM (wavelength division multiplexing)to packet switching networks
results in new constraints on packet scheduling algorithms, especially in the
cases of real-time applications in that, at a switch, multiple sessions compete for
multiple physical channels working parallel through an optical fiber. Thus, not
only must a scheduling algorithm determine the order of packet transmission,
but also select the channels that packets should be routed. The lack of packet
scheduling algorithms supporting hard real-time services over WDM optical net-
works probably results from the intractability of most multi-resource scheduling
problems since the two classes of problems are almost equivalent.

Even in switching networks without WDM, adding parallel links is more cost-
efficient than using a high-bandwidth single link to increase the bandwidth of an
existing link between two switch nodes [3]. We use session constraint to refer to
the requirement that packets from a session cannot be transferred on multiple
physical channels concurrently. Anderson et al. suggested two reasons for which
session constraint is preferred [3]. (i) Session constraint avoids the necessity to

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 503–513, 2004.
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include a sequence number in each of the parallel transferred packets and sort
these packets at the receiving switch. (ii) Session constraint is compatible with
currently defined standards such as ATM. We give the third advantage of session
constraint from the viewpoint of switch implementation. If parallel transfer of
packets of a session is allowed, high rate buffer, difficult for implementation, is
required for the session so that parallel arriving packets from the session can
be put into the corresponding queue. Since we can regard a wavelength channel
inside a WDM optical fiber as a processor, and a session as a task, multiproces-
sor scheduling algorithms are applicable for packet scheduling in WDM optical
networks [4].

To provide a fair access to resources in multiprocessor system and QoS service
guarantee, the concept of pfair (proportionate fairness) scheduling can be ap-
plied. Basing on slotted time and assuming that all input parameters, including
task period, execution time, and release time, are integers, Baruah et al. [5][6]
proposed pfair scheduling which can not only guarantee task deadlines to be re-
spected, but also make tasks execute at steady progressive rates. Making use of
pfair scheduling, we will propose a frame-based service discipline, PFRR (paral-
lel fair round robin), which extends the result of single channel switching in [2] to
the parallel switching scenario. Similar to EDF-RR (earliest deadline first round
robin) algorithm in [2], PFRR takes the advantage of low on-line computational
complexity by assuming that setting up a frame is a infrequent event, and pos-
sesses tight delay bounds and lenient buffer requirements. The rest of this paper
is organized as follows. Section 2 describes the PFRR service discipline. Section
3 gives frame algorithms and their computational complexity. In Section 4, delay
bound and buffer requirement are analyzed by applying network calculus. Sec-
tion 5 includes some simulation results. In Section 6, some application-related
issues are addressed. Finally conclusions are given in Section 7.

2 Parallel Fair Round Robin Scheduling

To describe PFRR, we need some definitions of pfair scheduling in the parallel
packet switching domain, similar to what Baruah et al. used in the multiprocessor
scheduling domain [5].

• Scheduling decisions occur at integral values of time, numbered from 1. The
real interval between time t -1 and t (including t -1 and excluding t) will be
referred as slot t, t ∈ N, where N denotes {1, 2, ...}. Time instant 0 is the
beginning of a backlog period during which some sessions are backlogged.

• We consider an instance Φ of the fair sharing problem with m channels of
identical bandwidth and n backlogged sessions over a frame over L time
slots. Without losing generality, we assume n ≥ m. Specific sessions will be
denoted by identifiers x and y, which range over T, the set of all sessions.
A time slot is referred to a time interval in the general meaning. Without
confusion, we also use time slot (or slot) of a frame to refer to a column of
the frame and cell slot to an element in the frame. Thus, a time slot contains
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m cell slots. Since there are m parallel channels, a frame has two dimensions,
m×L, and contains mL cell slots.

• Data traffic consists of fixed-length cells. The amount of traffic that a cell
carries is 1 unit. The amount of traffic that is transferred in a time slot for
a channel is a cell.

• A session x has a reservation demand ex defined as the number of cell slots
in the frame that are held for transferring cells from session x. We assume
that 0 < ex ≤ L and define the weight (or utilization) wx of session x as
wx = ex/L. Note that 0 < wx ≤ 1 and wx is a rational number. Without
losing generality, we confine our investigation to the case that

∑
x∈T wx =

m. If
∑

x∈T wx < m , we can add one or several dummy sessions to make∑
x∈T wx = m. Dummy sessions are always idle.

With respect to instance Φ of the resource sharing problem, let earliest(x, i)
(latest(x, i)) denote the earliest (latest) slot during which the ith cell of session
x gets serviced.

earliest(x, i) = 	(i− 1)/wx
+ 1. (1)

latest(x, i) = �i/wx� (2)

A schedule is pfair if and only if the ith cell of session x gets serviced in
[earliest(x, i), latest(x, i)] for all i ∈ N. Note that, for a pfair schedule, earliest(x,
i) < latest(x, i), x ∈ T, i ∈ N. Furthermore, earliest(x, i+1) - latest(x, i) is
either 0 or 1. In other words, there is at most one slot in which both the ith cell
and the (i+1)th cell of x can get serviced. It is obvious that if we can guarantee
pfair over a frame, then pfair over infinite time can be guaranteed by repeating
the pfair frame every L slots.

PFRR Discipline

a. Forming a pfair m×L frame F respecting both session constraints and allo-
cation constraints by using the algorithms in Section 3 so that each row of F
corresponds to a channel and each element of F represents a cell slot assigned
to a session.

b. If all sessions are backlogged, the cells are transferred frame by frame through
the m channels such that each frame is identical to frame F.

c. If not all sessions are backlogged in slot t, two cases are addressed as follows.
c.1. If the m sessions in a time slot t of F that are receiving service are all

idle, then time slot t is skipped such that the sessions in time slot t+1
of F get serviced immediately.

c.2. Let Ridle(t) denote the set of idle channels in a time slot t of F and
T ∗

busy(t) the set of backlogged sessions that do not get serviced in t. Let
q = min{|Ridle(t)|, |T ∗

busy(t)|}. If some of the m sessions in the time slot
t of F are idle, select q sessions from T ∗

busy(t) to fill q idle channels
in Ridle(t). Then the cells in time slot t are transferred except for the
ones that violate allocation constraints.
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With the pfair scheduling in a frame, if all sessions are backlogged, the num-
ber of cells scheduled for a session x of instance Φ between time 0 and an integral
time instant t is either 	wxt
 or �wxt� by the definition of pfair [5]. Thus step
b of PFRR guarantees deterministic performance of the scheduling. Step c of
PFRR tries to make the scheduler work-conserving. Let Sx(a, b) be the number
of cells transferred in the interval [a, b] for session x under PFRR. The following
theorem gives the minimal communication capacity guaranteed for each session.

Theorem 1. In any busy interval of session x scheduled with PFRR, we always
have

Sx(0, t2) − Sx(0, t1) > wx(t2 − t1) − 2 (3)

where the busy interval of session x begins at time 0 and, t1 and t2 are any two
time instants in the busy interval with t2 ≥ t1.

3 Pfair Frame Scheduling

Baruah et al. gave an on-line pfair scheduling algorithm PD (pseudo-deadline)
with running time of O(min{mlogn, n}) per time slot for periodic tasks over
identical processors [7] in which deadlines are compared and ties are broken in
constant time by inspecting 4 different parameters. Basing on Baruah et al’s
work, Anderson et al. reduced the number of tie-breaking inspections to 2 in the
algorithm PD2 [8][11]. Applying Anderson’s multiprocessor algorithm, we can
obtain a pfair frame for instance Φ of cell scheduling problem. Related definitions
are given as follows.

• A session with weight less than 1/2 is called a light session; a session with
weight at least 1/2 is called a heavy session.

• Each cell to be scheduled in the frame is attached a pseudo-release and
a pseudo-deadline. Let c(x, i) denotes the ith cell of session x, i ∈ N and
r(c(x, i)) (d(c(x, i))) the pseudo-release (pseudo-deadline), then,

r(c(x, i)) = 	(i − 1)/wx
 + 1. (4)

d(c(x, i)) = �i/wx�. (5)

The interval [r(c(x, i)), d(c(x, i))] is called the window of c(x, i) denoted by
win(c(x, i)). The size of win(c(x, i)) (the number of time slots over which
win(c(x, i)) spans) is denoted by |win(c(x, i))|.

• According to the definition of pfair, r(c(x, i + 1)) is either d(c(x, i)) or
d(c(x, i)) + 1. Then b(c(x, i)) is defined to distinguish these two possibili-
ties. b(c(x, i)) = 1 if r(c(x, i + 1)) = d(c(x, i)), b(c(x, i)) = 0, otherwise.

• Consider a sequence c(x, i), . . . , c(x, j) of cells of a heavy session x such that
|win(c(x, k))| = 2 ∩ b(c(x, k)) = 1 for all i < k ≤ j and either |win(c(x, j+1))|
= 3 or |win(c(x, j +1))| = 2 ∩ b(c(x, j +1)) = 0. Then we define d(c(x, j)) to
be the group deadline for the group of cells c(x, i), . . . , c(x, j). We also define
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that cells belonging to light session have group deadline 0. Accordingly, cells
of heavy sessions always have larger group deadline than the cells of light
sessions. Every cell c(x, l) has a group deadline that is denoted by D(c(x, l)).

The pfair frame algorithm is a priority-based algorithm. Session x′s priority
at time slot t of the frame is defined to be (d(c(x, ix)), b(c(x, ix)), D(c(x, ix))),
where ix is the number such that ix-1 cells already are scheduled for session x
before time slot t. Session priorities are ordered according to the principle that
(d′, b′, D′) ≤ (d, b, D) if and only if

(d < d′) ∪ ((d = d′) ∩ (b > b′)) ∪ ((d = d′) ∩ (b = b′) ∩ (D ≥ D′)) (6)

At each time slot t, the m sessions that have the highest priorities are selected
(ties are broken arbitrarily) so that exactly one cell from each of the m sessions
is assigned to time slot t.

Anderson et al [8] proved that the aforementioned algorithm gives a pfair
schedule. Since there are L time slots in the frame and the algorithm has the
time complexity of O(min{mlogn, n}) per time slot, then the time complexity
of the frame algorithm is O(min{mLlogn, nL}) per frame. Even though getting
a fair frame takes time as much as O(min{mLlogn, nL}), a fair frame can be
used repeatedly once it is determined. Therefore from the round robin property
of PFRR, the online operation is just a table lookup if we ignore the overhead
of checking whether sessions are idle. Determining a pfair frame is only needed
when there are sessions that start up or terminate. These operations are regarded
as infrequent events in practice.

4 Delay Bound and Buffer Requirement Analysis

In this section, we will use network calculus [9][10], a mathematic analysis tool
for networks, to obtain delay bounds and buffer requirements of PFRR for both
single-node and multiple-node cases. Also an intuitive explanation is given for
the analysis results.

To analyze delay bounds and buffer requirements, traffic models must be
established to specify session traffic characteristics such as average rate and
burstiness. A bursty traffic model of (σ, ρ) is one of them [1]. A session traffic
flow is said to satisfy (σ, ρ) model if there are at most σ+ρt units of traffic during
any time interval t. σ and ρ denote the burstiness and average rate of the traffic
respectively. For example, traffic flow coming from the traffic regulator of leaky
bucket satisfies (σ, ρ) model. According to the definition of arrival curve, the
statement that a traffic flow satisfies (σ, ρ) model is equivalent to that the traffic
flow is constrained by arrival curve σ+ρt. In this paper we assume session traffic
has arrival curve σ + ρt and traffic unit is fixed-length cell. In the following text
we do not distinguish server and switch by the convention of network calculus
literature. The results in this section are obtained by applying Theorem 1 and
network calculus. Please refer to [9][10] for the concepts and results of network
calculus.
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Lemma 1. If session x passes through a PFRR server, the PFRR server offers
the service curve wxt− 2 for session x.

In the single-node case in which a session traffic flow goes through a PFRR
server, we have Theorems 2 and 3 addressing the delay bound and the buffer
requirement respectively.

Theorem 2. If the session x traffic flow is constrained by arrival curve σx +
wxt, the delay it experiences passing through a PFRR server is not more than
(σx + 2)/wx time slots.

Theorem 3. If the session x traffic flow constrained by arrival curve σx + wxt
passes through a PFRR server without buffer overflow, the buffer size that the
server needs for session x is not more than σx +2 cells.

Now we consider the multiple-node case in which a session traffic flow tra-
verses multiple PFRR servers. We define the minimum weight server for session
x is the PFRR server which has the minimum weight among the sequence of
PFRR servers that session x traverses. Lemma 2, Theorems 4 and 5 as follows
are based on the assumption that session x passes through a number of PFRR
servers without any buffer overflow and the session x traffic flow is constrained
by arrival curve w∗

xt+σx , where w∗
xis x′s weight at its minimum weight server.

Lemma 2. The output flow from the kth sever for session x is constrained by
arrival curve w∗

xt + ρx + 2k.

Theorem 4. The delay that the traffic flow of session x experiences from the
source to the kth server is not more than (σx + 2k)/w∗

x time slots.

Theorem 5. The buffer size needed by the kth server for session x is not more
than (σx + 2k) cells.

Apparently if we ignore the computation for judging whether a session buffer
is empty or not, PFRR has the computational complexity of O(1). On the other
hand, it is necessary to have buffer empty checking taken into account from
the point of view of implementation. The simple way to avoid this overhead
is to prevent the empty cell slots of the idle sessions from being occupied by
other backlogged sessions. But this strategy would waste the expensive resource,
bandwidth. In the more efficient method, those empty cell slots can be used
to transfer traffic from backlogged best-effort sessions that do not reserve any
cell slot in the current time slot. If there do not exist best-effort sessions, a set
of sessions with no reservation on the current time slot can be assumed to be
nonempty by some heuristic approaches. Then if some of the found sessions are
really nonempty, they will use those empty cell slots. Otherwise these empty slots
will be discarded. No mater the empty slots are employed or not, the worst-case
performance of real-time sessions will not be impaired.
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Fig. 1. The network topology for the simulation

5 Simulation Results

In this section, we will study PFRR’s performance by simulation. We will com-
pare PFRR with another frame-based service discipline for multichannel switch-
ing that we call PWRR (parallel weighted round robin).

Given the cell scheduling instance Φ, an m×L frame is constructed in the
following way according to PWRR. The n sessions are scheduled one by one
such that the frame is traversed row by row in the top-down direction. wxL cell
slots for a session x is assigned to the current available row from left to right
starting at the first available cell slot if the current row contains enough empty
cell slots to accommodate wxL cells. Otherwise, the current row will be filled
to full by session x and the rest cells of session x will be scheduled to the next
row starting form the leftmost cell slot. Since a session can occupy at most L
cell slots in the frame, two cells from the same session cannot be assigned to one
column. This guarantees that no session can use more than one channel at one
time slot. Except that PWRR is different from PFRR in forming the frame, the
scheduling strategy of PWRR is the same as PFRR, i.e., steps b and c of PFRR.

The network topology for the simulation is shown in Fig. 1, where there
are 2 channels in some links. The number of wavelength channels in each link
connecting two core nodes is 2; the number of channels in each link connecting
a core node and an end node is 1. In the following simulation, there are 4 sessions
established in the network, denoted by source-destination pairs, S1-D1, S2-D2,
S3-D3 and S4-D4. From Fig. 1, links CiCi+1 (i = 1 ,2, . . . , 5) are multiplexed by
more than one session. The reservation demands allocated to multiple sessions
through the multiplex links and frame sizes of the multiplex links are given
in Table 1. These multiplex links can be scheduled according to PFRR and
PWRR. In the simulation as follows, exponential distributed traffic consisting of
a sequence of cells is generated at the source node and destined to the destination
node for each of the 4 sessions. End-to-end delay from source to destination and
queue length at link C1C2 for session S1-D1 are observed and compared for
PFRR and PWRR.
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Table 1. Reservation demands of sessions and frame sizes for multiplex links

C1C2 C2C3 C3C4 C4C5 C5C6

S1-D1 25 25 25 25 25
S2-D2 34 34 34 34 34
S3-D3 15 15 15 15 15
S4-D4 46 46 46 46 46

Frame size 2×60 2×60 2×60 2×60 2×60

Fig. 2. Cell delay curves and queue length curves

In the simulation, we assume a cell has the length of 100 bytes. The same
simulation loading with the same traffic is performed twice so that each time one
of PFRR and PWRR is applied to all multiplex links. The observed cell delay
and queue length of session S1-D1 for PFRR and PWFQ are shown in Fig. 2. In
the figure, we see that PWRR exhibits larger fluctuation of packet latency and
queue length than PFRR, thus inferrior to PFRR in terms of fairness.

6 Application of PFRR

In applying PFRR, rescheduling a frame is needed only when there are sessions
to be established, cancelled or updated, which happen infrequently from the
perspective of users. The associated overhead can be ignored since a new trans-
mission frame can be computed in parallel to the current transmission, and is
swapped at the next frame boundary.

It is worthy to consider the application of PFRR in the message communi-
cations of a distributed real-time system. Consecutive messages are sent from
a source application to a corresponding destination application. Assume that
each message consisting of P cells is with a deadline requirement, and will be
routed through k switches to reach its destination. To utilize the proposed PFRR
scheme, a session of proper reservation demands and the required buffers must
be established to facilitate the message communication. Let us keep the same



Parallel Fair Round Robin Scheduling in WDM Packet Switching Networks 511

assumptions as in Theorems 4 and 5. We define the session delay for a packet
as the interval between the packet head entering the source node and the packet
completely leaving the destination node. If a packet of session x can be broken
into P cells, the packet’s delay bound along the k PFRR servers that session x
travels through can be expressed as (σx + P − 1 + 2k)/w∗

x.
In other words, bandwidth reservation for session x in a server is performed

by reserving ex cell slots in the corresponding frame. The criteria of how to
determine the frame length L can be based on the facts that (i) L should not
be too smaller, otherwise we cannot guarantee that sufficient granularity for
allocating bandwidth, and (ii) the computation of rescheduling a frame increases
as L increases. Thus large frame length may introduce long session setting-up or
updating time.

Besides meeting deadline requirements, the other concern in real-time sys-
tems is message jitter. A session may require that the message delivery jitter be
minimized. This can be accomplished if the message cells only use the scheduled
cell slots regardless any empty cell slots in a frame. We call a session with this
requirement a nonwork-conserving session and other sessions work-conserving
sessions. Now let’s consider a scenario of existing mixed types of sessions, in
which some sessions only need to meet their deadline requirements, i.e., work-
conserving sessions, and others are nonwork-conserving sessions with additional
jitter constraints. Then the question comes up whether we can let a set of back-
logged sessions share the empty cell slots in the frame and the other set of
backlogged sessions keep their original scheduled cell slots such that all sessions’
delay bound and buffer requirement cannot be deteriorated. We introduce an
MPFRR (modified PFRR) discipline intended to address this requirement.

MPFRR Discipline

a. Same as step a of PFRR.
b. Same as step b of PFRR.
c. If not all sessions are backlogged in time slot t, we let Ridle(t) denote the set of

idle channels in time slot t of F and T ∗
busy(t) be the set of backlogged sessions

that do not get serviced in time slot t excluding the nonwork-conserving
sessions. Select min{|Ridle(t)|, |T ∗

busy(t)|} sessions from to fill mmin{|Ridle(t)|,
|T ∗

busy(t)|} idle channels in Ridle(t). Then the cells in time slot t are transferred
except for the cells that violate their allocation constraints.

Lemma 3. In any busy interval of a nonwork-conserving session x with
MPFRR, we always have

wx(t2 − t1) − 2 < Sx(0, t2) − Sx(0, t1) < wx(t2 − t1) + 2 (7)

where the busy interval of session i begins at time 0 and, t1 and t2 are any two
time instants in the busy interval with t1 ≤ t2.

MPFRR is a hybrid of work-conserving and non-work-conserving policies.
Since the cells of nonwork-conserving sessions are always transferred relatively
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at the same positions, the performances of these sessions are kept unchanged no
matter how many idle slots there are in the frame. On the other hand, delay
bound and buffer requirement of work-conserving sessions are still guaranteed
when some sessions are idle. This is due to the fact that the cell slots allocated to
backlogged work-conserving sessions in the frame are definitely used by them-
selves no matter there are any idle sessions or not. If there are some empty
cell slots in the frame in the case of existing idle sessions, more cells may be
transferred for work-conserving sessions in these cell slots

7 Conclusions

In this paper, we proposed an applicable packet-scheduling algorithm for real-
time WDM parallel switching networks. The algorithm is a round-robin based
discipline with fixed-length cell being the basic unit for transmission and schedul-
ing. Bandwidth reservation for a session at a switch is carried out through re-
serving a number of cell slots in a two-dimension frame. The pfair algorithms
are used to determine cell slot assignment in the frame with or without allo-
cation constraints considered so that cell slots of a session are distributed as
uniformly as possible in the frame. Through the analysis by network calculus
and by network simulator, it is shown that PFRR takes the advantage of low
on-line computational complexity, and possesses tight delay bounds and lenient
buffer requirements. In addition, a modified version called MPFRR can be used
as traffic regulator to support sessions with jitter requirements.
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Abstract. Session Initiation Protocol (SIP) is an application layer pro-
tocol that controls multimedia sessions of Third Generation Mobile Net-
works. A major concern with SIP in 3G networks is ensuring the efficient
use of the bandwidth constraints inherent in the wireless medium. Be-
cause of the significant size of SIP messages, 3G terminals can suffer from
substantial set-up delays. IETF has proposed a general solution to this
problem, named SigComp. This paper investigates the performance of
SigComp, in particular how much time saving the scheme is capable of
offering. A novel scheme that can replace SIP for increasing time savings
and reducing the load of the SigComp layer is proposed. The scheme,
referred to as Binary Hybrid SIP (BHSIP), is based on binary sequences
and plain text. This paper evaluates the performance of the scheme, and
compares it with normal SIP. The paper provides experimental results
obtained when comparing the performance of SigComp/SIP versus Sig-
Comp/BHSIP by using an emulated network environment, and discusses
the benefits of using BHSIP.

1 Introduction

Numerous protocols have been proposed for carrying various forms of real-time
multimedia sessions for such data as voice, video and text messages. The Ses-
sion Initiation Protocol (SIP) works in concert with these protocols by enabling
Internet endpoints to discover one another and to agree on a characterization
of a session they would like to share. SIP enables the creation of an infrastruc-
ture of network hosts to which user agents can send registrations, invitations
to sessions, and other requests. SIP is an agile, general-purpose tool for creat-
ing, modifying, and terminating sessions. It works independently of underlying
transport protocols and without dependency on the type of session that is being
established [1].
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The third generation (3G) of mobile network systems is seen as the technol-
ogy that will bring full scope of the Internet services to the cellular worlds. It
is claimed that 3G will provide ubiquitous access to all the successful services
provided by the Internet. In a significant move to merge Internet technologies,
Third Generation Partnership Project (3GPP) and Third Generation Partner-
ship Project 2 (3GPP2) adopted the Internet based session control protocol SIP
as their multimedia session control protocol [7][8]. SIP and SDP (Session De-
scription Protocol [2] carried within SIP) were designed for broadband links.
However, the amount of wireless bandwidth that 3G networks are capable to
provide is still several orders of magnitude behind. Consequently, the manag-
ing of post-dialing delays becomes a significant issue. In order to reduce the
substantial delay due to the size of SIP messages, Internet Engineering Task
Force (IETF) has proposed novel scheme based on dynamic compression. IETF
named the scheme SigComp. It is a solution for reducing the session set up time
by compressing the messages that need to be exchanged via narrow bandwidth
channels. This paper investigates the performance of SIP using the compression
scheme proposed by IETF, SigComp [3], for reducing the session set-up delays,
and proposes a novel mechanism to further reduce these delays.

The rest of this paper is organized as follows. Firstly, we briefly explain the
3G specific SIP call flow between User Equipment (UE) and the Proxy-CSCF
as defined in [6]. Secondly, SigComp proposed by IETF is discussed. We also
introduce a novel scheme that redefines the structure of SIP messages in order
to reduce the size of the message and the load to the SigComp layer. Next, we
discuss the assumed experiment environment and present our results. This paper
concludes with a summary of the main results.

2 SIP Signaling in IP Multimedia Subsystem

3GPP defines three types of Call/Session Control Functions (CSCF) residing
within the IP Multimedia Subsystem (IMS), which control all the multimedia
sessions of 3G network [5][14]. CSCFs are regarded as SIP proxies and/or redi-
rect servers, according to their roles in the particular circumstances. Proxy CSCF
(P-CSCF) is the point of contact of the terminal to the network and it is re-
garded as an outbound proxy. Serving CSCF (S-CSCF) provides service to the
user. When a terminal REGISTERs, it is associated with an S-CSCF, which
provides the terminal with services that the user is subscribed to. Both incom-
ing and outgoing sessions will traverse the S-CSCF associated with the terminal.
This way, assigned S-CSCF can provide services on both types of sessions. The
role of Interrogating CSCF (I-CSCF) is to find the proper S-CSCF for the par-
ticular user. For incoming sessions, the I-CSCF is the point of contact within
the provider’s network; it receives requests for a user within its domain and
routes them to the proper S-CSCF. Most of the security measures for incoming
data toward the network are to be dealt with this node. For outgoing sessions,
the I-CSCF receives requests from the user and routes them to the associated
S-CSCF. I-CSCF is also regarded as a stateful SIP proxy server. The roles of
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Fig. 1. Typical SIP flow during a session initiation

CSCFs in session setup phase are discussed in more detail in [5], [11] and [12].
During message exchanges between CSCFs, the network must follow appropriate
resource reservation mechanism to ensure the session meets Quality of Service
(QoS) parameter specified by users. The IETF’s Common Open Policy Service
(COPS) is a key part of this process.

Figure 1 shows how SIP messages traverse from UE to 3G network. The figure
is deliberately abbreviated to emphasize the post-dialing period. The duration
between the first INVITE message and the 180 Ringing response is defined as
post-dialing period, and the time it takes is called post-dialing delay [10] or,
most commonly, dial-to-ring delay. It is the time elapsed between the time instant
when user finishes dialing and the time instant when caller hears ringing response
from the terminal. ITU-T Recommendation Q.543 specifies sets of values for the
tolerable delay in this period [15]. The recommendations are originally intended
for ISDN based networks. Though mobile networks involve complex signaling
related to mobility, 2.5G networks have matured to the point where operators
can target sub- 1–2 second post-dialing delays. Therefore, significant post-dialing
delay of 3G sessions will not be tolerated by users. As in [6][12], multimedia
session establishment requires a lot of message exchanges among several inter-
networked entities.

3 SigComp Signaling

Many application protocols used for multimedia communications are text-based
and engineered for broadband links. SIP and SDP are the typical examples.
The sizes of SIP messages including SDP vary from a few hundred bytes up to
few thousand. To avoid potentially long transmission delay, 3GPP and 3GPP2
had to adopt SigComp scheme, see e.g. [3], [7] and [8]. SigComp is a solution
for compressing messages generated by application protocols, such as SIP and
SDP. SigComp, in logical terms, resides between the application layer and the
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Fig. 2. Structure of SigComp layer in 3G

transport layer (see Fig 2). That is, application layer messages get compressed
by SigComp layer and then passed to the transport layer.

In mobile networks, the scarce bandwidth of the radio link has always been
the problematic. Hence, the SIP message exchange between UE and the P-CSCF
must utilize all the possible bandwidth assigned. Network entities on the wire-
line portion do not need to employ the SigComp layer, because they have no
bandwidth shortages.

The results from [13] confirm that the compression ratio reaches its maxi-
mum, if compressor and decompressor perform dynamic updates on the prede-
fined dictionaries. As shown in Fig 2, SigComp layer uses state handler and SIP
dialog identifier to uniquely compress and decompress the messages. The state
handler reassembles dictionary for given dialog value, hence achieving maximum
compression ratio after a few message exchanges. The compression dictionary
defined in [4] corresponds to the initial state of SigComp layer.

4 Binary Hybrid SIP

The size of SIP messages has always been problematic when they are carried over
narrow bandwidth links. SIP can adopt compact forms of header field names,
such as i for Call-ID header, etc. However, it only applies to limited number
of headers, and does not reduce the overall message size significantly. Binary
Hybrid SIP is an approach that redefines SIP in order to reduce post-dialing
delay by reducing the size of messages without sacrificing the performance and
also reducing the load of SigComp layer.

Table 1 shows simple examples of BHSIP message lines and corresponding
SIP lines. The numbers in hexadecimal form represent the binary values of the
message. BHSIP can be viewed as partial translation of SIP messages with binary
sequences instead of plain text.

As for SIP, BHSIP messages always start with a request or response line.
Instead of including the phrase SIP/2.0 to identify SIP messages, it reserves the
first byte to represent the type of message and the next byte to be padded with
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Table 1. BHSIP examples

Request line

SIP INVITE tel:+1-212-555-2222 SIP/2.0

BHSIP 0x01 oxff tel:+1-212-555-2222

Response line

SIP SIP/2.0 200 OK

BHSIP 0xc8 oxff OK

Header field

SIP Cseq: 127 INVITE

BHSIP 0x10 0x00fe 0x01

SIP Call-ID: cb03a0s09a2sdfglkj490333

BHSIP 0x08 cb03a0s09a2sdfglkj490333

ones. The start-line, each message-header line, and the empty line are terminated
by a carriage-return line-feed sequence (CRLF), such as in SIP [1], BHSIP follows
the same notation. Every header field starts with binary identifier of 1 byte,
that replaces text based name. In terms of size, it is equivalent to assigning
the one letter field name for every header of SIP. In particular, headers, such
as Cseq have fixed format. BHSIP defines these header fields completely with
binary sequences. Let us look atCseq header field example in Table 1. It starts
with field name followed by sequence number and request type. The field name
is substituted by binary sequence that uniquely identify this field. According
to [1], the sequence number can not exceed 231, hence BHSIP defines it as 32
bit or 4 byte binary sequence. As for request line, every request name has its
own binary representation. For example, the phrase INVITE is defined as binary
representation of 0x01.

The experimental results that reveals the benefits of using BHSIP over SIP
are discussed in the later section.

5 Experimental Setup

Figure 3 illustrates the experimental setup. Two Linux machines were setup
to act as UE and P-CSCF. These nodes were programmed to generate the se-
quences of SIP messages as shown in Fig 1. SigComp layer was implemented with
standard Linux compression library, zlib 1.1.4, and DEFLATE [9] was used to
form compressed messages. Other algorithms may compress differently. However,
since the experiment was designed to evaluate the post-dialing delay in general
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Fig. 3. Experiment Setup

and the compression ratio is more dependent on the contents of the dictionary
than the capabilities of the compression algorithms, only one type of algorithm
was used.

The contents of SIP and SDP within SIP message exactly followed the ex-
ample given in chapter 7 of [6]. That is, SDP portion of SIP message carries the
descriptions of 2 video codecs and 2 audio codecs. These nodes are not fully func-
tional SIP entities. They are specially implemented to imitate the behavior of UE
and P-CSCF during post-dialing period. The link between UE and P-CSCF, in
practice, traverses several relay points, such as NodeB, RNC, SGSN and GGSN.
However, since they have no effects on IP level connections and higher layer
protocols, for the purposes of this experiment, we assumed that there existed
a virtual IP level connection between UE and P-CSCF. The virtual link was
described by three factors: the delays caused by the relay points, the bandwidth
limited by air interface, and the rate of packet losses. Radio Access Network
(RAN) and P-CSCF are connected with broadband link, whereas UE is con-
nected to RAN by a narrow band link. Hence, we assumed the virtual link had
the bandwidth equal to that of a wireless radio link. In our set of experiments,
we ignored the effects of delay and packet losses for the simplicity. The net-
work emulator from National Institute of Science and Technology, NISTnet [16]
was installed and utilized to emulate the characteristics of the virtual link. The
current version of NISTnet does not support IPv6 which has been mandated
for IMS by 3GPP. In order to prepare the experiment that resembles a 3GPP
network more closely, the emulator was modified to handle IPv6. We had also
ignored the need for any negotiation with codecs, beyond of what is proposed in
the initial INVITE message (SDP context) sent by the caller to the callee.

Each emulated simulation was conducted to measure the round trip time of
SIP messages between UE and P-CSCF during the post-dialing period. It was
repeated at least 50 times, and the experiment was terminated when certain
statistical requirements were met. The measurements average values with with
statistical errors below 5% at the confidence level of 95% were estimated. Since
the error of results was so small they are not depicted in the graph, in this paper.
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Table 2. SIP with SDP based message sizes (in bytes)

Type Original Size Static Compression Dynamic Compression

INVITE 1696 568 568

Trying 243 159 40

Session Progress 1176 527 276

PRACK 982 462 90

OK (PRACK) 693 324 45

UPDATE 1068 504 61

OK (UPDATE) 785 350 73

Ringing 466 238 37

Total Size 7109 3132 1190

6 Experimental Results

6.1 Size of Controlling Message

Table 2 shows the size of SIP messages and their compressed forms. The first
SIP message, INVITE, is compressed with initial state of SigComp. That is,
INVITE message is only compressed with the initial value of dictionary that is
defined in [4]. Hence, the size of the message is the same as if it is compressed
without dynamic dictionary updates. Overall, with static compression approxi-
mately 56% of size reduction is achieved, and about 83% reduction is observed
with dynamic compression.

As in Table 2 and 3, the size of messages dramatically reduces once we intro-
duce the adaptation based on dynamic dictionary updating. BHSIP messages,
which have exactly the same meaning as previous SIP messages have slightly
smaller sizes than in normal SIP-based schemes, because these already have
header names and request and response lines in binary format, in the way de-
scribed in previous section. Again in this case, reduction in the size of controlling
messages is noticeably large. Dynamically compressed BHSIP messages are 16%
smaller than their corresponding SIP messages.

The main advantage of the BHSIP scheme is that it uses dictionary that is
relatively smaller than that of SIP. Since all the header fields are already in binary
forms, the dictionary does not need to contain the phrases for the header field
names. That implies smaller storage requirements for the memory constrained
device or UE. In addition, since BHSIP uses shorter messages than SIP, updating
information for the state handler of SigComp is consequently smaller, hence the
updating can be done slightly faster than in the SIP-based schemes, especially
P-CSCF which is responsible for large number of UEs in the network.
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Table 3. BHSIP based message sizes (in bytes)

Type BHSIP Size Static Compression Dynamic Compression

INVITE 1502 530 530

Trying 191 160 38

Session Progress 1052 514 272

PRACK 859 439 86

OK (PRACK) 627 331 46

UPDATE 913 479 72

OK (UPDATE) 717 357 71

Ringing 385 242 36

Total Size 6246 3052 1151

Fig. 4. Mean post-dialing delay of SIP and BHSIP messages

6.2 Post-dialing Delay

Figure 4 and Fig 5 show mean round trip time delay when using normal un-
compressed control messages and SigComp schemes during post-dialing period
respectively. In our experiment we omitted the QoS reservation time delay, as we
are only interested in reducing the round trip time of SIP messages between UE
and P-CSCF link. Despite this omission, it is clear that a normal SIP message
requires too much bandwidth to satisfy the recommendation and it is noticeable
that employing SigComp significantly reduces total round trip time.
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Fig. 5. Mean post-dialing delay of SIP and BHSIP with SigComp

The schemes investigated in the experiments have both advantages and dis-
advantages. SigComp introduces the complexity to P-CSCFs and UEs, which
could exacerbate power consumption issues, which plague current 3G devices.
The static compressor version gets rid of the need for state managements at the
SigComp layer, which implies less intensive information transfer from application
to SigComp layer. Hence, it results in a simpler model than SigComp, although
it will require more bandwidth to exchange the messages.

7 Conclusion

The experiment confirms that SigComp does reduce the signalling message size
significantly and consequently reduces the post-dialing delay of SIP sessions. It
has also revealed that the static compression scheme can provide relatively good
performance, without introducing too much complexity to the system. However,
in order to fully estimate the delay, the time for reserving the resources during
that period, the effects of relay entities and of lower layer protocol overhead must
be taken into account as well.

We have briefly introduced a variant of SIP, named BHSIP. BHSIP provides
the same flexibility and functionality as normal SIP does, yet it results in smaller
size messages at the SIP application layer, which, in turn, results in a smaller
dictionary and less SigComp updating information, hence reducing the load of
the SigComp layer.
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Abstract. To predict AAL2 multiplexing performance, we derived band-
width gain analytically using discrete Markov chain model for voice ser-
vice and validated these results with a simulation. And we also performed
detailed simulation for voice and data services in a concentrator. Based
on the analysis, we find that there is no major benefit of AAL2 multi-
plexing in a concentrator. The benefit of AAL2 multiplexing in Iub for
data services is much less than that for voice service. The results also
indicate that end-to-end application-level performance must be incorpo-
rated in all development phases and the benefit of AAL2 multiplexing
depends heavily on the traffic load.

1 Introduction

Asynchronous Transfer Mode (ATM) is selected for the UMTS Terrestrial Radio
Access Network (UTRAN) transport due to its ubiquitous nature for heteroge-
neous traffic types, Quality of Service (QoS) guarantee. However, applying ATM
to low bit rate mobile voice stream is inefficient due to generate the useless traffic
in filling out the payload of an ATM cell [1]. Recognizing the problems, ITU-T
standardized a ATM Adaptation Layer type2 (AAL2) for the bandwidth efficient
transmission of low bit rate delay sensitive application.
Since the ATM/AAL2 protocol suite is mandatory in the first and second release
of UMTS and may be applied to both the access and the core network. Hence,
the traffic performance of AAL2 is one of the most important topics in UTRAN
Engineering. And many papers analyzed it by computer simulation or by simple
experiment [2,4,5,3]. some studies show that the gain obtained by AAL2 is signif-
icant in terms of bandwidth and point out the importance of selecting Timer CU
value since it significantly affects the linkefficiency [3,5]. However, most of these
papers are not UMTS network focused and not considering UMTS specific pro-
tocol behaviors to evaluate the bandwidth efficiency in AAL2 multiplexing. The
lately published paper [5] includes some of protocols which impact throughput
in Iub such as Radio Link Control (RLC) and Framing Protocol (FP) but focuses
on comparison between different scheduling mechanisms in order to choose the
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suitable algorithm for the Common Part Sublayer (CPS) multiplexer so briefly
mentioned the importance of selecting AAL2 multiplexing within the Iub with-
out quantitative analysis. [5] still uses simplified models such as approximated
protocol overhead, no RLC retransmission because Block Error Rate (BLER)
is not explicitly modeled, and no Source Controlled Rate (SCR) Operation [6],
which changes voice traffic behavior and may result in reducing the bandwidth
usage and increasing the ATM cell packing density, the ratio of the average user
bytes (excluded ATM and CPS headers) in a cell onto the ATM cell length.

2 UMTS Model Description

We models all protocol layers from the physical to the application layer and
models details of the packet handling characteristics of each network element
along the path. The reference architecture and connections are based on 3GPP
UMTS Release 99 standards and the UMTS application models are based on
a combination of standards and published traffic characteristics [7], [8]. For the
voice traffic model a mobile-to-mobile reference connection is assumed and for
the web browsing, client-server models are used.

2.1 UMTS Network Architecture

The network architecture is a simplified from the original UMTS Simulator de-
scribed in [9]. Fig. 1 shows the network model used in this paper. Voice traffic
and web browsing data traffic are offered to the UMTS network, which consist
of ten Node-Bs, one ATM/AAL2 multiplexing, one RNC in the UTRAN and
other core network element to support the voice and data application traffic in-
cludes web server and voice called parties. The Node-B to concentrator link has
a capacity of one E1 (2.048 Mbps) and the concentrator to RNC link capacity
is STM-1 (155.520 Mbps).

2.2 Protocol Stack Models for CS and PS Service

Fig. 2 shows the protocol stack modeled in the simulator for Packet Switched
Service (PSS) and Circuit Switched Service (CSS) within UTRAN with AAL2
multiplexing along the Iub interface. The left column in the shaded box is for
PSS and the right column is for the CSS. The non-shaded boxes are common for
PSS and CSS. AAL2, Adaptive Multi Rate (AMR), RLC and Dedicated channel
Frame Protocol (DchFP) models are described in detail in the following sections.
The air interface is not modeled explicitly as that would slow the simulation
down too much. Instead a separate model was used to generate trace files of air
interface performance as given by BLER under various conditions. This trace
file of BLER was fed into the RLC layer.
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Fig. 1. UMTS network which support the voice and data traffic

Fig. 2. Protocol Stack Model for PSS and CSS

AAL2 Multiplexing consists of two sublayers, which are called CPS and Ser-
vice Specific Conversion Sublayer (SSCS). The CPS provides multiplexing and
demultiplexing of CPS packets over a single ATM Virtual Channel Connection
(VCC). i.e each CPS generates CPS packets with a 3 byte packet header and
a variable length payload. AAL2 uses the 8 bit Channel ID (CID) in the CPS
packet header to multiplex multiple AAL2 users onto a single VCC. Because of
a limited CID size and some reserved values, only 248 individual connections
can be differentiated within a single VCC. The CPS collects CPS packets from
the AAL2 users multiplexed onto the same VCC over a specified interval of time
(Timer CU). If the cell is not completely packed within the time period deter-
mined by this Timer CU value, the timer expires and the partially packed cell
will be sent. The CPS-Protocol Data Unit (PDU) employs a one octet Start
Field (STF) followed by a 47 byte payload.

The AMR Codec is the most important vocoder which is a mandatory speech
processing function in UMTS and Source Controlled Rate (SCR), called ”Discon-
tinuous transmission” in GSM, functionality is also part of the standard [11], [6].



Decision Point of AAL2 Multiplexing for Voice and Data Services 527

The AMR codec uses eight source codecs with bit-rates of 12.2, 10.2, 7.95, 7.40,
6.70, 5.90, 5.15 and 4.75 kbps and the coder operates on speech frames of 20 ms
corresponding to 160 samples at the sampling frequency of 8000 sample/s. In this
paper we consider not only one of the specified rates (for 12.2 kbps) during the
ON state (talkspurt) but also the comfort noise during the OFF state(silence)
of the AMR codec.

RLC Protocol provides segmentation and retransmission services for both
user and control data. Each RLC instance is configured by RRC to operate in
one of three modes: Transparent mode (Tr), Unacknowledged Mode (UM) or
Acknowledged Mode (AM). Tr and AM are used for the user plane and UM
is not used in this study because the usage of this mode is mainly for RRC
signaling and VoIP. Therefore these two modes are described in this section as
modeled in the simulator. Tr entities are defined to be unidirectional, whereas
AM entities are described bi-directional. In Tr no protocol overhead is added to
higher layer data and the transmission of the streaming type in which higher
layer data is not segmented. The Tr mode can be used for circuit service such
as voice call. In AM, an Automatic Repeat reQuest (ARQ) mechanism is used
for error correction. The AM is the normal RLC mode for packet-type services
such as web browsing and email downloading. In this paper RLC retransmission
attempts to recover the corrupted blocks within the air interface according to
the BLER model before a recovery mechanism from an upper layer protocol such
as TCP is in action. The RLC retransmission model has an important role of
changing the traffic model within the Iub.

DchFP allows for multiplexing of coordinated dedicated transport channels,
with the same Transmission Time Interval (TTI), onto one transport bearer. The
transport blocks of all the coordinated Dedicated CHannels (DCH) for one TTI
are included in one frame [13]. There are two types of DchFP frames (indicated
by the Frame type field): DCH data frame and DCH control frame. We modeled
DCH data frame protocol since the user plain is the interest in this paper.

2.3 Service Traffic Model and Transport over Iub

In this paper it is assumed that all radio bearers are carried with Dedicated
Physical Data CHannels (DPDCH) within DchFP over Iub.

Voice Traffic Model It has been found that length of talkspurt and silence are
exponentially distributed [7]. In the voice traffic model 3 sec for both talkspurt
and silence period is used followed by [14].

Web Browsing Traffic Model The distributions of the parameters for the web
browsing traffic model is determined in [8] and an application session is divided in
ON/OFF periods representing web page downloads and the intermediate reading
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times. The web traffic will depend on the version of HTTP used by the web
browsers and servers. HTTP 1.1, one of the widely used protocols, is used in the
web browsing simulation. It is assumed that maximum data rate is 64kbps for
UpLink (UL) and 144 kbps for DownLink (DL).

2.4 Assumption and Parameters

We assumed that only voice or web traffic and consists of multiple voice traffic
generators or data traffic generators in UEs. Each traffic generator can generate
multiple sessions of voice or web browsing traffic. In the evaluation, only uplink
traffic was monitored for voice traffic since UL and DL traffic would be similar,
and for the web traffic both UL and DL are monitored because of the asymmetric
traffic behavior. AAL2 multiplexing in a Node-B and a concentrator is used with
Timer CU value from 1 ms to 4 ms. The maximum number of application sessions
generated to a Node-B from UEs attached in the Node-B is the “Max {number
of sessions generate traffic = E1 link, 248 sessions}”. TTI is set to 20 ms for
voice session and 40 ms for web browsing session. We used 1% BLER for voice
and 4% BLER for 64 kbps UL and 5% BLER for 144 kbps DL for data traffic.
The maximum allowable retransmission to recover the block error between RLC
in the UTRAN is limited to three, and those packets could not recovered by the
RLC are rely on the recovery mechanism in TCP protocol.

3 Packing Density and Bandwidth Gain Analysis

To understand how many AAL2 packet bits are packed into an ATM cell, we
derived the payload packing density in a cell. Payload packing density in cell is
calculated by Eq. (1)

ψ (%) =
B

47
× 100 , (1 ≤ B ≤ 47) (1)

where, B is the average payload size in a CPS-PDU except STF. AMR codec
generates the packet with 244 bits during the talkspurt and the packet with 39
bits during the silence but the lengths of a packet in each period are 42 bytes and
15 bytes including DchFP packet overhead. Ptalk and Psilence be the probabilities
of packet arrivals in Timer CU (τ) for an User Equipment (UE) in talkspurt or
silence period, respectively. The probabilities of a packet arrival from a user are
given by

Ptalk =
E [Ltalk] τ

6000
=

(
T̄talk + H

)
τ

6000× TTI
(2)

Psilence =
E [Lsilence] τ

6000
=

(
T̄silence −H

)
τ

6000× 8 × TTI
(3)

Ltalk and Lsilence are the number of packet generated in each time interval. T̄talk

and T̄silence are the average duration of each period. H means hangover used to
maintenance connection (140 ms). Voice sources are assumed to be i.i.d. After
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the receipt of the first packet in a cell, the probability of n packet arrivals from
all other sources within (τ) can be derived in Eq (4).

P [(N − 1) = n] =
(

N − 1
n

)
(1 − Ptalk − Psilence)N−n−1

×(Ptalk + Psilence)n (4)

where, N is the number of UEs. And given n packet arrivals, the probability of i
talkspurt packets and j silence packets among n is given by

pij = P [Ntalk = i, Nsilence = j]

=
(

N − 1
n

)(
n
i

)
(1 − Ptalk − Psilence)N−n−1

×(Ptalk)i(Psilence)j , i + j = n (5)

where, Nsilence and Ntalk are the number of concurrent users for talk state and
silence state. Using the probabilities pij , we can calculate the payload packing
density. The average number of bytes in an ATM cell depends on whether there
is a remainder from the previous cell. Since the maximum packet size is 42 byte
(talkspurt packet), the reminder varies from 0 to 41. If rn is the reminder bytes
in nth cell. rn can be modeled the state of Markov chain since rn only depends
on rn−1 (1 ≤ n ≤ 41). Consider the stationary state where all {rn} have the
same probability distribution, Let r denote the random variable for the reminder
length, and which is given

πi = P [r = i], i = 0, · · · , 41 (6)

And the probabilities that AAL2 packet is expired denote Eq (7).

Qi = P [T imer CUexpires|r = i]

=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
p00 + p01 + p02 + p03 + p10

p00 + p01 + p02 + p10

p00 + p01 + p02

p00 + p01

p00

, 0 ≤ i ≤ 2
, 3 ≤ i ≤ 5
, 6 ≤ i ≤ 17
, 18 ≤ i ≤ 32
, 33 ≤ i ≤ 41

(7)

Transition probability matrix IP is given by Eq (8).

IP =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Q0 0 0 0 0 · · ·
Q1 0 0 0 0 · · ·

Q2 + (1−Q2)p02

p02+p03+p11
0 0 0 0 · · ·

Q3
(1−Q3)p03

p03+p11+p20
0 0 0 · · ·

Q4 0 (1−Q4)p03

p03+p11+p20
0 0 · · ·

Q5 + (1−Q5)p11

p11+p03
0 0 (1−Q5)p03

p03+p11
0 · · ·

Q6
(1−Q6)p10

p03+p10
0 0 (1−Q6)p03

p03+p10
· · ·

Q7 0 (1−Q7)p10

p03+p10
0 0 · · ·

...
...

...
...

...
. . .

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(8)
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In the stationary state, we have Π = ΠIP. And using these probabilities, the
average of bytes in an ATM cell is given Eq. (9)

B = p00

41∑
i=0

iπi + p01

32∑
i=0

(i + 15)πi + p02

17∑
i=0

(i + 30)πi

+p03

2∑
i=0

(i + 45)πi + p10

5∑
i=0

(i + 42)πi

+47(1− p00 − p01 − p02 − p03 − p10) (9)

The bandwidth gain (ξ(τ, n)) of the AAL2 in Iub is derived by

ξ(τ, n) =
E [B(τ, n)]− E [B(0, n)]

E [B(0, n)] + 5
× 100 (10)

where, B(τ, n) means the user payload in a CPS-PDU during Timer CU with
AAL2 multiplexing and B(0, n) means the user payload of ATM cell without
AAL2 multiplexing.

4 Numerical and Simulation Results

To understand the bandwidth gain in Node-B and in a concentrator, a set of
simulations has been performed with various Timer CU values and number of
concurrent users for the voice and web browsing traffic.

4.1 Voice Traffic Scenarios

The ATM cell packing density and the bandwidth gain results with various
Timer CU values and number of concurrent users for the voice traffic are sum-
marized in Fig.3(a) through Fig.4. In Fig.3(a) and Fig.3(b), we measured the
bandwidth gain and packing density in Node-B using analysis and simulation.
we set up one Node-B and vary the number of concurrent voice users in a voice
UE from 1 to 170 users. Timer CU in Node-B is set to 0 through 4 ms. Fig.3(a)
presents the packing density versus the number of concurrent voice users and
Timer CU. The symbols present simulation results and the curves mean analyt-
ical result. Based on the analytical results, the minimum packing density, which
obtained without AAL2 multiplexing (Timer CU=0 ms), is about 83.5%. AAL2
packing density reaches 96% when the number of concurrent voice users is 80
with Timer CU=1 ms while it has same value for 40 concurrent voice users and
Timer CU=2 ms. The analytic result closed to simulation one. Fig.3(b) shows
average bandwidth gain of AAL2 multiplexing in Node-B. The result indicates
that maximum bandwidth gain with AAL2 is about 18% higher than the band-
width gain without AAL2. If link type between Node-B and concentrator is E1,
then 170 concurrent voice users can be connected simultaneously in a Node-B
with a Timer CU=0 ms. By setting Timer CU=1 ms in Node-B, however, more



Decision Point of AAL2 Multiplexing for Voice and Data Services 531

1 10 20 30 40 50 60 70 80 100 120 140 160 170

84

86

88

90

92

94

96

98

100

Number of concurrent voice user

P
ac

ki
n

g
 d

en
si

ty
 in

 N
o

d
e−

B
(%

)

Timer CU=0 ms (Analysis)
Timer CU=1 ms (Analysis)
Timer CU=2 ms (Analysis)
Timer CU=3 ms (Analysis)
Timer CU=4 ms (Analysis)
Timer CU=0 ms (Simulation)
Timer CU=1 ms (Simulation)
Timer CU=2 ms (Simulation)
Timer CU=3 ms (Simulation)
Timer CU=4 ms (Simulation)

(a) ATM cell packing density

1 10 20 30 40 50 60 70 80 90 100 120 140 160
0

2

4

6

8

10

12

14

16

Number of concurrnt voice users

A
ve

ra
ge

 b
an

dw
id

th
 g

ai
n(

%
)

Timer CU= 0 ms (Analysis)
Timer CU= 1 ms (Analysis)
Timer CU= 2 ms (Analysis)
Timer CU= 3 ms (Analysis)
Timer CU= 4 ms (Analysis)
Timer CU= 0 ms (Simulation)
Timer CU= 1 ms (Simulation)
Timer CU= 2 ms (Simulation)
Timer CU= 3 ms (Simulation)
Timer CU= 4 ms (Simulation)

(b) Bandwidth gain

Fig. 3. ATM cell packing density and Bandwidth gain with various Timer CU and
number of concurrent voice users

200 concurrent voice users can be served in a Node-B without any other sys-
tem or network changes. This gives a strong reason to use AAL2 multiplexing
in Node-B. We used only simulation result to predict the benefit which is ad-
ditional AAL2 multiplexing in a concentrator. Fig.4 shows bandwidth gain in
a concentrator with various number of concurrent voice users. As you can see in
the graph, increasing traffic load per Node-B from 15% to 33% (when Timer CU
value is 2 ms) results in the drastic drop of bandwidth gain from 11% to 3%.
The bandwidth gain is no meaningful for small traffic load and it is negligible as
traffic load increases. So this result indicates that there is no significant AAL2
multiplexing benefit in a concentrator on Iub in terms of bandwidth gain.
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4.2 Data (Web Browsing) Traffic Scenario

The payload packing density results with various Timer CU values and number
of concurrent users for the data traffic are summarized in Fig.5. This figures
represent downlink channel only. The traffic load generated by 40 simultaneous
web-browsing sessions is about 600 Kbps ( 28% of E1) at the link between Node-
B and concentrator after AAL2 multiplexing with Timer CU of 1 ms at each
Node-B. The traffic on this link includes DchFP and ATM protocol overhead
as well. Fig.5 shows that the ATM cell packing density is larger than 92% even
only one user with Timer CU of 0.5ms. Since IP packet is already long enough
to fill an ATM cell except the last fragment of the IP packet loaded in an ATM
cell, the payload packing density is high even with only one user and this implies
that the AAL2 multiplexing gain is very minimal even at the first multiplexing
place (Node-B).

5 Conclusions

We analyzed the performance of AAL2 multiplexing in a Node-B and in a con-
centrator on Iub, considering UMTS specific protocols such as SCR, FP and
RLC. To derive the packing density and the bandwidth gain in Node-B for voice
services we applied a discrete Markov chain model. We considered not only the
talkspurt packet but also the comfort noise packet in the silence period which im-
pact traffic load and packing density. We derived the bandwidth gain in Node-B
and validated these result with a detailed simulation considered UMTS specific
protocol. We also evaluated the benefit of additional AAL2 multiplexing in a
concentrator in Iub interface using simulation.
In this paper we concluded that the bandwidth gain of AAL2 in Node-B and in
a concentrator on Iub depended heavily on the traffic load. The bandwidth gain
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is no meaningful for small traffic load and it is negligible as traffic load increases.
So this result indicates that there is no significant AAL2 multiplexing benefit in
a concentrator on Iub in terms of bandwidth gain. For data traffic the benefit
of the AAL2 multiplexing in Iub is less than that for voice service. The main
contributions of this paper are twofold:

1. The performance of AAL2 in a Node-B is derived analytically considering
UMTS specific protocol.

2. The decision making criterion to use AAL2 feature in a concentrator over
Iub is suggested.

If a service provider or UMTS network architecture designer had an expected
user traffic profile, it can be used with this paper to make a product selection
decision for a concentrator.
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Abstract. In the wireless mobile networks, it is important to provide
the quality-of-service (QoS) guarantees as they are increasingly expected
to support the multimedia applications. Although the QoS provisioning
problem arises in the wire-line networks as well, the mobility of hosts and
the scarcity of bandwidth make QoS provisioning a challenging task in
wireless mobile networks. The resource allocation to multimedia appli-
cations of varying QoS requirement is a complex issue. In this paper, we
propose a new adaptive resource allocation scheme based on the concept
of the resource reservation and the renegotiation in order to guarantee
the QoS of the real-time traffic. The proposed scheme is aimed at improv-
ing the performance in terms of the new call blocking rate, the handoff
dropping rate, and the bandwidth utilization.

1 Introduction

The wireless mobile networks are expected to support the real-time interactive
multimedia traffic and should be able to provide their users with QoS guarantees.
The admission control and the bandwidth allocation scheme can help provide the
QoS guarantees in wireline networks, however in wireless networks, the problem
is much more complex due to the bandwidth limitations and the host mobil-
ity. The wireless systems usually use the microcellular architectures in order to
overcome the limitation of the radio spectrum and to provide a higher capacity.
These microcellular networks, however, have the inherent rapid handoff problem
due to the smaller coverage area of cells. The rapid handoff problem leads to
network congestion and higher call dropping rate. One solution to this problem
in a microcellular network is to apply the distributed call admission control at
the connection setup time. And, the spectrum efficiency in these networks can
only be realized if there are strict rules of the admission control and the flexible
resource allocation [1].

A lot of related researches about the QoS issue including the channel assign-
ment, the bandwidth reservation and the admission control schemes have been
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performed. In [2], a dynamic channel (re)assignment scheme was proposed. In
this dynamic channel (re)assignment schemes, the channels are (re)assigned to
different neighboring cells to reduce the interference and to increase the overall
system capacity. The bandwidth reservation schemes proposed in [3] and [4],
a fixed number of channels in each cell are reserved for handoff requests when
none of the reserved channels is available. But, this scheme does not consider
any admission control and the information regarding neighboring cells. In [5], an
adaptive admission control mechanism is proposed for wireless networks. In this
mechanism, the different resource sharing scheme such as complete partition is
used to allocate resources to different classes of traffic. Resource allocation and
admission control for wireless networks are also studied in [6].

In this paper, we propose a new resource allocation scheme based on the con-
cept of resource reservation and renegotiation which provides the QoS guaran-
tees for the multimedia traffic carried in wireless mobile networks. The proposed
scheme is aimed at improving the performance in terms of the new call block-
ing rate, the handoff dropping rate, and the bandwidth utilization. This paper
is organized as follows. In Section 2, the concept of the bandwidth reservation
according to the classes of traffic is introduced. Section 3 describes the details
of the proposed QoS provisioning scheme. In Section 4, a simulation model that
was used in the simulation is described and the discussion about the simulation
results will be given. Finally, Section 5 is the conclusion.

2 Overview of the Bandwidth Reservation

In this section, we provide an overview of the traffic model and the bandwidth
reservation scheme related to the resource allocation schemes in cellular net-
works. In [7], the traffic carried in wireless networks are categorized into two
classes: (a) Class I : real-time traffic, and (b) Class II : non-real-time traffic. In
analogy with ATM (Asynchronous Transfer Mode) networks, Class I corresponds
to the GBR (Guaranteed Bit Rate) service and Class II to the ABR (Available
Bit Rate) service.

Since Class I traffic such as video and voice is highly delay sensitive, a con-
nection should be dropped when a mobile user moves into a new cell where the
minimum required QoS parameters cannot be met. On the other hand, since
Class II traffic such as web and e-mail can tolerate large delay, the QoS param-
eters of a connection can be temporarily renegotiated and readjusted when a
mobile user moves into a new cell where the original assignment cannot be pro-
vided. For example, when a mobile user receiving Class II service moves to a new
cell where the originally assigned bandwidth cannot be provided, the bandwidth
assigned to the connection can be reduced. Therefore, the connection receives
the available bandwidth for an increased duration to compensate bandwidth
reduction. Consequently, the connection does not need to be dropped. On the
other hand, since Class I traffic has strict delay requirements, a priority is given
to Class I over Class II. The QoS parameters for Class I traffic may include
the handoff dropping probability and the minimum allowed bit rate. The QoS



536 Jung-pyo Hong and Hwa-sung Kim

parameters for Class II traffic may include the probability that a connection ex-
periences the bandwidth readjustment. Another QoS parameter which may be
important for both classes is the blocking probability of the new connections.

On the other hand, the bandwidth reservation scheme may be used to reduce
the handoff dropping rate of Class I calls. Namely, the bandwidth reservation is
performed in all cells adjacent to the cell in which the Class I call arrives[3][4].
The amount of bandwidth to be reserved in adjacent cells can be calculated using
the various policies that may depend on many factors such as the total number
of calls of the particular class or on the maximum bandwidth used by a call. The
bandwidth reservation scheme can provide better QoS but there is a tradeoff
between service quality and processing overhead. Besides, there are several issues
that need to be resolved to efficiently apply the bandwidth reservation scheme.
First issue is to decide how much bandwidth needs to be reserved in adjacent
cells. If reservation is to be performed in all the cells, then only a fraction of
the requested bandwidth of call needs to be reserved in the surrounding cells as
the call will be hand off to one of the surrounding cells. This is the important
parameter that affects the efficiency of the resource reservation schemes. Another
issue is to determine when to reserve and release the bandwidth in the adjacent
cells. The bandwidth reservation can be done in all the adjacent cells when a new
call connection is requested, and the reserved bandwidth is released when a call
finishes or hands off. These parameters are important to support QoS for a call.
In the next section, we discuss careful choice of these parameters to support QoS
of service. We discuss our new resource allocation scheme and show how it can
be useful to support a variety of service applications.

3 A Proposed Resource Allocation Scheme

In this paper, we propose a new resource allocation scheme. The proposed scheme
tries to provide the real-time traffic with QoS guarantee using the resource reser-
vation in surrounding cells for real-time calls, while providing the non-real-time
traffic with best-effort performance using the renegotiation and compensation of
the required bandwidth.

3.1 Renegotiation and Compensation Scheme

The non-real-time traffic is more tolerant to delay compared to the real-time
one in that it can accept a variable service rate. This property of non-real-time
traffic makes resource renegotiation possible in microcellular networks. The non-
real-time calls can receive higher service rates under low traffic conditions while
the service rate available to them is kept at a minimum under the heavy traffic
conditions. Thus, the resource renegotiation scheme enables to adapt to the
changing traffic conditions in the network.

In the proposed scheme, each cell maintains a fixed reserved pool of band-
width to serve the Class I new/handoff calls to reduce the call drop probability.
On the other hand, in order to lower the request block and drop probability of
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Fig. 1. Renegotiable bandwidth of a Class II call

the non-real-time calls, it has incorporated a renegotiation and compensation
schemes. When a request is generated, each request specifies its desirable band-
width M and minimum bandwidth m to the system. The difference between M
and m is called renegotiable bandwidth (RB). A fraction of RB is divided into
several service levels as shown in Fig. 1.

If a cell does not have enough bandwidth to serve the handoff request of
Class I calls, a certain amount of bandwidth of the existing Class II calls are
preempted temporarily by moving down to a lower service level. The preempted
Class II calls will then be served at the lowered service level. The most important
feature of the renegotiation scheme is that no request should be served below its
minimum bandwidth requirement once it is admitted. The preempted bandwidth
will be returned to the Class II calls later on by using the compensation scheme.

The compensation scheme is based on the max-min optimality criterion,
which is both fair and efficient [8], in the sense that all degraded calls get the
equal share of this surplus capacity. A call is referred to be compensated if the
bandwidth of the call is changed from lower than average bandwidth (BWavg)
to at least average. Bandwidth compensation to average bandwidth implies the
retuning of the preempted resource. The compensation scheme will sequentially
shuffle the existing bandwidths toward the average bandwidth for each call.
The compensation can sometimes be very expensive and time-consuming since
a large number of channel reassignments need to be performed. Hence, a par-
tial bandwidth compensation algorithm will be required. The partial bandwidth
compensation scheme checks the mobility pattern and starts when the amount
of surplus resources exceeds the threshold level, as shown in Fig. 2.

Check the renegotiated call

tot. BW = BW + BWret

BW > BWthresh

Compensate_BW(BWavg)

renegotiated call = BWavg

No Yes

BWavg - Bwcur > 0

Yes

No

Fig. 2. Flow chart of bandwidth compensation
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New Call Class I = ?

BW > BWreg

Call = BWreg
Bandwidth reservation

in the adjacent cell Call accept

Call drop

BW > BWreg

Call = BWreg Call accept

Call drop

Yes

No

Yes

No

Yes

No

Fig. 3. Flow chart for new call setup

3.2 Resource Reservation for the New Call

A new connection, whether Class I or II, is accepted into a current cell only if its
expected bandwidth (BWreg) is less than or equal to the available bandwidth
of the cell (BW) excluding the reserved handoff pool. Especially in the case of
establishing a Class I call connection, the resource reservation in the adjacent
cells should also be performed as shown in Fig. 3.

The amount of bandwidth to be reserved in the adjacent cells for Class I call is
decided according to the number of current Class I connections in each adjacent
cell. In this paper, we decide the amount of reserved bandwidth according to
the Fig. 4 that is optimized through the simulation. For example, if the number
of Class I connection is currently 5, then 512kbps will be reserved for the Class
I call. However, if the available bandwidth is less than the reserved bandwidth,
the available bandwidth is reserved as the actually reserved bandwidth in the
adjacent cell as the following formula:

Actual-bandwidth-reservation=min(unused-bandwidth,reserved-bandwidth)

3.3 Resource Management for the Handoff Call

The different handoff management mechanisms are applied to each of Class
I and Class II handoff calls. In this paper, a Class II handoff calls are kept
continued, even if the allocated bandwidth in a new cell is very small since they
do not have stringent QoS requirements. Therefore, the Class II handoff calls
are not dropped unless there is free bandwidth in the new cell. The reserved

Number of Class I Connections Reserved Bandwidth
0 ~ 5 512 Kbps
6 ~ 10 1024 Kbps
11 ~ 20 2048 Kbps

21 or more 3072 Kbps

Fig. 4. Reservation function
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Fig. 5. Flow chart for handoff call management

bandwidth pool is for the exclusive use of Class I handoff calls and will not be
available for Class II calls. On the other hand, Class I handoff call is allocated
bandwidth firstly from the reserved pool in case that the expected bandwidth
cannot be met using free bandwidth in the cell. If the sum of the reserved and
the free bandwidth in the cell (BWadd) can not fulfill the expected bandwidth,
the renegotiable bandwidth (BWnew) will be allocated to meet the expected
bandwidth. Even using the renegotiable bandwidth, if the expected bandwidth
can not be met, then the minimum bandwidth (BWmin) will be allocated. When
even the minimum bandwidth can not be allocated, Class I call is then dropped
as shown in Fig. 5.

4 Performance Evaluation

In order to evaluate the performance of the proposed scheme, we implemented
and simulated three different schemes for comparison. 1) First scheme (no parti-
tion and reservation scheme) is the simplest among three. In this scheme, there
is no distinction between real-time and non-real-time calls. The available band-
width is not partitioned and any call may be served by a cell if there is enough
bandwidth available. 2) Second scheme is a request-based statistical reservation
scheme, namely the uniform and bandwidth based model [7]. In this scheme,
when the reservations are made on behalf of a connection in neighboring cells,
an equal amount of bandwidth is reserved in each neighboring cell with no con-
sideration of the most likely cell to which the host might travel. A cell does not
reserve the sum of all the bandwidth it is asked to reserve, but just the largest
of all the current requests. 3) Third scheme performs the number-of-connections
based bandwidth reservation in each cell for handoff. New calls are admitted
if their desired bandwidth can be met. Otherwise, they are blocked. On the
other hand, Class I handoff calls are admitted if their minimum bandwidth re-
quirements can be met. If there is too little free bandwidth available, they are
given enough bandwidth from the reserved pool to meet their minimum. Class
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Class Max bps Avg bps Min bps Max time Avg time Min time Example traffic content

I 30 Kbps 30 Kbps 30 Kbps 600s 180s 60s Web browsing

I 256 Kbps 256 Kbps 256 Kbps 1800s 300s 60s Audio Streams

I 6 Mbps 3 Mbps 1 Mbps 18000s 600s 300s Video Streams

II 20 Kbps 10 Kbps 5 Kbps 120s 30s 10s Email

II 512 bps 256 Kbps 64 Kbps 36000s 180s 30s FTP file downloads
II 10 Mbps 5 Mbps 1 Mbps 1200s 120s 30s FTP application downloads

Fig. 6. Traffic characteristics

II handoff calls are admitted only if there is free bandwidth in the cell excluding
reserved pool.

For the simulation, we use the same traffic model, which was derived from the
model used in [7]. Fig. 6 shows the traffic characteristics we simulated. Each of
the six types of traffic occurs with equal probability. The desired bandwidth and
cell length is generated for each new call using a geometric distribution around
the minimum, maximum, and average values given. We also give each mobile
host a speed characteristic (time spent in a cell) in order to simulate handoff;
thus, longer calls will likely experience more handoff than shorter ones.

For the simulation, a 7 x 7 network of 49 cells is used as a network model.
Each cell has a total bandwidth allocation of 30 Mbps and 10 percent of it
is reserved for Class I new/handoff calls. The hosts are assumed to move the
network in a directed manner, because hosts are more likely to continue move
in the same direction than to turn. If a host reaches an edge of the network,
the corresponding call will be terminated, hosts do not ”bounce” back into the
network.

In Fig. 7, the bandwidth utilization is shown as a function of number-of-
clients. Bandwidth utilization for request-based reservation scheme is the lowest.
The scheme without any kind of bandwidth partition or reservation has the
highest bandwidth utilization because the available bandwidth in the cell can be

Fig. 7. Bandwidth utilization
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used by any call, and hence no bandwidth is wasted. Bandwidth utilization for
our scheme is fairly good than other ones.

Fig. 8 show the average blocking rate for the new call requests as a function
of the number-of-clients. The No Partition and Reservation scheme produced
the lowest blocking rate for the new calls. The proposed scheme based on rene-
gotiation produces a pretty good blocking rate for the new calls compared to
the other reservation based schemes. This is resulted from the same reason as
explained earlier.

Fig. 9 shows the relationship between the average handoff dropping rate
and the number-of-clients in case of Class 1 calls. The Handoff dropping rate is
a kind of QoS Parameters for Class I calls. The simulation result shows that the
proposed algorithm guarantees a predefined service quality to all existing calls
in the network. No partition and Reservation scheme gives the worst average
handoff dropping rate. Our scheme gives the best performance in terms of the
handoff dropping rate for Class I calls. Hence the proposed scheme guarantees
QoS to all existing cell. By carefully selecting the parameters - service level and
amount of bandwidth reservation, the proposed scheme can provide a predefined
QoS for all calls accepted in the system. There is, however, a tradeoff involved
between the processing overhead and the guaranteed QoS.

Fig. 10 shows the average handoff dropping rate for Class II calls. Both of
Request-based reservation scheme and the proposed scheme produce a better
handoff dropping rate than other schemes. Our scheme guarantees a predefined

Fig. 8. New call blocking rate Class I and Class II
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Fig. 9. Handoff call dropping rate of Class I

Fig. 10. Handoff call dropping rate of Class II

QoS for both real-time and non-real-time traffic. The higher blocking rate for
our scheme can be reduced by increasing the dropping rate depending on the
QoS metric.

5 Conclusion

With the increasing demand for wireless networks to support real-time multime-
dia applications along with elastic applications such as web access, QoS provi-
sioning poses a complex problem. In this paper, an adaptive resource allocation
based on renegotiation and compensation scheme has been proposed to provide
QoS guarantees in wireless mobile networks. The proposed scheme overcomes
the drawbacks of schemes in which only reservation is used. The proposed adap-
tive resource allocation scheme provides the good performance in terms of the
handoff dropping and the bandwidth utilization under heavy traffic conditions.

The performance evaluation was performed through the computer simulation
using 7 x 7 two-dimensional cellular network models. For the comparison, three
other resource allocation schemes were implemented and simulated in addition
to the proposed one. Simulation results showed that the proposed scheme pro-
vides better performance than other schemes and can be used to provide QoS
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guarantee especially for the real-time traffic. The proposed scheme performs
the resource reservation in the adjacent cells for real-time calls and improves
the handoff dropping rate by using resource renegotiation at the time of hand-
off. The renegotiated resources of non-real-time traffic will be returned to them
when the traffic condition gets better. Our proposed scheme gives also a better
blocking rate for new calls as compared to the reservation scheme. The adaptive
resource allocation scheme based on renegotiation produce the high resource uti-
lization while remaining the blocking and dropping probability low. This feature
is important in wireless mobile networks since the radio spectrum has inherent
bandwidth limitations.
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Abstract. We identify and address practical problems facing the en-
gineers who are responsible for trunk engineering(determining optimal
trunk requirements between switching systems in a telecommunications
network) in a nation-wide cellular service. Currently, Erlang B formula
is used to calculate the number of trunks to carry the estimated cellular
traffic with given target grade of service(i. e. call block rate). However,
our recent measurement at a nation-wide cellular service covering more
than 15 million customers shows that the measured block rate is oc-
casionally far greater than the expected block rate, as much as 8 times.
Fearing this, it is a common practice for field engineers to assign far more
trunks than dictated by the Erlang B formula. But the main problem is
that there is no basis on how to assign more trunks. In this paper, we
track the cause for excessive block rate by analyzing vast amount of call
log to identify the characteristic of the recent cellular traffic. We intro-
duce a simple but effective compensation method to adjust the Erlang
B formula with random and non-random traffic. The second problem we
address is that the Erlang B formula gives average block rate while the
management of the cellular service demands the engineers to guarantee
given upper limit to the block rate. We employ the concept of the confi-
dence interval to guarantee given block rate with certain reliability. We
develop a simulation program to derive an updated version of Erlang
B table with the confidence interval and a simple heuristic method to
compensate for the peakedness of contemporary cellular traffic.

1 Introduction

With explosive growth of cellular service, the cost of upgrading wired link ca-
pacity to carry the cellular traffic increases tremendously. Thus it is essential
to accurately estimate the minimal capacity of the links needed for given target
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Grade of Service (GoS), often represented by the block rate for attempted call
[2,3,4].

We evaluate the performance of the current traffic engineering criterion based
on Erlang B formula leveraging vast amount of recent data from an operating
cellular core network with over 15 million subscribers [1]. Also, we re-examine
Erlang B assumptions and discuss whether Erlang B formula is appropriate on
cellular core networks. We have chosen two CGS (Cellular Gateway System)s
with most traffic and the MSC (Mobile Switching Center)s connected to them.
Measurement is done in time scales of hours and seconds. Billing data in user
profiles were processed to obtain the traffic volume at the resolution of seconds.
We also developed a Block Generating Program (BGP) to get the results using
billing data, similar to real network. Block rate has been measured and compared
against the expected block rate from Erlang B table. In average, the measured
block rate was higher than the expected block rate. To identify the cause of
deviation, the traffic characteristic of the measured traffic is analyzed at the
resolution of seconds and hours. The VMR (Variance to Mean Ratio) which
represents the peakedness showed from 0.45 to 3.50 for seconds traffic. Erlang B
table does not guarantee the target block rate but shows an average block rates.
To guarantee the target block rate, we introduce compensated Erlang B Table
had to be calculated by adding a new factor called degree of confidence, which
enables one to specify the reliability of assigned trunks. This factor proves that
current Erlang’s B table corresponds to 50% in terms of degree of confidence.

The rest of the paper is organized as follows. Section 2 describes the mea-
surement setup. Evaluation of current traffic engineering is performed in Section
3 by comparing the measured block rate against the expected block rate. Exper-
iment in real network is analyzed in Section 4. In Section 4, we used COMNET
and BGP simulation to overcome experimental limit in real network and pro-
posed a method of compensation based on confidence rate to Erlang B table for
Poisson and bursty traffics. Section 5 concludes this paper.

2 Measurement Setup

Figure 1 shows a typical configuration of telecommunication network supporting
cellular phone traffic. Voice traffic from cellular phone is collected from base sta-
tions. MSC (Mobile Switching Center) is a hardware interface between a group
of base stations and the wireline network. The traffic from MSCs may be aggre-
gated into CGS (Cellular Gateway System). Trunk engineering mainly concerns
determining the capacity of links between MSCs and CGSs. We measured the
traffic at each link connecting an MSC to a CGS at the resolution of seconds
and hours.

The call processing capability per hour of the chosen switches is shown in
Table 1.Two different types of measurement are performed. The first type is to
record number of incoming and outgoing calls per hour for each switch for 3
months.One problem with the first data set is that its resolution is in hours and
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Table 1. Switch Specification

Specification MSC CGS

Call Processing Capacity per hour 315,000 1,050,000

Max. Number of E1 Lines supported 315 2,400

CGS1 CGS2

MSC2
MSC1

MSCn MSCm

Fig. 1. General Topology of Cellular Service

only shows the aggregate number of calls for an hour. The second measurement
is based on the billing data for each call and has the resolution of seconds.

3 Current Traffic Engineering Diagnostics

Current traffic engineering uses the Erlang B table to calculate the link capacity
with a given target block rate. While the Erlang B table lists the amount of traffic
(in the units of Erlang) to be carried for specific number of trunks at a target
block rate, cellular service network uses E1 links with 31 trunks per each E1 link
[3,8]. We compared the measured block rate represented in equation 1 against
the expected block rate based on the Erlang B table.

P (block rate) =
number of TRK BUSY signals

number of call attempts per hour
(1)

Blocking occurs whenever the number of calls, in or out, exceeds the number
of trunks available to support them. It is used primarily for determining trunk
quantities in first-choice trunk groups in which, if all trunks are busy, a call
overflows to another group, or never returns [10].

Figure 2 compares the measured block rate against the expected block. Note
that many points are close to the origin that represents zero block rate. This is
due to the fact that most links are assigned the number of trunks far greater
than needed since only multiples of E1 link can be leased (E1 link consists of
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Fig. 2. Measured vs. Expected Block Rates
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MSC1 MSC2

Primary Link

Backup Link
regarded as blocked call

Fig. 3. Experimental Link Setup

31 trunks). The solid line represents a linear regression of the points while the
broken line represents the expected line. If blocking occurs as expected from
the Erlang’s B formula the points should be clustered along the broken line.
However, the points in Figure 2 show clear deviation from the expected line.

3.1 Methodology

Because the current service cellular system is overprovisioned mostly to 0.1%
target block rate, it is difficult to analyze the behavior the block rate. To examine
the behavior of incoming calls and block rate, we have setup a experimental link
as seen in Figure 3. The primary link which normally operates as main path, and
the backup link which runs as alternative route that when calls are blocked from
the main link they are returned to the alternative link and considered as blocked
calls. The data at the resolution of seconds were gathered from the billing data
that also records attempted calls (not all switching systems records attempted
calls).

3.2 Analysis of Inter-arrival Times and VMR

To find this reason, we analyzed 1) Inter-arrival time distribution 2) VMR (vari-
ance to mean ratio) using billing data of each sample. It is useful for calculating
skewness of nonrandom traffic [7,8,9,11]. In order to check whether the sample
traffic follows Poisson distribution, we proved it with chi-square goodness-of-fit
test for call inter-arrival time [5,13].

Figure 4 compares the PDF of the measured traffic against that of the inter-
arrival times for the traffic measured at the resolution of seconds resembles the
Poisson arrival. Chi Square verification can be used for determining if the traffic
complies with the Poisson distribution, but we cannot conclude the character-
istics of the traffic with it. Therefore, we analyzed VMR using billing data in
order to get the traffic characteristics of the sample.

Peakedness of traffic has been found a useful characterization tool in blocking
approximations and in trunk theory. The peakedness factor Z for any link is
obtained by calculating the variance-to-mean ratio of the busy-hour traffic, as in
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Fig. 4. Traffic Measurement Results

Equation 2. If Z is less than 1, the traffic is defined as smooth and it experiences
less blocking than Poisson traffic. If the Z is larger than 1, then it is called peaked
traffic and it experiences larger blocking than Poisson traffic [2,3,6,12,13].

Z =
v

α
(2)

4 Simulation

4.1 Compensation of Erlang’s B Table

Erlang’s B Table with Degree of Confidence for Random Traffic With
the help of these results from the simulation we were able to add a new param-
eter to Erlang’s B Table, called the degree of confidence.The block rate resulted
a normal distribution which was possible to define the degree of confidence at
different interval of the distribution. Table 3 shows the result of reassigned Er-
lang’s B table adding degree of confidence from Table 2. It shows how much
margins is needed to assure call blocks. Normal Erlang’s B table resulted 50%
of confidence which means that the target block rate can only support 50% of
the measured block rate. So to allow more confidence, for example, if a service
company wants the target block rate at 99% of confidence for 50Erl traffic they
must add 6.5% more based on standard Erlang’s B Table.

BGP (Block Generating Program) The flow of BGP process is divided into
three steps. First gathering original billing data in seconds, second generating
these data in BGP simulator and as a result we get attempted calls, AHT, traffic,
block calls, block rate, etc from original billing data at different trunks we have
set. Traffic characteristics percentage resulted as 22% for smooth 50% poisson
and 28% peaked. We analyzed traffic characteristic applying VMR for billing
data of total 108 samples. In results, VMR had a value from 0.48 to 3.50.
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Table 2. Margin rate at different degree of confidence

1% Margin Rate

Block Rate Degree of Confidence

Traffic 99.9 99 95 90 80 70 60 50

50 7.8 6.3 4.7 3.1 3.1 1.8 1.8 0.0

1000 0.5 0.5 0.2 0.0 0.0 0.0 0.0 0.0

Table 3. Updated number of trunks using table 2

1% Updated Number of Trunk

Block Rate Normal Distribution

Traffic Erlang
B

99.9 80 70 60 50

50 64 69 66 65 65 64

1000 1029 1034 1029 1029 1029 1029
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(a) Peaked traffic (0.5%) (b) Peaked traffic (1%)

Fig. 5. Measured block rate vs Expected block rate for Traffic characteristics

BGP Simulation Results Figure 5 shows one of the pattern of block rates at
different traffic characteristics. It shows simulated block rates when the target
block rate of 0.5% and 1%, and actually we compared the Erlang B expected
block rate.

4.2 Compensation of Erlang B Table for Non-random Traffic

Heuristic Method We have derived a heuristic method in assigning trunks
for peaked traffic.The three variables involved are traffic (T), block rate (B) and
lines (L). Traffic (in Erlangs) is the traffic generated every hour and was collected
during the busiest hour of operation of a cellular core system. Block rate is the
percentage of dropped calls due to an insufficient number of lines being available.
Lines are the number of trunks assigned. We proceed the following procedure
to get the compensation factor.Steps of assigning LC at diffrerent degree of
confidence line LE is the amount that Erlang B expects from the pertinent
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Table 4. Compensation factor

1% Traffic Degree of confidence (%)
Block Rate (Erlang) 99.9 90 80 70 60

Compensation ˜180 6.7 4.5 3.3 2.0 2.1
Factor 180˜360 7.7 5.1 3.7 3.3 2.3

F 360 ˜ 4.7 4.7 3.8 3.8 3.1

Table 5. Reassigned trunk applying compensation factor

1% Block Rate Degree of confidence (%)

Traffic Erlang B 99.9 90 80 70 60

50 64 68 67 66 65 65

200 221 238 232 229 228 226

500 527 552 552 547 547 543

traffic and block rate, and line LC is the compensation line that prevents all
the possible blocks. Figure 6 shows results of block rate against traffic. Setting
line LC at different level we can calculate the degree of confidence.

LE = Erl(TM , BE , x) (3)
TC = Erl(y, LE , BM ) (4)
LC = Erl(TC , BE , z) (5)

F =
(LC − LE)

LE
∗ 100 (6)

BM stands for measured block rate, TC is the measured traffic, BE expected
block rate, LE expected line TC compensated traffic and LC for compensated
line.As a result we can get the compensation factor by calculating the ratio of LE ,
Erlang B expected line and LC , derived from equation 3. F ,the compensation
factor (%), is derived from Equation 6 .

Applying equation 3,4,5 and 6 the results of compensation factor are listed
in Table 4. And with this factor we reassigned trunks as seen in Table 5. The
results satisfied after applying heuristic method in real network. Fig 6(b) had
a 96% satisfaction over 99%.

5 Conclusion

In this paper we have analyzed Erlang B theory which is currently used in
cellular core networks. Experiment and analysis were made with real data in
real networks. Compensation of Erlang B Table under the results of simulation.
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(a) Original Measure Block Rate (b) 99% compensated

Fig. 6. Results applying in real network

Adding a new factor, degree of confidence reassigning Erlang B table. Block
Generating Program was made to get results similar to real experiment using
billing data. Block rate tends to be higher than the expected block rate form
Erlang B currently in use. Non-poisson traffic that is bursty takes up about
30% for cellular core networks. Poisson and bursty traffic occupied 80% of total
traffic, and Erlang B table needs to be compensated in order to be applied to
cellular core networks.

According to our analysis, Erlang B theoretical block rate is not identical
to measured block rate, and we concluded that it is due to the traffic charac-
teristics. Therefore, we added the degree of confidence to Erlang’s B table for
communication quality and enables service companies to consider directly some
variables such as communication quality and cost as they assign trunks. We in-
troduced alternative calculation method,such as heuristic that considers VMR
value including peakedness effects.
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Abstract. In this paper, differentiation mechanisms coordinated from
both application and network aspects are adapted to realize a network-
adaptive video transmission over the wireless LAN. To support the re-
quired QoS differentiation for loss/delay sensitive video streams, a rela-
tive priority index (RPI) is assigned to each video packet according to
its relative importance. At the MAC layer, a modified version of IEEE
802.11e EDCF (enhanced distributed coordination function) is utilized
that can provide differentiated services according to access categories.
Moreover, by using multiple RED (random early detection) MAC queues
with WTP (waiting time priority) scheduler, loss/delay differentiation
can be achieved more efficiently. A NS-2 network simulator is utilized to
verify that the proposed differentiation mechanism can assist the end-
to-end performance of wireless video transmission over the IEEE 802.11
wireless LAN.

Keywords: End-to-end wireless video, network adaptive video trans-
mission, QoS of IEEE 802.11 WLAN, MAC differentiation mechanisms,
joint source-channel error control, and packet prioritization.

1 Introduction

A wireless LAN (WLAN) - especially IEEE 802.11 based - is becoming popular
nowadays due to wide spread of ubiquitous networking environment. Thanks
to the development of wireless technology, WLAN began to deliver more band-
width-intensive, delay-stringent media contents like streaming video. However,
to guarantee successful transmission of streaming video contents over the hostile
WLAN environments, where the bandwidth is scarce and channel conditions are
highly fluctuating, a flexible and network-adaptive transport is required. The
required network adaptation should be realized by coordinating both application
and network layers. It requires the WLAN environments to provide QoS (quality
of service) for video applications as being done in IEEE 802.11e [3].

In this work, by applying differentiation mechanisms in the MAC (medium
access control) layer of IEEE 802.11 WLAN, a source-channel network adapta-
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tion is investigated employing a dynamic network adaptation framework pro-
posed in [6]. The required network adaptation is guided by the relative priority
index (RPI) for standard-based video codecs (e.g., ITU-T H.263+, ISO/IEC
MPEG-4) [1]. For the required differentiation in wireless networks, a simplified
version of enhanced IEEE 802.11e MAC is adopted from [4, 5]. Thus, the sug-
gested framework is not limited to a specific layer. Instead, every layer from the
application layer to the MAC layer of IEEE 802.11 WLAN has been tied by the
proposed network adaptation to assure quality video delivery over the WLAN.
To evaluate the proposed framework, network simulation (performed in NS-2
simulator over the distributed WLAN network with a group of access point and
wireless terminals) is combined with the end-to-end video performance evalu-
ation. Streaming transmission of prioritized packet video (H.263+ video codec
with error concealment) is assumed for the evaluation and the impacts of various
control parameters are experimented to verify feasibility and performance of the
framework. Results show that the proposed framework can maintain transmis-
sion performance effectively, thus provide better quality of streaming video over
the QoS-provisioned IEEE 802.11 WLAN environments.

The reminder of this paper is organized as follows. Based on the limitations
in transmitting streaming video over the WLAN, a dynamic network adaptation
framework to transmit video over the WLAN is described in Section 2. In this
section, components of the framework are explained in detail. Simulation results
follows in Section 3 with analysis on the results. Finally we conclude this paper
in Section 4.

2 Network-Adaptive Video Transmission Framework
for WLAN

To transmit streaming video over the WLAN, we need to address many problems
such as unstable channel condition with fading/shading effect, power consump-
tion of a wireless terminal, out-of-order or no packet reception during a handoff,
contention for wireless channel resource, and others. Among these challenges, in
this paper, we are focusing on the contention for wireless channel by investigat-
ing a basic service set (BSS) infrastructure only with an access point (AP) and
multiple wireless terminals (WTs). An AP serves as a gateway between outside
networks and a BSS to which it belongs. Here, packets destined to WTs are
competing with other traffics to get channel access while various WTs are also
waiting for their chance to deliver packets. In normal IEEE 802.11 WLAN, the
AP temporarily contains packets in the single MAC queue until it obtains trans-
mission opportunity. This single MAC queue can cause so called head-of-line
(HOL) problem. Due to lower priority packets blocking the way, arrived packets
can be dropped. All these burst packet loss can cause severe video degradation.

Thus, in this paper, we first focus on investigating the impact of WLAN MAC
- both conventional and modified for differentiated services - to the end-to-end
video performance. Also, to suggest an effective way to utilize the differentiated
MAC services, we propose a network adaptation framework [6] tailored for the
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Fig. 1. Proposed framework for network-adaptive wireless video over the WLAN

IEEE 802.11 WLAN. As described in Fig. 1, the proposed framework mainly
consists three major parts: prioritized packetization at the application layer,
differentiation mechanisms for loss/delay in the WLAN MAC, and a network-
adaptive QoS mapping control. In the followings, detailed explanations of these
three parts will be given.

2.1 Prioritized Packetization and QoS Mapping

With the MAC differentiation to be explained later, the streaming video appli-
cations are subject to several classes of network services in terms of loss and
delay. In this kind of streaming environment, loss and delay are most important
QoS factors to decide the quality of reconstructed video [1]. Note that, although
another QoS factor, bandwidth, is not explicitly considered, different loss and
delay actually means differentiated availability of bandwidth per given period of
time. Thus, in this paper, we assign the priority to each packet in terms for loss
and delay as studied in [1] so that each packet can reflect its influence to the
end-to-end video quality.

The procedure of prioritized packetization is shown in Fig. 2. Following ap-
plication layer framing principle, encoded video data is packetized per each GOB
(group of block). This variable-size packet is then associated with MSE (mean
square error) value that represents the impact of packet loss. Assuming knowl-
edge on the adopted error concealment scheme, the MSE is calculated per each
GOB to quantify the quality degradation of reconstructed video due to packet
loss. The MSE is calculated as follows:

MSE(n, i) =
1
N

∑
n∈video

|R̂i
n(x, y) −Rn(x, y)|2, (1)

where MSE(n, i) is the mean square error of nth frame when ith packet is
lost and concealed. Using (x, y) as a 2-D coordinate in a video frame, R̂i

n(x, y)
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and Rn(x, y) are the corresponding reconstructed nth frames when ith packet is
lost and kept, respectively.

As shown in Fig. 2, MSE’s of video packets are distributed over wide range of
values. Note that these values only represent the relative importance of packets
seen from this streaming application and thus it is called as relative priority index
(RPI). To ease mapping to the underlying networks where only limited numbers
of classes are usually provided, they are categorized into several priorities. In this
paper, we are grouping the same number of packets into 12 priorities as shown
in Fig. 2. These 12 categories of priorities are then uniformly mapped to three
classes of differentiated MAC services (i.e., 4 categories to each class). This QoS
mapping process that determines how many packets are allocated to each class
is not an easy job. It is related with issues such as pricing mechanism, network
status, and/or required video quality as discussed in [7]. Also, if we want to make
this mapping more effective, feedback information from network or receiver can
be utilized to realize dynamic QoS mapping.

2.2 Multiple MAC Queues with WTP Scheduler
and Modified EDCF

As discussed in [2] and emerging IEEE 802.11e standard [3], people have started
to manipulate differentiated backoff time, DIFS (distributed inter-frame space)
interval, and/or maximum frame length to realize differentiated MAC. The IEEE
802.11e standard is mainly consisted with two parts - EDCF (enhanced dis-
tributed coordination function) that improves current DCF for a queue-based
service differentiation and HCF (hybrid coordination function) that gives a
TXOP (transmission opportunity) to a WT with higher priority by adopting
PCF (point coordination function) concept [3].

Recently, by extending [2], we have tried to enhance the MAC to guarantee
proportional delay differentiation according to the priority [5]. Extending this



Differentiation Mechanisms over IEEE 802.11 Wireless LAN 557

classifier

queuing time
measurement

Packets
With
RPI

Different parameters 
according to access category

contention
dynamic

WTP
scheduler

backlog
monitoring

IEEE 802.11e (to support QoS )
Enhanced DCF

multiple RED
interface queues

Fig. 3. Implemented MAC modifications

work, we add multiple (i.e., actually 4) MAC queues with waiting time priority
(WTP) scheduling to a modified version of EDCF. Of the 8 ACs(access cat-
egories) of IEEE 802.11e - best effort, video probe, video, voice, and others,
proposed modification only provides 4 ACs for the sake of simplicity: three for
video and one for others. Also, the role of virtual collision handler used in the
IEEE 802.11e is partly compensated by having multiple MAC queues with the
WTP scheduler.

Moreover, these queues are implemented as RED (random early detection)
queue. RED is known to be effective in avoid congestion by dropping enqueued
packets randomly in face of possible overflow. Later we are planning to extend
this queuing part further by adopting a policing mechanism linked with admis-
sion control.

Among packets located at the head of these multiple MAC queues, the WTP
scheduler selects a packet that has the highest parameter P(i,k). By using the
WTP scheduler with multiple RED queue, not only the delay differentiation
is achieved, but also packet drops are differentiated due to different dequeuing
speed. Parameter P(i,k) is calculated by Eq. (2):

P(i,k) =
Wi × T(i,k)

B(qi,t)
, (2)

where P(i,k) is the parameter of kth packet with ith AC, Wi is the weighting
factor of ith AC, T(i,k) is the queuing delay of kth packet with ith AC, and B(qi,t)

is the backlog of a queue with ith AC at time t.
For the MAC itself, we assign parameters shown in Table 1 for the modified

EDCF [3]. Among the parameters, contention window size that decides backoff
time of a WT is calculated with different CWmin and CWmax. Instead of the
same Pj in the conventional MAC, multiplication factor Pj value is also changed
as shown in Table 1. Theoretically, WTs with the same CWmin, CWmax, and Pj
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Table 1. Parameter of modified EDCF for loss/delay differentiation(A, K > 1)

lowest intermediate highest best-effort
video AC video AC video AC AC

CWmin 511 255 1 511

CWmax 1534K 511K 255K 1023K

dot11ShortRetryLimit 7 4 21 7

ShortRetransmissionLimit 7 4 21 7

Priority factor Pj 3A 2A 1A 1A

Weighting factor Wi 4 2 1 0.5
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Fig. 4. Simulation topology

have the same opportunity to access the wireless medium. However, by differenti-
ating these values, chances to access to the medium become differentiated. After
all, amount of transmitted data becomes differentiated according to the AC.

3 Simulation Results and Analysis

Simulation topology to evaluate performance of the proposed framework is shown
in Fig. 4. The standard-based H.263+ encoding/decoding and the network sim-
ulator NS-2 are used to evaluate the end-to-end video performance. When the
H.263+ encoder encodes video, MSE value of each GOB for the packet loss cor-
ruption is calculated and stored as a data file. Because each GOB is packetized
into a separate packet in this simulation, priority will be assigned to each packet
according to this relative loss importance. At the receiver side, error patterns
generated from the NS-2 simulations are used to decide whether the packets are
lost or not. In addition, to focus on the wireless channel aspects, it is assumed
that the wired network environment is ideal and there exists no packet loss.

At this stage, we have used SNR scalability mode of H.263+ and have applied
these packet losses to the enhancement layer only. By doing this, we can complete
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Fig. 5. Differentiated loss/delay of the network classes according to the amount of
downlink traffic (video traffic: 64kbps, 5% uniform channel error, RED queue)

the video decoding procedure regardless of packet loss level that goes up to 100%.
However, we also try to set the amount of base layer small compared to the total
bit rate so that it does not affect the result too much. PSNR (peak signal to
noise ratio) between original and reconstructed video is calculated to quantify
how much video quality is degraded by the packet loss during transmission. Note
that all PSNR results below are having PSNR of base-layer only as minimum.

As discussed already, modified parameters for differentiation are listed in Ta-
ble 1. Even though modified EDCF used in this simulation is not the same with
IEEE 802.11e standard, we obtain service infrastructure for loss/delay differen-
tiation by adjusting them. Also, the WTP scheduler with multiple RED queues
contributes to the loss/delay differentiation in the MAC layer. Then we Insert
5% uniformly distributed random error. Total length of each queue in a AP is
limited to 200 packets and available bandwidth is set to 11Mbps (IEEE 802.11b).

3.1 Loss/Delay Differentiation in the Network Aspect

By using the proposed MAC modification, different network service classes are
obtained as shown in Fig. 5. We can observe that both loss and delay are differ-
entiated appropriately by increasing traffic amount in both downlink and uplink
direction (uplink (Mbps): 4.18 → 5.225 → 5.747 → 6.792, downlink (kbps): 156
→ 211 → 237 → 293). With Fig. 5, it is figured out that the amount of traf-
fic is one of the factors which decide loss/delay characteristics of network. For
that reason, there needs an admission control with policer for the WLAN to
avoid a network congestion even with differentiated service. Consequently, en-
hancement of loss/delay characteristics with proposed adaptation framework is
shown in Table 2. By contrasting with severe network congestion with conven-
tional IEEE 802.11b WLAN, avg. loss and delay become profitable to stream-
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Table 2. End-to-end Avg. loss, delay, jitter comparison experienced per AC

Avg. loss (%) Avg. delay (sec) Avg. jitter (msec)

Conventional MAC 79.4476 0.3246 8.5679

Lowest video AC 80.9421 0.4837 18.3021

Intermediate video AC 62.3142 0.2649 9.4979

Highest video AC 27.6190 0.1663 7.2202

Best-effort AC 94.2354 1.5423 89.4125
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Fig. 6. Proportional end-to-end delay differentiation according to the load of the MAC
queues (left: total queue length = 200 packets (heavier load), right: total queue length
= 2000 packets (weaker load))

ing video with proposed network-adaptive video transmission framework (total
background traffic: 4.8Mbps, no channel error, video traffic: 100kbps).

Also, differentiated delay characteristics are obtained when adding WTP
scheduler with multiple MAC queues in the AP. Note that this proportional
delay differentiation mechanism works better under the heavy network load [8].
Left figure of the Fig. 6 shows a result of proportional delay differentiation when
total queue length is 200 packets (4 queues and the length of each queue is 50
packets.). Right one of that shows a result that the total queue is 2000 packets
(the length of each queue is 500 packets.). The higher priority a packet has,
the shorter average propagation delay the packet has. Additionally, jitter also
becomes smaller with higher priority.

3.2 Video Quality Enhancement with Proposed Framework

As mentioned, loss and delay experienced by a video packet is main factors
to decide its usability in the decoding at the receiver. For time-critical appli-
cations, experienced delay longer than allowed threshold is also considered as
loss of packet. However, in this simulation, for the sake of simplicity, we as-
sume that a sufficient size of decoding buffer is available and no late arrival
packets are considered as lost. Also, packet loss is applied to enhancement layer
only. Total bit rate of used sample sequence is 366.58kbps for the Carphone
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Table 3. PSNR performance comparison

Conventional Modified MAC Base-layer only
MAC with proposed adaptation PSNR

Carphone 30.81 36.52 30.58

Glasgow 28.40 34.48 28.18

Fig. 7. Reconstructed video quality comparison (1st frame of the Carphone sequence)

and 633.37kbps for the Glasgow, respectively. Bitrate for base and enhance-
ment layers are 46.44/320.14kbps for the Carphone and 87.80/545.57kbps for
the Glasgow, respectively. Under these conditions (uplink background traffic:
4.2075Mbps, downlink background traffic: 678.48kbps, 5% uniform distributed
channel error, total queue size : 200 pkts), the PSNR of reconstructed video is
compared in Table 3. For both sequence, more than 6 dB difference is observed.
If the loss is applied to base layer, it is almost impossible to see streaming video
under the conventional WLAN environment. Finally, reconstructed Carphone
video is compared in Fig. 7. As expected, subjective video quality is significantly
improved with the proposed approach.

4 Conclusion and Future Works

In this paper, a network-adaptive video transmission framework over IEEE
802.11-based WLAN has been introduced. To support the required QoS differ-
entiation for loss/delay sensitive video stream, a relative priority index (RPI) is
assigned to each video packet according to its relative importance. At the MAC
layer, a modified version of IEEE 802.11e EDCF (enhanced distributed coor-
dination function) and multiple RED (random early detection) MAC queues
with WTP (waiting time priority) scheduler are used for efficient loss/delay dif-
ferentiation. By adopting the proposed framework, it’s shown that streaming
video transmission can be feasible even over the WLAN environment. As a re-
sult, higher PSNR of reconstructed video was shown as the proof of quantitative
performance improvement. As a future work, we need to refine the simulation
framework further and simulate more error-resilient but delay-constrained video



562 Jaeyeon Lee and JongWon Kim

applications. Also, by adding end-to-end feedback mechanism, improved QoS
management (including dynamic QoS mapping) will be exercised to combat dy-
namic changes in the source characterization and underlying network status.
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Abstract. Recently many advanced communication applications which
need wide bandwidth appear by the advancing the development of In-
ternet environment. And the demand for real-time video transmission
for conference system is increased. Currently end users of these appli-
cation focus on only network bandwidth. Stable real-time transmission
needs such Internet environment that has enough wide bandwidth and
is controlled by stable routing information. If routing control is not so
stable, bandwidth, delay and jitter of communication are not stable and
communication would be sometimes disconnected. Then statistics infor-
mation of routing can be useful to know the network is stable or not.
We focus on inter domain routing information such as routing informa-
tion of BGP between some AS and the other AS. We use BGPView to
collect such routing information. But the routing information is usually
large amount of data size. We make method for process large data and
make database system named ABEL based on that information. Because
of that method this database system respond quickly. It’s useful for net-
work administrators who want to know the stability of Internet and some
application which need knowledge about stable network.

1 Introduction

Many advanced communication applications which need wide bandwidth have
appeared in recent years and the demand for real-time video transmission for one
of such applications are increased. In past days, we couldn’t use such the com-
munication softwares over the Internet because its bandwidth was too small. The
advanced development of network technologies enabled this situations. Network
bandwidth has become gigabit class in recent years. Because of this improvement
of networking environment, real-time transmission for video conference system
have spread for commercial, medicine and so on. In this situation, users of these
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applications focus on only network bandwidth. But stable real-time transmis-
sion needs such Internet environment that has enough wide bandwidth and is
controlled by stable routing information. If routing control is not so stable, de-
lay and jitter of communication are not stable and communication would be
sometimes disconnected.

For example, if someone use Digital Video(DV) format for real-time video
transmission for conference presumptively, he needs a network which has enough
wide bandwidth to through the DV format data which sizes are about 30Mbps.
He had researched the route which is own network to peer network have enough
wide bandwidth to through DV format data. But if the route changes during
video conference and that route can not have enough wide bandwidth to through
data which sizes are about 30Mbps, the network bandwidth becomes overflow
and he can not continue the conference. On the other hand if that route has
enough wide bandwidth to accept 30Mbps data, he can not see peer for a minutes
or two because network configuration takes a minutes or two to change route
and the connection is disconnected for that time.

Therefore we collect AS-PATH informations which have route information
between some AS and the other AS to communication applications. And we
analyze that routing informations and show statistic information of route sta-
bility information. After that we design database system used that information
to respond AS-PATH stability. AS-PATH statistic informations are important
for DV connection for the previous reasons. The administrator who uses DV
connection can avert the time of which AS-PATH has been unstable to use these
informations.

2 How to Collect and Manage Routing Informations

We exchange informations in the Internet based on routing information. Routing
informations include the route of each IP address prefix and routers use these
informations for decision of selecting next hop.

Routers are put on bound of networks and holds routing informations to
send packets for right direction. Routers use protocols to introduce routing in-
formations. These protocols are classified into Interior Gateway Protocols(IGPs)
and Exterior Gateway Protocols(EGPs). IGPs are protocols that control rout-
ing in Autonomous system(AS) and RIP2 and OSPF are representative exam-
ples. EGPs control routing that between ASes and BGP-4[1] is representative
example. AS is the set of networks which has same management policy. In gen-
eral, routing informations are structured based on messages exchange between
routers. Sending routers introduce and send messages under the order of the
protocol. Receiving routers analyze messages under same order and make or up-
date routing informations. Each router send informations that it has. Message
exchange continue to one to one and finally all of routers received messages. Be-
cause of that each router has routing informations that include all of networks.

To collect routing informations, one way is pick up that informations by rout-
ing informations which routers have directly. Routers use software to exchange
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messages and manage that informations to introduce routing informations. To
access that software and use command to show that informations. Another way
is use software which behaves in a router. It can exchange messages between
routers. If this software can record logs of message exchange, we analyze logs of
messages and we can get routing informations.

In the Internet, networks state changes momentarily and the routing infor-
mations are also changed dynamically. Then you have picked up routing informa-
tions once, routing informations may already be changed. If you want to collect
current routing informations, you have to continue to observe or pick up that
informations.

In this paper we consider AS-PATH’s stability. AS-PATH is the route of an
AS to the other AS. That information is updated by routers which exchange
BGP-4 messages. AS-PATH informations are included in UPDATE messages
ordered BGP-4. These messages have list of AS-PATH of each IP address prefix
and withdrawn IP address prefixes. These informations are processed by routers
and introduced routing informations. If we can pick up all of routing informations
easily, it is a best way to analyze AS-PATH stability. Only if we can pick up only
contents of messages which are exchanged by routers, we can pick up routing
informations. Because the format of these messages are ordered the protocol,
we have introduced routing informations ourselves to order the protocol and get
routing informations.

2.1 BGPView

We need to correct AS-PATH informations to bring out AS-PATH stability.
To realize that thing we use software that named BGPView[2]. BGPView is
the software that observes BGP routers and takes log of messages which have
exchanged by routers created by Internet Initiative Japan Inc. It makes peer
connection to each one of BGP routers and exchanges messages like router to log
messages. We use this software to collect contents of messages which exchanged
by routers to introduce routing informations and analyze these informations to
check AS-PATH stability.

2.2 Basic Files and Methods of Analysis

We have introduced some files based on BGPView-log files to introduce database
system which responds AS-PATH stability.

We assume that this database system accept queries which introduced by
users who need those informations and has number of destination AS or IP
address and optionally has time data and the day of week which user wants to
know the stability. When it accepts query, it is necessity responds quickly and
exactly. Therefore informations based on database system are desired to collect
short time interval and for a long time period. Then we collect and process data
per ten minutes and preserve these data for a year. To realize that situation our
algorithm needs a technique to introduce files which used by database system to
answer queries.
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3 :number of routes

1 2523 2497 2828 11796 :AS-PATH

2 2523 2497 3356 3908 11796

3 WITHDRAW

Fig. 1. Route information file example

First, BGPView-log files have only list of correspondences of IP address pre-
fix to AS-PATH and withdrawn IP address prefixes which is recorded per ten
minutes. This list consist of informations which are included UPDATE massages
of BGP and have exchanged by routers in user-established interval time. Then
this list may include several informations of same IP address prefix and does
not have informations about all of IP address prefix. Therefore we introduce AS
number to AS-PATH file which has list of correspondences of AS number to AS-
PATH and IP address prefix to AS number file which has list of correspondences
of IP address prefix to AS number based on BGPView-log files to compare the
data which are in old AS number to AS-PATH and IP address prefix to AS num-
ber file with data which are in BGPView-log file and update old informations or
add new informations.

Next, we introduce some files which data size is small. Because there are a
lot of networks and ASes in the Internet. AS number to AS-PATH file and IP
address prefix to AS number file become large amount of data and need large disc
space. If we use these files for database system which responds route stability, it
takes long time to access files and process data. Then it can not respond quickly.

We have introduce two kind of files for each ASes based on AS to AS-PATH
file. One is the route information file. This one records list of AS-PATH which
has be recorded ever since the database system have started to collect routes.
We read informations of AS number to AS-PATH file one by one and take AS
number and AS-PATH which recorded per ten minutes. If we find new AS-PATH
of an AS in AS number to AS-PATH file to reference old route information file,
we have added new route to route information file.

The format of route information files are number of routes that is integer
number and list of AS-PATH with route number follows with this number.
When we will introduce new route information files, if an AS number which
was recorded before but we can not find this AS number in AS number to
AS-PATH file, then we think the route to the AS is withdrawn and we record
“WITHDRAW” in route information file of the AS.

At the same time we introduce number information files that record infor-
mations which are how often each route which is recorded in route information
files. We collect which route of each AS is used in this time and make number
information files with this information.

Each number information file format is 144́ı7 matrix. Rows of matrix hold
informations of one day because one day is equal 1440 minutes and we process
data per ten minutes. Columns of matrix mean 7 days of the week. The place
of each element shows time and the day of week. The detail of an element is
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Fig. 2. How to introduce number information files

integer of 64bit. We collect what a number of times each route which recorded
in route information file are recorded in six bits. Because of one year has about
53 weeks. Six bits can show from zero to sixty-three. It can collect data for a year
and 64bit can collect ten routes in one integer number. We assume AS-PATHs
of many ASes have changed under ten times for a year. If AS-PATHs of an AS
change over ten times, we will introduce files which has additional informations.

How to introduce number information files:

1. Take from each AS data from AS number to AS-PATH file and time infor-
mation.

2.1. Open and read the route information file and the number information file
that correspond data’s AS number.

2.2. If these files do not exist, introduce new route information file and num-
ber information file of which name correspond data’s number. Elements
of the matrix in this number information file are 0 without element that
correspond time information. The value of the element is 1.

3. Search route informations whether the route which is same as route of data
exists in the route information file or not.

4.1. If same route exists, take the number of the route(that displayed A).
4.2. Else add new route with number in the route information files and take this

number(that displayed A).
5. Take data from number information file that corresponds time informa-

tion(that displayed B).
6. Shift value 1 (A − 1) × 6 left. And add this value with B. The answer

displayed C.
7. Record C in number information file instead of B.

We analyze AS-PATH stability based on these files. If an element of the
number information file of an AS is [123][3] of matrix is equal 4230.
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[123][3] = 4230

Time : 123/6 = 20 and 123 mod 6 = 3

Day of week : 0:Sun,1:Mon,2:Tue,3:Wed,4:Thu,5:Fri,6:Sat

4230 = 00 ... 000000 000001 000010 000110

(63 = 00 ... 000000 000000 000000 111111)

Fig. 3. An example of the data which is in number information file

First, rows of matrix indicate time of a day. That information is found by
simple calculation. If the first element of matrix is equal 123, 6 into 123 is 20,
remainder 3. The quotient of the number which divided by 6 indicates hour and
the remainder multiple 10 indicates minutes. Second, columns of matrix indicate
the day of week that figure shown. Finally, we process decimal to binary con-
versation and each 6 bit shows the number of recorded times. In the instance,
number 1 route is recorded six times, number 2 route is recorded twice and
number 3 route is recorded once. These numbers match the numbers in route
information file. To pick up each value of route uses bit shift operation and logic
operation AND with 63. In this way we have got informations of one period and
we have done iterative addition of this information for some periods which are
needed for stability information and calculated usage rate of each route. This
results are basic responses of AS-PATH stability informations. But this calcu-
lation takes very short time because of the simple operations as we mentioned
above.

We will plan to collect this information for one year. But we will be able to
backup these files easily because of the size of these files are small. It’s important
for long time usage of the database. If basic routing informations are used for the
database system, it needs large amount of file recorded spaces. And the database
system needs to record of long standing, the amount of data is too large. It is
difficult to keep and backup data. But the files have been introduced by our
method are used integer number can record one year informations, because disc
space of these files needs are little or nothing increased. To use this method of
analyze Bgpview-log files, the database system does not need to search large
amount of data. Because of that we designed database system which responds
quickly and does not need large amount of disc space.

3 Design of ABEL

A Route Recording System based on BGP for Network Management and Appli-
cation Software(ABEL) is database system of AS-PATH. The data is collected
per ten minutes. The database can respond what route and what ratio of each
route is used and this information has indicated AS-PATH stability.
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Fig. 4. Route Recording

3.1 Route Recording

A method introduced in section 2 records route stability of only one AS to the
other ASes. The database has limit because it has informations of route stability
of only one AS to the other AS. More informations from other source ASes are
need for expanded informations giving of the database. We will collect some
other ASes informations and introduce the system which accept informations of
other ASes and update database system.

We will record informations of the other ASes soon, for example KOREN
and CNU, and make it more useful. After that database system’s capability is
more growing.

For example, own AS to destination AS’s AS-PATH is not always same as
reverse direction of destination AS to own AS’s AS-PATH. It is influenced by
policy of intermediary ASes. That fact is important for a kind of the softwares.
For example, a software which use DV connection for conference. This software
needs AS-PATH informations of both direction to keep stable connection during
video conferences. ABEL responds one direction route is stable, but reverse
direction route information is not in database. It’s one of the limit of informations
of one AS. Therefore this update is important. This update will introduce only
few addition which is source AS number to the name of route information files
and number information files.

3.2 Inputs and Outputs of ABEL

We assume the first type of query format of ABEL has destination AS number
and optionally has time data which have information of start time, end time and
the day of the week which user want to know the stability. If ABEL accept query,
it search for route information file and number information file of destination
AS. If it can find these files, to read collected informations about AS-PATH
and calculate collecting ratio of the time which is start time to end time of
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0 : 00 - 23 : 50 Fri.

1 2523 7660 11537 10886 102

24.427481%

2 2523 2497 209 102

75.572519%

Main Route of AS 102 is 2 2523 2497 209 102

Fig. 5. An example of the response of ABEL

the day of the week which user sent. That calculation used bit shift operation
and logic operation AND to select values we mentioned section 2.2. And the
response is route informations with collecting ratio and main route of that time.
That calculation is takes informations by number information file and when it
outputs the response, it references to route information file. Second query type
use IP address prefix instead of AS number. It takes similar process about AS
number query. But it has to do IP address prefix to AS number conversion.
We have introduced that information based on BGPView-log files. After that it
takes same process as AS number query.

The interface of ABEL is assumed Web based interface. When you need
informations, you can access the database and get informations readily on the
Internet and optionally ABEL supplies informations of intermediate AS which
are in main route which is answered by ABEL. That informations supplies image
of AS-PATH in the Internet.

In addition we will plan to update ABEL will be able to accept the queries
by softwares automatically.

4 Examples of the ABEL’s Usage

ABEL supplies the information which is AS-PATH stability of destination AS.
That information is useful for network administrators. In the Internet, there are
two kind of network. One is the network for research which is used for work of
network development. Another one is the network for commercial. The network
environment for research is glowing to gigabit or tens of gigabit class. Because of
that environment we can use software that uses wide bandwidth. For example,
DV format is high-quality and high-resolution format. If it is used for video
conference, it needs network which is enough to through 30Mbps bandwidth. But
that network environment has no problem. But it is in multi homing AS that
connect research network and commercial network. Only the research network
has wide bandwidth. In this situation, video conference used DV use closed
research network to keep enough wide bandwidth to use DV format. But during
video conference if research network, for example, has trouble or maintenance.
That network will be disconnected and the route will change to commercial
network by dynamic route configuration. The commercial network has not have
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Time Message Update Notific Open Keepali

14:34:57 192 172 0 0 20

14:44:57 161 141 0 0 20

14:54:57 355 335 0 0 20

15:04:57 7218 7198 0 0 20

15:14:57 1549 1529 0 0 20

15:24:57 367 347 0 0 20

Fig. 6. A part of BGPView number of messages file

enough wide bandwidth to through DV stream. The video conference over the
Internet will be stopped.

If the cause of that problem is maintenances of network and it has imple-
mented periodic time schedule. In this situation, ABEL will be useful for users
of softwares to avert communication will be disconnected. The solution of that
problem is the administrator will access ABEL and get AS-PATH stability of
destination AS before video conference. The administrator may find the infor-
mation of maintenances time or the route become unstable irregular time or
not by the responses of ABEL. The administrator will make video conference to
avert this time or abandon video conference.

For example, fig.5 shows one of answers of ABEL. It shows AS-PATH infor-
mation for own AS to destination AS which number is 102 of Friday. It shows
that route is unstable that time and the administrator has got information which
is ill-fitted for DV connection. Then the administrator has got information of
short interval by ABEL. If only one period shows different AS-PATH from AS-
PATH which shows another time period, the administrator can presume that
the time is periodic maintenance time. And if some periods shows other path,
the administrator can presume that the path is unstable and decide to abandon
video conference.

In addition, if ABEL will become to accept queries by software and responds
automatically. Softwares can get informations about AS-PATH stability and will
take best time and route automatically to avert the situation which is commu-
nication disconnected by the responses of ABEL. Administrators will follow the
instruction of the software.

5 Consideration about Automatic Analysis
and Visualization

BGPView also can record a number of each messages of BGP-4 per user-estab-
lished time.

We can find burst of messages sometimes in this file. BGPView usually re-
ceives too small amount of messages than that situation. It means something
happened in this time. The way to resolve that problem is to check BGPView-
log files which correspond that time. BGPView-log files record received time, IP
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Fig. 7. Number of messages graph by automatic analysis and visualization

address prefix and AS-PATH. We may find destination AS number or interme-
diate AS number which causes of that problem in BGPView-log files. Automatic
analysis observes BGPView number of messages file and if message amount has
become large amount, it will check BGPView-log files around that time and
visualization is able to show the number of messages time-number graphs auto-
matically.

This analysis is other way to check AS-PATH stability. The method which
we have shown aforementioned focuses destination AS number. It is available for
destination AS number is clearly. If query has only time data, it will not respond
the AS-PATH stability informations. But this method focuses time informations
to analyze AS-PATH stability. Automatic analysis and visualization can respond
instability route of the time which is included in query.

If we can combine two types of method, we can provide more useful informa-
tion.

6 Conclusion and Future Works

We have introduced the database system named ABEL that responds AS-PATH
stability of AS-PATH information. Routing information about AS-PATH is the
large amount and stability analysis needs long time data. But we introduced the
method for that problem and made ABEL to respond quickly.

Future, we are planning to make cooperation for many researchers and take
a lot of data of AS-PATH stability. And we will update ABEL’s functions, make
new stability analysis method, to be connected by communication softwares
automatically and concurrently enhancement of data.
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Abstract. Multicasting the multimedia content usually requires
broader bandwidth than unicasting service and accordingly WDM broad-
cast network has been highly recommended for the infrastructure net-
work of CDN(Content Delivery Network). Multicast Service can be im-
plemented by unicast scheduling algorithm, but unnecessary multiple
transmissions of a multicast message may result in a waste of bandwidth.
To reduce the number of transmissions, multicast service transmits only
one message to all destinations, but this may result in excessive receiver
waiting time due to complicated transfer scheduling protocol. Although
the WDM broadcast network easily supports the multicast service, multi-
cast group partitioning problem must be resolved to reduce the receiver’s
waiting time and the number of transmissions. In this paper, we propose
methods for partitioning a multicast group into smaller subgroups and
for scheduling a separate transmission for each of these subgroups. The
proposed algorithms reduce the receivers’ waiting time by using the pre-
vious status of receivers. We analyze the proposed algorithms comparing
with the conventional research through the computer simulation.

1 Introduction

Application of content delivery network(CDN), one of the hot topics in the
networking and the biggest IP trends going, is quickly branching out. The CDN
is a network optimized to deliver specific content, such as static web pages,
transaction-based web sites, streaming media, or even real-time video or audio.
Its purpose is to quickly give end users the most current content from the Content
Provider(CP)’s server system. In other words, the goal is to push content as
close to the user as possible to minimize content latency, jitter and to maximize
available bandwidth speed. Figure 1 shows a typical content distribution system.
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CP

Content Server

Delivery 
Platform

ISP End User

CDN

Fig. 1. CDN in Content Distribution System

As shown in figure 1, the CP makes various types of content and stores them
at content server. The content according to the customer’s demand is delivered
to delivery platforms that is geographically distributed cache servers located at
Internet Service Provider(ISP) facilities. When a user requests some contents to
CP, the specific contents are delivered from the delivery platform not from the
content server.

Recently, as the rich media content like audio and video streaming over the
Internet is becoming more and more popular, the broader bandwidth of CDN
becomes necessary. Since the fiber optic technology becomes available and sup-
ports a few Gbps in a single data channel, the WDM(Wavelength Division Mul-
tiplexing) broadcast network is highly recommended to a solution of CDN. Also,
because the CDN should deliver the content frequently from the content server
to several delivery platforms in multicast manner, the architectural advantage of
WDM broadcast network would be well matched to distribution service of CDN.

The multicast service can be implemented by unicast scheduling algorithm.
However unnecessary multiple transmissions of a multicast message may result in
a waste of bandwidth. To reduce the number of transmissions, multicast service
transmits only one message to all destinations, but this may result in exces-
sive receiver waiting times due to complicated transfer scheduling protocol. By
partitioning a multicast transmission into multiple subgroups, an efficient bal-
ance between the number of transmissions and the receiver waiting time may be
achieved. Several multicast scheduling algorithms with the feature of partitioning
multicast group are proposed in [1, 2, 3, 4].

In [1], greedy heuristics are proposed. One of them, the EAR(Earliest Avail-
able Receiver) schedules a transmission by the source node to the first receiver
which becomes free. If additional receivers become available during this trans-
mission, a transmission by the source to these receivers is scheduled immediately
after the completion of the first one. In [2], random scheduling algorithms are
studied. The random scheduling algorithm selects C nodes out of N nodes and
schedules the multicast transmissions. If two or more nodes attempt to transmit
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message to the same destination node, the receiver selects one message among
the transmitted messages with equal probability. It is shown that, if the num-
ber of channels, C, is small, then network performance is limited by insufficient
bandwidth. However, if the number of channels is relatively large, performance
is limited by the occurrence of destination conflicts, and thus, employing mul-
tiple receivers per node can significantly increase the throughput and decrease
the average delay. Unlike in [2], the [3]’s algorithm are designed for a centralized
architecture in which a master scheduler maintains complete information about
the state of the network, and instructs transmitters and receivers to tune to the
appropriate channels. And in [4], the virtual receiver concept was developed as
a novel way to perform fanout splitting that overcomes the overhead incurred
when a partitioning and scheduling decision has to be made for each packet.

As described above, the existing multicast scheduling algorithms attempt to
reduce the delay time through partitioning multicast group into several sub-
groups. However most of those algorithms do not consider the receiver’s tun-
ing latency and previous status of receiver. If partitioning algorithm used the
previous status of receiver, the preceding tuning process of receiver could be
eliminated and accordingly the receiver’s waiting time and the number of trans-
missions could be reduced. Therefore, in this paper, we propose heuristic multi-
cast group partitioning algorithms that partition receivers into subgroups using
the information of receiver’s previous status. And also we try to minimize the
transmission delay of multicast message.

The rest of this paper is organized as follows. The system model is described
in the next section. The partitioning problem is explained and the proposed
heuristics are presented in section 3. The heuristics are tested on randomly
generated test cases in section 4, and finally some concluding remarks are given
in section 5.

2 System Model

The typical CDN network based on the WDM broadcast network consists of
a passive star coupler and N nodes [5] as shown in figure 2.

Each node connects to the passive star coupler via a fiber link consisting of
a pair of fibers. There are W + 1 communication channels in the system, where
W ≤ N . One of the channels is used as control channel that is shared by all nodes.
The rest of the channels are data channels that are used for data transmission.
Each node is equipped with one fixed transmitter, one fixed receiver and one
tunable transceiver. The fixed transmitter and fixed receiver are on the control
channel. The tunable transceiver is used on the data channels.

A number of multicast scheduling algorithms have been developed and they
are generally including the multicast group partitioning algorithm. The multicast
group partitioning algorithm plays an important roll in the scheduling algorithm
and makes the average receiver’s waiting time and the number of transmission
processes smaller.
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Fig. 2. System Model based on WDM Broadcast Network

The next section shows the heuristic multicast group partitioning algorithms
proposed in this paper.

3 Proposed Multicast Group Partitioning Algorithms

In this paper, two heuristic algorithms are proposed to resolve the multicast
group partitioning problem. Before describing the algorithms, we present that
the multicast group partitioning problem is NP-complete. This works are based
on the EAR[1]. The EAR algorithm is a greedy heuristic that schedules a trans-
mission from the first available receiver. If additional receivers become available
during this transmission, a transmission by the source to these receivers is sched-
uled immediately after the completion of the first one. However, the EAR does
not consider the previous status of receivers and accordingly the tuning latency
of receivers is included in every transmission scheduling.

The objective of partitioning multicast group into several subgroups is to
schedule a separate transmission for each subgroup for minimizing the average
receiver waiting time. Followings are assumed to simplify the partitioning prob-
lem.

• Source node’s transmitter and at least one data channel is available before
the first receiver in the multicast destination group becomes available.

• Before transmission scheduling, the data channel number of receiver previ-
ously used is known to all nodes in the network.

The first is valid assumption by noting that multicast messages use an equal
amount of transmitter and channel resources, but consume a higher amount of
receiver resources, since each transmission is received by multiple receivers. Thus
receivers are likely to be the bottleneck of the network. The second assumption
is reasonable, since every node has a fixed transmitter and a fixed receiver to
exchange the control packet to each other for planning transmission time. The
problem can be formalized by following parameters:
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• L: Message duration time of the multicast message
• G: Multicast group size
• τ : Tuning latency of transmitter and receiver
• Pi, i = 1, 2, . . . , G: Time when receiver at the destination node i finishes to

receive a previous message before tuning to transmitter’s data channel for
this time scheduling. Pis are ordered such that P1 ≤ P2 ≤ . . . ≤ PG

• Xj , j = 1, 2, . . . , G: Time when receiver at the destination node j becomes
available to receive after tuning to transmitter’s data channel. Xjs are or-
dered such that X1 ≤ X2 ≤ . . . ≤ XG and the following relation stands
up; Xj = Pj + τ.

The output using above parameters, Sj , j ∈ {1, 2, . . . , G} is j− th scheduling
time to transmit a message. The minimum average receiver’s delay time(w) is
given by

w =
1
G

·
G∑

i=1

min
Sj≥Xi

(Sj −Xi) (1)

And the equation (1) can be extended as below using the Xi = Pi + τ .

w =
1
G

·
G∑

i=1

min
Sj≥Pi+τ

(Sj − Pi − τ) (2)

If the tuning latency(τ) is deleted from equation (2), then the minimum
average delay time of receiver would be reduced. Our algorithms are able to
remove the τ by using the previous status of receivers.

The transmission starting time Sj , j ∈ {1, 2, . . ., G} has two constraints, such
that

SG ≥ XG ≥ PG (3)

Sj + L ≤ Sj+1, forj = 1, 2, · · · , G − 1 (4)

The constraint in (3) guarantees that every receiver is able to have at least
one chance to be scheduled. The constraint in (4) is due to the fact that there
is only one transmission from occurence at the source. This prevents more than
one transmission from occurring at the same time.

If Sj < X1, then any transmission scheduling is not occurred because no
receivers will be ready in time to receive and also if Sj ≥ XG + L, then the
earlier scheduling(≤ Sj−1) may be applied. Since the term between Xis is not
fixed value and it could be less than the message length, there will be available
receivers during the transmission of a message. The equation (5) shows this
situation.

S1 = X1

Sj + L < Xi, where 2 < i ≤ G, 2 ≤ j ≤ G, i ≥ j
(5)

Example of equation (5) is following. If L is 5 and the available time of mul-
ticast destinations in a certain request of message transfer are (X1, X2, X3, X4,
X5) = (1,2,4,7,10), then the first transmission is scheduled at S1(= X1). And
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the next transmission scheduling(S2) is occurred at time 6(=X1 + L). There-
fore the transmission for receivers X2, X3 schedules at S2 because of S2 ≥ X2

and S2 ≥ X3.
From the equation (5), we can conclude that the multicast group partitioning

problem is to find a minimum-transmissions. Thus, if the minimum-transmissions
problem can be solved, the transmission-number problem can also be solved but
not vice versa. Therefore, the minimum-transmissions problem is at least as
hard as the transmission-number problem. If the transmission-number problem
is NP-complete, the minimum-transmission problem is also NP-complete. The
transmission-number problem can be proved to be NP-complete by a reduction
from the minimum-cover problem defined in [6] which is NP-complete.

Based on the above conclusions, we present two heuristics. The heuristic
multicast partitioning algorithms proposed in this paper partition the multicast
group into subgroups and transmit multicast message according to the status
information of receivers.

3.1 PTL

PTL(Partitioning with Tuning Latency) is a greedy algorithm. When multicast
message is transferred, in order to partition the multicast group, PTL gener-
ates a few pseudo groups. Pseudo group consists of one or more receivers, and
the receivers in this group are scheduled separated with other pseudo groups.
The pseudo group is configured by the time extent, message duration time(L)
and tuning latency(τ). The first pseudo group starts at the P1, and if there is
such Pi, Pi ≤ Pi−1 +L+ τ , i = 2, . . .G, then the Pi belongs to the pseudo group.
The first pseudo group is ended at the time of Pj−1 where Pj > Pj−1 + L + τ .
And the next pseudo group starts at Pj . Until all receivers belongs to one of the
subsequent pseudo groups, this process goes on. After configuration of pseudo
groups, receivers in a pseudo group tune their receiver to the last receiver’s data
channel in the pseudo group. Therefore the data channels used in the pseudo
groups can be different each other.

After tuning the receivers in a pseudo group, PTL schedules the first trans-
mission to the earliest available receiver in a pseudo group. The next transmission
is either scheduled immediately after the first transmission if any of the remain-
ing receivers become available during the first transmission, or, if no receivers
became available during first transmission, whenever the next receiver becomes
available. And after scheduling of pseudo group, the transmitter changes the
data channel to corresponding next pseudo group’s data channel.

The PTL is designed to minimize the delay time of each receiver by using
the tunable transmitter when the term between Pis are longer than the L + τ .
The running time for this heuristic is O(G).

When a multicast message transfer is generated at the content server, the
group partitioning and transfer-time scheduling are executed according to the fol-
lowing example. Figure 3(a) shows the finished time of previous transmission(Pi)
and data channel number having been used(Wj). And figure 3(b) presents the
configuration process of pseudo groups. In figure 3(b), the pseudo group #1
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Fig. 3. PTL Algorithm

covers the P1 and P2, and P3, P4, and P5 belongs to pseudo group #2. The
nodes at P1 and P2 tune their receivers to data channel W3 and P3, P4 and P5

to W1. After configuration of pseudo groups, the first transmission, S1 starts
at X1. During the first transmission, X2 becomes available. The second trans-
mission starts immediately after the first transmission. Since X3 is belonging
to the second pseudo group, transmitter changes the data channel to W1. The
third transmission starts at X3 and during this transmission the X4 and X5

became available. The last transmission includes the X4 and X5. As shown in
the figure 3(c), the multicast group is partitioned as with (X1), (X2), (X3), and
(X4, X5).

3.2 M-PTL

M-PTL(Modified-PTL) algorithm is modified version of the PTL algorithm to
decrease the transmission-number. The procedure of calculating the Xi is exactly
same with that of PTL, but scheduling is occurred only once at the time of final
receiver’s available time in each pseudo group. The running time for this heuristic
is O(G).

Like in PTL algorithm, figure 4(a) shows the finished time of previous trans-
mission (Pi) and Wj indicates the data channel number used at Pi. And fig-
ure 4(b) shows the configuration procedure of pseudo groups. The first pseudo
group covers P1 and P2, and the second includes P3, P4 and P5. The members of
the first pseudo group tune their receivers to W3 and the members of the second
tune to W1 and accordingly the all Xis are calculated.

As shown in figure 4(c), after generating the pseudo groups, M-PTL algo-
rithm schedules the transmission at last Xi in each pseudo group. Since X1

and X2 belong to the pseudo group #1, the transmission S1 starts at X2 with
data channel W3, and at the X5 the transmission S2 begins with W1. Therefore
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the subgroups are composed of (X1, X2), (X3, X4, X5) and the transmission-
number is minimized.

4 Simulating Result

The PTL and M-PTL algorithms were tested on a number of randomly gener-
ated test cases. Each test case consisted of generating P1, P2,. . . , PG randomly
according to a geometric distribution with parameter ρ, fixing L and G. In our
simulation the ρ is set to 0.5(ρ=1 is the case in which all receivers become
available at the same time, while ρ=0 is the case in which the receivers become
available at intervals infinitely spaced apart). Also the data channels’ number
previously used at receivers is generated randomly. The EAR algorithm [1] was
included in performance analysis to be compared with proposed algorithms.

Following system is considered.

• N = 50: The number of nodes in the WDM broadcast network
• W = 50: The number of data channels used in the WDM network
• In the network, one control channel exists to exchange the nodes’ status

information. This control channel is separated from the data channels.
• Each node has one fixed transmitter and one fixed receiver that are tuned

to the control channel.
• Each node has one tunable transmitter and one tunable receiver that can be

tuned to any of the data channels.
• Multicast group size, G, is uniformly distributed over (1, 2, . . ., N).
• We assume the tuning time of transmitter and receiver τ is much smaller

than message length.
• Each node maintains Pi and WPi, i = 1, 2, . . ., N . WPi means the data

channel number used to previously receive a message. WPi is initialized ran-
domly.
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The goal of the simulation experiment is to investigate the receiver’s average
delay time and the number of transmissions as multicast group size is growing.
The receiver’s delay time is defined as the amount of time that a receiver must
wait before it begins to receive a message. The delay time is measured from the
point at which the receiver finishes the last scheduling. It is supposed that the
bandwidth of one data channel is 1Gbps, tuning latency is 10μsec(when using
the acousto-optic elements) and the message length is 1,500 bytes and 3,000
bytes. Figure 5 shows the results of average delay time according to the number
of destinations in multicast group where L is message duration time of 1,500
bytes-long message.

Since the PTL and M-PTL algorithms consider the previous status of re-
ceivers, it is not necessary receiver’s tuning in every time. And between pseudo
groups the transmitter tunes to receiver’s data channel, they also decrease the
average delay time. However in M-PTL, as multicast group size grows to the
number of nodes, the average delay time becomes long because the number of
pseudo group is gradually decreasing.

Next, the number of transmissions is measured by how many transmissions
are performed until all receivers in multicast group finish the message receiving.
This number is equal to the number of subgroup and is an important measure-
ment parameter of multicast group partitioning algorithm. Figure 6 shows the
number of transmissions according to the number of destinations in multicast
group where L is message duration time of 1,500 bytes-long message.

As shown in figure 6, the number of transmission in PTL is slightly smaller
than that of EAR with such a reason that in EAR all receivers have to be tuned
to transmitter’s data channel before scheduling, but in PTL, the last receiver in
a pseudo group does not have to be tuned. Also in the M-PTL, the transmission
is occurred only once in each pseudo group and so the number of transmissions
in M-PTL is smaller than the others.



584 Kyohong Jin et al.

0

5

10

15

20

25

30

35

40

45

10 20 30 40 50

Multicast Group Size

N
um

be
r o

f T
ra

ns
m

is
si

on
s

EAR
H_EAR
PGM

: EAR

: PTL

: M-PTL

Fig. 6. Number of Transmissions(Message Length=1,500 bytes)

5 Conclusions

By partitioning a multicast transmission into multiple subgroups, an efficient
balance between the number of transmission and the receiver waiting times may
be achieved. Heuristic algorithms proposed in this paper reduce the average delay
time of receivers’ and the number of transmissions. Since the PTL and M-PTL
consider the previous data channel number used at the last scheduling, they
reduce the average delay time and the number of transmission using the pseudo
groups. In particular, the M-PTL sends only one message in each pseudo group, it
minimize the number of transmissions. Therefore the proposed algorithms could
be used as the solution of the partitioning problem in CDN where multicast
service is frequently occurred.
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Abstract. In several multicast routing protocols, the multicast distri-
bution tree is identified by its branching points where multicast data
is delivered from one branching point to another using native unicast.
As a result, these protocols can be deployed incrementally and have
low memory requirements compared to the traditional multicast routing
protocols. The main drawback of these approaches is excessive lookup
process in both multicast and unicast forwarding engines when handling
data packets. To avoid this, we propose a minor modification in the
parser code of routers and the IP header of the multicast data packets.
Simulation results show that our techniques reduce the overall number
of required lookups at least by 45.89% compared with non-optimized
branching point based protocols like REUNITE [6] and HBH [7].

1 Introduction

Many applications like video conferencing use multicast services to reduce the
network load and data distribution delay. Almost all multicast routing protocols
construct multicast distribution trees in order to deliver multicast data packets.
Traditional multicast routing protocols [4, 10] require group-related state main-
tenance at all on-tree routers, commonly known as Multicast Forwarding Table
(MFT). A branching point (BP) in a multicast tree is a router which forwards
the multicast data packets to multiple next-hop routers on the tree. Therefore,
a BP has one incoming interface and more than one outgoing interfaces in the
multicast tree. In BP-based protocols [6, 7, 1, 12], only the BP routers keep MFT
entries. All non-branching routers in these protocols simply forward multicast
data packets using unicast forwarding engine.

In BP-based protocols, when a multicast data packet arrives at an on-tree
router, it looks up for a matching entry in the MFT. If an entry is found, the
packet is sent to the corresponding next hop routers. Otherwise, the packet is
handled by unicast forwarding engine. Hence, multicast data packets in non-
branching routers require two successive lookups in order to be forwarded since
they don’t match any entry in MFT. These additional lookups are also needed
for unicast data packets because the routers can not distinguish them from mul-
ticast ones. Generally, the problem arises as the routers have no prior knowledge
whether the packets will match an entry in MFT or not.

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 585–595, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Despite the aforementioned drawback, the BP-based protocols have many
interesting features that make them very suitable to deploy multicast services.
Their main beneficial characteristics are as follows [6]:

Incremental deployment: Many multicast routing protocols like PIM-SM
(Protocol Independent Multicast-Sparse Mode) [10] and DVMRP [4] require
every router in the network to implement the protocol. In contrast, BP-based
protocols like REUNITE [6] and HBH [7] have native support for incremen-
tal deployment. Since all packets have unicast destination addresses, routers
that not implemented the protocol will forward the packets in unicast. De-
spite the fact that these routers can not act as branching points, they still
can take part in multicast data distribution [6].

Enhanced scalability: Works in [6] and [11] show that for sparse multicast
groups, the multicast data delivery tree is likely to have a large number
of non-branching routers. Since only the branching nodes need to maintain
multicast state, BP-based protocols can support larger number of multicast
groups in comparison with traditional multicast solutions [4, 10].

Unique group identification: In REUNITE, a multicast tree is identified
with the IP address of its tree root and a port number. Thus, generating
globally unique group identification is trivial in REUNITE since the root
just needs to generate locally unique port number [6]. SEM [1] and HBH [7]
use the channel abstraction in EXPRESS [13] to identify a group. As a con-
sequence, combining with its own IP address, each source selects a unique
24-bit channel identifier which forms a unique group identifier.

Constructing the tree in forward direction: Traditional multicast proto-
cols like PIM-SM [10] consider the SPT (Shortest Path Tree) as the target.
However in practice, they build an approximation of the SPT using the
shortest reverse path selection for each new member. The resulting tree in
this case is a poor approximation in the presence of asymmetry, which is
prevalent in existing networks [8]. In contrast, BP-based protocols build the
multicast tree in the forward direction trading off more join latency.

In this paper, we propose a method to eliminate unnecessary lookups per-
formed in the BP-based protocols. In our mechanism, a unicast packet never goes
into multicast forwarding engine and is completely forwarded by the unicast en-
gine. Furthermore, when a multicast packet arrives at a non-branching router,
it is directly handled at the unicast engine without having to pass through the
multicast engine. In the branching points, multicast packets are directed to the
multicast forwarding engine which is obviously necessary. Accordingly, our mech-
anism reduces the number of lookups by half for unicast data packets. Moreover,
multicast packets only enter the multicast engine where necessary.

While improving data forwarding in the BP-based protocols, the proposed
method does not require any changes in their tree construction processes. Our
modifications consist of two parts. First, we propose to assign a special value
to the Protocol field in the IP header of the multicast data packets. This is
required in BP based protocols which have no clue to distinguish multicast data
packets from unicast ones (like REUNITE [6]). Second, we recommend changing
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the parser code of the routers that implement the BP-based protocol to pass
data packets to their corresponding forwarding engine correctly.

In section two, we briefly introduce BP-based protocols. We discus our mech-
anisms in section three. Next in section four, we present the simulation results.
Finally, section five concludes the paper.

2 Related Work

REUNITE (REcursive UNIcast TrEes) [6] implements multicast distribution
based on the unicast routing infrastructure. REUNITE ’s basic motivation is
that in typical sparse multicast distribution trees, the majority of routers are
relay routers which simply forward incoming packets to an outgoing interface. In
other words, the minority of routers are branching nodes. Nevertheless, all mul-
ticast protocols keep per group information in all routers of the multicast tree.
Hence, they separate multicast routing information in two tables: a Multicast
Control Table (MCT) that is stored in the control plane (slow path [14]) and
a Multicast Forwarding Table (MFT) installed in the data plane (fast path [14]).
Non-branching routers simply keep group information in their MCT and the
branching nodes keep MFT entries which are used to recursively create packet
copies to reach all group members. A multicast session is denoted by a < S, P >
tuple in REUNITE, where S is the unicast address of the source and P is a 16-bit
port number allocated by the source.

Reference [15] proposes a scheme to achieve a same state reduction at non-
branching nodes as REUNITE. However, it requires dynamically setting up tun-
nels between adjacent branching routers in a multicast tree. Using an additional
layer of IP header introduces 20 more bytes overhead in each packet. In addition,
to support dynamic membership, a sophisticated and complex control protocol
is needed to dynamically set up and tear down tunnels.

Reference [7] showed that REUNITE fails to construct SPT in the pres-
ence of unicast route asymmetries [8]. Asymmetries may also lead REUNITE
to unnecessary packet duplications on certain links. They also showed that the
departure of one receiver may change the route for another one. Consequently,
they propose HBH to solve these deficiencies. In this protocol, the tree is com-
pletely represented by its branching points and the routers attached directly to
the receivers. Furthermore, HBH identifies a multicast session using the channel
concept existing in EXPRESS [13].

Simple Explicit Multicast (SEM) [1] is a BP-based method with less tree
construction complexity than REUNITE and HBH. SEM uses the receivers’ list
to construct the tree. SEM packets are forwarded according to unicast forwarding
paradigm between SEM router pairs. The MFT structure in SEM is similar to
HBH. When a new member joins the multicast session or one of the existing
members leaves the session, the whole multicast tree must be constructed again.

Originally proposed to reduce the forwarding cost in Xcast [9], Sender Ini-
tiated Multicast (SIM) [12] is a BP-based protocol as well. SIM packets are
forwarded between each SIM router pair in unicast. Basically, SIM has two for-
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warding modes: list mode and preset mode. In the list mode, an SIM sender
always attaches the receivers’ list to multicast data packets. In the preset mode
which is the prevalent SIM mode, the SIM sender periodically attaches the re-
ceivers’ list to multicast data packets. SIM uses an MFT-like table to forward
the packets in the preset mode. Our mechanism can be applied to that mode.

3 Improved Forwarding Mechanism

3.1 Current Method

We classify on-tree nodes in a multicast tree into three distinct categories based
on the number of their branches [11]:

Member nodes: Examples of these nodes are leaf receivers and occasionally
the senders. These nodes have degree one on the multicast distribution tree
graph. In Fig. 1a, nodes S and r1 to r5 are member nodes.

Relay nodes: These nodes have degree two and just relay the multicast data
packets from an incoming interface to an outgoing interface. They are called
non-branching points and their presence is ignored in BP-based protocols.
Traditional multicast schemes maintain multicast states in non-branching
routers consuming invaluable memory space in their data paths [10, 4]. On
the contrary, in BP-based protocols, some protocols maintain these states in
control plane [6, 7] and some do not require them at all [1, 12, 15]. These
states may only be stored for tree maintenance purposes. Relay nodes are
shown with Ri in Fig.1a which i varies between 1 and 9.

Branching points: As stated before, these nodes have degree more than two
and include more than one outgoing interfaces. These nodes are responsible
for making copies from multicast data packets and sending them to next
higher level branching points in multicast distribution tree. In BP-based
protocols, only these nodes are allowed to keep entries in their MFT in data
path. H1 to H4 are example BPs in Fig. 1a.

Since the relay nodes are ignored in multicast distribution tree of BP-based
protocols, the notion of tree in these protocols is different from other multicast
protocols. Therefore, we use the terms ”complete tree” and ”reduced tree” when
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Fig. 1. Ordinary protocols use complete trees and BP-based protocols use reduced
trees for multicast data distribution. The reduced trees do not contain the relay nodes
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referring to the multicast tree in ordinary protocols and BP-based protocols
respectively [11]. These two kinds of tree are shown in Fig. 1. The complete tree
may contain all three types of on-tree nodes. On the other hand, the reduced
tree only consists of member nodes and branching points. In both kinds of the
tree, on-tree nodes maintain entries in their MFTs except for the leaf nodes.

Fig. 2 depicts the differences between MFT structure in complete tree and
reduced tree. The MFT in complete tree consists of incoming link, outgoing links
and group identifier (GI). Usually, the GI is (S, G) or (∗, G) pair where S is the
source IP address, G is the group address and * is don’t care. In a reduced tree,
the MFT contains the GI and the IP addresses of directly attached next hop BPs
or leaf receivers. Here, GI may be (S, P ) or (S, G) tuples, where P is the port
number allocated by source. Even though, the size of MFT is less in a complete
tree, the number of routers requiring MFT maintenance is smaller in a reduced
tree. As a result, the total memory consumption in a reduced tree is less [6].

Since the MFT structure in a reduced tree contains IP addresses of the next
hops, multicast data forwarding uses unicast routing. This allows BP-based pro-
tocols to adapt themselves with route changes and instabilities. This criterion
makes some inefficiency for unicast data packet forwarding since these packets
should also be tested in MFT prior to IP lookup in unicast forwarding engine. In
the case of multicast data packet, if an MFT entry is found, the packet is sent to
the unicast destinations that exist in the entry. Otherwise, the packet is sent to
the unicast destination in the IP header using normal unicast IP lookup. There-
fore, for all unicast packets, the router must perform an additional lookup in the
MFT. Together with the extra MFT lookup for multicast data packets in relay
nodes, this problem makes the architecture of the existing BP-based protocols
inefficient regarding the packet forwarding. The packet forwarding mechanism
in these protocols is depicted in Fig. 3. To the best of our knowledge, there is
no other proposal except our solution to address this inefficiency problem.

The original BP-based proposals like REUNITE [6] and HBH [7] do not
consider this problem very serious. They argue that the MFT lookup uses the
exact matching algorithm which is not time-consuming in comparison with the
longest prefix matching algorithm in existing IP lookup solutions [19]. Neverthe-
less, as stated in reference [16], since the entries in MFT are not easily aggre-
gated as opposed to unicast forwarding tables, the MFT size can be too large.
The huge number of entries in MFT makes the exact matching algorithm a
time-consuming process. They propose a leaky aggregation scheme in [16] which
decreases the MFT size considerably trading off some network bandwidth. How-
ever, their approach replaces the exact matching algorithm needed for MFT
lookup to a longest prefix matching algorithm. Another proposal exists that
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achieve some aggregation in MFT without sacrificing bandwidth and lookup
substitution [17]. Yet, they can’t shorten the size of MFT completely.

3.2 Our Solution

In order to eliminate the impact of multicast forwarding on unicast packets, we
set the Protocol field in IP header of a multicast data packet to a special value
named BP PROT. The value of BP PROT can be different for each BP-based
protocol, but the value must be known to all routers implementing the protocol.
By this way, multicast packets are easily distinguished among other packets.
Hence, the parser [14] can partition incoming packets based on the value in
this field. As a result, unicast packets do not further go to the multicast engine.
This eliminates duplicate and unnecessary lookups which exist in the forwarding
procedure of BP-based protocols for unicast packets.

Using this idea, the only inefficiency which remains is at relay nodes. In
these nodes, multicast packets still have to pass through the multicast engine
without matching any MFT entry. We can do minor changes in the parser to
further facilitate the packet forwarding process as follows. In each router that
implements the BP-based protocol, the parser first checks the Protocol field
in the IP header of received packet. If the packet is a multicast packet, the
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Fig. 4. Improved forwarding mechanism for BP-based protocols
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parser checks the destination address of packet. The packet goes to the multicast
engine if it is destined to this router and the unicast engine otherwise. This way,
a multicast packet is forwarded by the unicast engine at relay nodes since the
destination address in the packet is different from that of the relay node. The
new revised forwarding mechanism in BP-based protocols is illustrated in Fig.
4. Moreover, the proposed solution to remove the unnecessary MFT lookups in
relay nodes for multicast packets does not apply to REUNITE since this protocol
does not use the branching point addresses as destination address.

3.3 Disscusion

Our changes are only applied to the data forwarding plane and do not affect the
control plane of the BP-based protocols. This means that all BP-based protocol
messages remain intact. One can argue that the proposed mechanisms introduce
extra overhead in the parser code. We believe that this is not an important issue
and one can implement the extra conditional experiments in the parser code
considering the condition prediction in such a way that the most usual case be
performed as a default process and the other case as an exception. Besides, the
parser code already examines the value in the Protocol field and the Destination
field of the packet for other purposes. Therefore, one can rewrite the parser code
combining the required changes with other cases in the parser code which further
reduces the overhead of our modifications.

4 Simulation Results

To prove the effectiveness of the proposed mechanisms, we have evaluated the
number of required lookups using NS-2 environment [18] for both unicast and
multicast packets in comparison with previous mechanism. We considered net-
work and group size as two main parameters that affect the performance of
proposed mechanisms. We performed two sets of experiments, one in small net-
works and another in large one. Since varying the network size in large networks
is not a trivial task [5], we used the small network experiment set to evaluate
the network size effects. On the other hand, the large network experiment set is
mainly used to show the efficiency of the mechanisms for various group sizes.

For the small networks, we used two different flat random graph generation
methodologies namely Locality and Doar-Leslie [5]. The graphs are generated
using GT-ITM network topology generator [5]. We changed the network size
from 20 to 200 nodes while the average node degree is fixed approximately at 3.5.
For each generated network, we intentionally introduced 50% asymmetry in the
network links. For the large networks, we generated two different sets of random
graphs based on two famous network topology models, Barabasi-Albert [3] and
transit-stub [5], using BRITE [2] and GT-ITM network topology generators
respectively. The Barabasi-Albert model takes the power law relationship of
Internet into account, while the transit-stub model considers the hierarchical
transit-stub relationships between numerous ASs. The main difference between
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these two models is the distribution of nodes’ degree. The average node degree for
transit-stub and Barabasi-Albert topologies are fixed approximately at 3.5 and 4
respectively. Since we used the session-level mode of NS-2 for these simulations,
it was not possible to add artificial asymmetry into the generated graphs.

4.1 Small Networks

For the sake of simplicity, we use E BP and BP referring to the BP-based pro-
tocol after and before applying our mechanisms. Fig. 5 shows the comparison
between the required number of lookups in E BP and BP for Doar-Leslie based
topologies when forwarding multicast data packets. Since BP-based protocols
are intended to support sparse groups, the group size is fixed at 30% of the net-
work size in all small networks experiments. Each point in each graph is resulted
from 10 simulation runs for each 10 different random topologies. This creates 100
different simulation runs for each point. The identities of the group members,
i.e. the sender and the receivers, are selected randomly in each run. Finally, the
plots are normalized to BP to achieve the relative improvement factor.

Fig. 5 shows the reduction gain achieved from multicast data packet for-
warding in E-BP which we call MG ( Multicast Gain). However, E BP reduces
the number of required lookups for unicast packets exactly by half. Assuming α
percentage of the total traffic is unicast, we can calculate the overall reduction
gain in the number of lookups as follow:

Gain = α/2 + (1 − α).MG (1)

If we suppose that α is 90%, then the overall reduction gain is 0.5365 considering
the MG factor equal to 0.865 from Fig. 5. The simulation results for Locality
topology model are the same and omitted from here due to space limit.

4.2 Large Networks

We fixed the network size at 1204 nodes and performed the simulations with
various group sizes ranging from 10 to 300. The simulation results with Barabasi-
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Albert graph model are shown in Fig. 6a. As can be seen in this figure, E-BP
reduces the number of required lookups more for larger group sizes compared
to BP. The comparison between simulation results of transit-stub and Barabasi-
Albert network models is shown in Fig. 6b. The transit-stub graphs consist
of four transit domains connecting 12 stub domains each with 100 nodes. The
transit-stub simulations show less reduction in the number of required lookups
for E-BP compared to Barabasi-Albert simulation results. Several explanations
exist for this behavioral distinction. The node degree distribution, the amount
of member nodes and the limited number of transit domains in the generated
transit-stub graphs are some of them. These factors may increase the number
of branching points in transit-stub simulation compared to Barabasi simulation.
If we assume that α is 90%, then the overall gain using our mechanisms will be
0.5411 and 0.5386 for the Barabasi-Albert and transit-stub models respectively.

These simulations indicate that the MG decreases when the ratio of the group
size to the topology size increases. We call this ratio group density. An increase
in the group density increases the number of branching nodes which indeed de-
creases the number of relay nodes. Consequently, the MG will be decreased. The
size of simulation scenario (1204) is orders of magnitude smaller than Internet.
Therefore, the group density is much lower in Internet than simulation scenario.
So, we expect that the MG on Internet to be higher than the simulation results.

5 Conclusion

The BP-based protocols like REUNITE and HBH are promising kinds of mul-
ticast routing protocols with numerous fascinating features like incremental de-
ployment. They use unicast routing mechanism in the forwarding process of
multicast data packets. They require less memory space for MFT construction
in the whole network compared with traditional multicast routing protocols.
As a main drawback, BP-based protocols deteriorate the forwarding of unicast
packets. We propose a new mechanism which eliminates the superfluous lookups
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in the packet forwarding of the BP-based multicast routing protocols. Simu-
lation results show that our techniques reduce the overall number of required
lookups at least by 45.89% for both unicast and multicast packets. We believe
that the competence of BP-based protocols must be revaluated considering their
beneficial features and the improved forwarding mechanism in this proposal.
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Abstract. We propose a scheme for hierarchical overlay multicast based
on IP topology awareness and host group model called PAM (Practical
topology-Aware overlay Multicast). PAM is remarkably different from
the previous overlay multicast or ALM (Application Layer Multicast)
schemes in the following aspects. First, instead of end-host, DR (Des-
ignated Router) builds overlay DDT (Data Delivery Tree) by adopting
host group model [1], in order to improve scalability within a subnet,
robustness of group members and transparency compatible with tradi-
tional multicast. Second, hierarchical overlay tree is constructed. That
is, intra-domain DDT and inter-domain DDT are built hierarchically for
more scalable and practical deployment. In addition, PAM constructs
overlay DDT with IP topology information derived from DRs to local-
ize group members and gain performance enhancement such as low first
join latency and reduced control overhead. Compared with other prin-
ciple ALM schemes, those distinct advantages of PAM are evaluated by
simulation.

1 Introduction

Traditional IP multicast is yet to take off on Internet in spite of its efficient
data delivery for group communication, since there have been many barriers
against its deployment, for example inter-domain routing problem, forwarding
state scalability on core networks, and full router dependency [2]. As the alterna-
tives, Overlay multicast or ALM schemes [6]- [15] have been suggested. However,
most of them are based on end-hosts and still need to solve some problems in
practical deployment aspects as follows. 1) Inefficient operation and consequent
higher link stress within a subnet, 2) Construction of not-optimized DDT, 3) Un-
scalability and complexity due to large number of control packets, 4) Instability
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Fig. 1. Hieararchical PAM Architecture Fig. 2. Protocol Stack and Interface

resulted from frequent failure or misbehavior of hosts, 5) A lot of dependency
between each group member.

In this paper, we propose a new ALM scheme, PAM, which is designed by
the following principles: host group model, IP network topology awareness and
hierarchical DDT architecture. Based on host group model of PAM, IP multicast
is applied between end-hosts and a DR within a subnet by using IGMP (Internet
Group Management Protocol) and overlay DDT is constructed between DRs.
When PAM makes overlay DDT, it deals with intra-domain and inter-domain
of IP network separately so that DDTs can be built hierarchically based on
topology awareness and consequent localization of group members (Figure 1).
With these properties, PAM makes significant performance enhancements based
on scalability, simplicity, robustness, optimality and so on, which are described
more in detail in the following chapters.

The remainder of this paper is organized as follows. Section 2 discusses the
contributions of PAM. In section 3, procedure for dynamic group membership
and DDT maintenance is described. The simulation result is presented in sec-
tion 4. Finally, we make a conclusion in section 5.

2 Contributions of PAM

PAM is scalable to large number of group members due to adopting host group
model and hierarchical DDT. That is, even though many group members (end-
hosts) intend to join or leave a multicast group, it does not cause any extra
control and data forwarding overhead at all in intra-domain because each DR
only reacts to the first group member’s join and the last member’s leave via
IGMP (Internet Group Management Protocol) within a subnet and these re-
actions are bounded and localized within an intra-domain. Also, inter-domain
DDT is affected only by LDR (Leader DR)’s changes due to LDR’s join and
leave. Since the number of LDRs is limited as constant number, the efforts to
construct and maintain this DDT does not cause scalability problem. In addi-
tion, PAM requires the minimum measurement for building optimized DDT. In
intra-domain, DDT is constructed using metrics based on routing protocols such
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as RIP, OSPF, and IS-IS, because nodes that belong to DDT are routers (DR).
Therefore, it does not require any network measurement for DDT construction.
While in inter-domain, it makes use of minimized measurement to select a close-
by LDR in other domain.

The stability and robustness of DDT mostly depends on component’s sta-
bility and robustness property or how frequently DDT should be updated. In
PAM, DDT consists of routers, which are more robust and stable than general
hosts. So, it can make network configuration simple and additionally get reduced
control overhead. As another effort to gain more performance and reduce con-
trol overhead, PAM distinguishes inter-domain from intra-domain based on IP
network topology information. This hierarchical architecture prevents changes
over intra-domain DDT from being propagated to the whole networks. Hence,
PAM can make network configuration simple and scalable by removing close
dependency between each member. The optimality in PAM can be obtained by
fully making use of metrics based on routing protocol. Using this information,
PAM can grasp IP network topology. Once accurate topology information is
obtained, optimality problem can be solved by Steiner-tree algorithm as well
as shortest path algorithm. Also, in case of PAM that is equipped with host
group model, duplicates of packets can be drastically reduced within a subnet
and consequently link stress can decrease as well.

With above reasons, PAM can solve many deployment issues with common
and scalable architecture. However, it is not a complete solution to the alter-
native of traditional IP multicast. The major deficit of PAM is the centralized
overhead on each DR. DR should be equipped with ALM functionalities for
group management and data forwarding. Also, it requires a special application
for the purpose of strong and distributing list of group members and LDRs. So,
single point of failure problem exists. In addition, it still has transmission cost,
relative delay penalty, and session delay penalty.

3 Group Communications in PAM

Prior to detailed description, we assume that there is an application, which
records the list of being joined DR and a leader DR (LDR) of a domain. Ad-
dress of this application can be advertised via e-mail or session advertisement in
traditional IP multicast. In this paper, we call this application RP (Rendezvous
Point). This RP is different from RP in traditional IP multicast in a point that
it is not involved with data forwarding, but just building DDT.

3.1 Extensions of DR Functionality

In order to support ALM in the DR level, the functionality of DR should be ex-
tended. These extensions must include scheme to control dynamic group mem-
bership. A DR participating in the group is equipped with two protocols to
support ALM and IP multicast as shown in Figure 2. ALM protocol needs to be
added between application layer and transport layer. The most basic function of
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ALM layer is to transmit data by constructing DDT between DRs participating
in the group. In the proposed design of DR, a newly defined interface exists
between ALM layer and IP layer (subnet). Using this interface, IP multicast
datagram sent from a subnet is transmitted directly to the ALM layer without
looking up general multicast routing table. To the contrary, ALM layer uses the
new interface to transmit original IP multicast datagram extracted from ALM
packets that are sent from neighbor DRs in the group, directly toward IP layer
at subnet side. IP datagram here includes IP header, which encodes a multicast
group address as destination address. Furthermore, hosts can notify their join
and leave to DR via the interface between IGMP and ALM. DR needs to deliver
these IGMP messages to ALM when it receives new group join or leave mes-
sages. In other worlds, the interface between application layer and IP layer is
designed for data transmission, while the newly defined interface between ALM
and IGMP is a control interface for dynamic group management.

3.2 Operations for Group Join and Leave

A host that intends to join multicast group requests GROUP JOIN through
IGMP REPORT message. If a requesting host issues the first join to a DR, the
DR requests the ALM protocol to join specified multicast group. Also, ALM
protocol sends REGISTRATION REQUEST with GID (Geographic ID) to the
RP. This GID can be automatically set as Autonomous System number for BGP
routing or manually predetermined value. GID should be unique and assigned
with consideration of physical IP network topology. After receiving requested
from DR, RP searches a recorded LDR corresponding to the GID. The RP
operates differently as the following situations.

– If a LDR is present, RP replies the requesting DR with other members’
addresses. At the same time, other members are informed the address of the
new DR from RP. After this procedure, each DR computes and establishes
a new intra-domain DDT including a new member. In practical, it is not
necessary to define additional control messages for establishing new DDT.

– Otherwise, if there is no recorded LDR corresponding to GID, it means that
it is the first requesting DR in the corresponding domain. In this case, RP
selects some LDRs from a set of LDRs and then replys with REGISTRA-
TION REPLY including chosen LDRs’ addresses. After receiving them, the
chosen DR as LDR measures RTT between other LDRs and itself in order
for registration to the closest neighbor LDR. For other approaches, various
other ALM schemes [6]-[9] can be applied. In case of group leave, it is more
complex than group join. When there is no more group participant on a sub-
net, a DR requests GROUP LEAVE to the RP. The included information in
GROUP LEAVE message is different from each case depending on the role
of DR, that is, LDR and non-LDR.

– If a DR requesting group leave is a LDR for a group in intra-domain, RP
selects one DR as a new LDR among remaining DRs and updates it as the
LDR corresponding to a GID. The RP should address the LDR’s change to
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other LDRs of inter-domain DDT. In this case, the inter-domain DDT has
the same delivery path regardless of fluctuating group membership. While,
if the leaving DR is a LDR and the last one in the domain, all other LDRs
are informed of the situation by RP, and only do neighboring LDRs with the
leaving DR try to rebuild their inter-domain DDT.

– If a DR requesting leave is not a LDR in a domain, as we expect, the inter-
domain DDT has no effect of DR’s leave. It is handled by rebuilding intra-
domain DDT.

3.3 Data Dissemination

Data dissemination in PAM is accomplished along established inter-domain and
intra-domain DDT. When a member intends to transmit a data packet, it sends
an original multicast packet toward DR. Then, the DR encapsulates the original
multicast packet in the form of unicast packet and sends it to a logical neigh-
boring DR on intra-domain DDT. This data dissemination is continued until
all member DRs receive the data packet. When a LDR receives data packet,
it performs data forwarding along intra-domain DDT as well as inter-domain
DDT. As a result, the data packet sent from a host is gradually propagated
along following orders; intra-domain DDT, LDR, and inter-domain DDT.

4 Performance Evaluation

In this section, we analyze the performance of the proposed mechanism using
simulation. The used simulation tool is NS-2 [17]. The simulation is performed
toward two directions; Performance enhancement gained by adapting 1) host
group model and 2) topology-awareness property. The simulation results are
compared with End-system multicast and HMTP since the former is a principle
mesh-based ALM scheme and the latter is a major tree-based ALM.

Fig. 3. End-to-End Delay
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Fig. 4. Total number of path computa-
tion

Fig. 5. Bandwidth utilization

4.1 Simulation Scenario

For simulation, we model the example networks, which consist of 1000 nodes
and 35 sub networks. The 500 nodes are intended to join a multicast group.
Each node is connected to randomly chosen DR. With random designation,
the number of group members within a subnet ranges from 1 to 37. Each node
requests multicast group join at arbitrary time and remains members throughout
simulation time.

4.2 Performance Improvement by Adopting Host Group Model

Figure 3 shows the comparison result of average end-to-end delay vs. group
members in an intra-domain. In Figure 3, previous ALM schemes have the longer
latency and delay than PAM. In case of the previous ALM schemes, the delay
increases whenever a group member joins the multicast group. On the other
hand, in case of PAM, the delay increases only when new DR requests GROUP
JOIN. If there is at least one member of multicast group within a subnet, a host’s
join does not affect the end-to-end delay at all in our scheme. It is shown as
horizontal red line in Figure 3. The difference between End-system multicast
and ours gets bigger and bigger as the number of group members increases. The
number of path computation is shown in Figure 4. In PAM, the number of path
computation increases when a new DR on different subnet joins the group. In case
of the previous ALM schemes, new intra-domain DDT is computed even though
there is a member within a same subnet. The last performance evaluation is to
measure how much bandwidth is used for multicast within a subnet. In case of
the previous ALM schemes, about 40% of total bandwidth is used for multicast.
It is mainly because data packet is issued in the form of unicast. With PAM,
the data packet is transmitted exactly once toward a subnet. This is because the
number of group member within a subnet does not affect the usage of bandwidth.
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Table 1. Terminology

n Total number of group members
Di Delay time to receive response from i
k A set that consists of several group members among all members
l Total number of LDRs ( l <= n )

Table 2. Simulation Result for First Join Delay

HMTP End-system multicast PAM

(1) Dt Dm Dls Dt Dm Dls Dt Dm Dls (2)

10 128.117 128.117 0 154.693 96.9932 57.6998 40.0709 21.3477 18.723 1

20 233.734 233.734 0 176.5008 79.5076 96.9932 104.4223 83.0973 21.325 3

30 361.484 361.484 0 298.683 101.67 197.013 169.7446 129.73 40.015 7

50 583.318 583.318 0 377.034 108.547 268.487 198.8652 141.231 57.634 10

70 870.585 870.585 0 675.64 117.099 558.541 358.41 154.234 204.18 12

100 1192.61 1192.61 0 705.01 318.9 386.11 534.057 201.232 332.83 16

150 1765.18 1765.18 0 869.244 109.533 759.711 556.331 189.232 367.10 19

200 2349.34 2349.34 0 1502.933 369.343 1133.59 583.685 238.123 345.56 21

300 3543.12 3543.12 0 1520.759 92.5893 1428.17 879.174 289.324 589.85 22

400 4476.23 4476.23 0 2456.298 76.6083 2379.69 884.124 254.23 629.89 24

500 5923.98 5923.98 0 3514.101 520.461 2993.64 965.639 343.324 622.32 27

Dt = Total first join delay (1) # of group members
Dm = Delay time for measurement and group join (2) # of LDRs
Dls = Delay time for link state exchange

4.3 Performance Improvement by Adopting Topology-Awareness

Table 2 and Figure 6 shows the simulation result of first join delay, which is
defined as elapsed time from the time at which a host (DR in case of PAM)
requests group join to the time at which a member’s join is addressed to all
related hosts (DRs). After this period, the optimal DDT can be established
through proposed algorithm in HMTP and End-system multicast. So, the first
join delay can be considered as real completion time for group join. First join
delay in each scheme can be expressed as following equations, (1) - (3).

– HMTP: DRP +
∑n/2

i=root Di + Dselected node (1)
– End system multicast: DRP + Dneighboring node + Dselected node (2)
– PAM: DRP +

∑l
i=0 Di + Dselected LDR (if LDR == NULL),

DRP (if LDR != NULL) (3)

According to the equations, (1) - (3), all schemes commonly include response
time from RP (DRP ). In case of HMTP, it requires following additional times;
measurement time for each member + response time from ultimately selected
node. In the worst case, the measurement is accomplished as many as the total
number of group members / 2 since it is based on tree structure. Different from
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Table 3. Simulation Result for Control Overhead

HMTP End-system multicast PAM

(1) Ct Cm Cls Ct Cm Cls Ct Cm Cls

10 17 7 10 33 1 32 19 5 14

20 29 8 21 107 1 106 32 6 26

30 40 8 32 129 1 128 43 5 38

50 64 10 54 139 1 138 47 5 42

70 90 15 75 157 1 156 62 5 57

100 126 18 108 187 1 186 74 6 68

150 180 21 159 261 1 260 78 7 71

200 241 25 216 361 1 360 83 8 75

300 351 27 324 507 1 506 84 4 80

400 462 30 432 707 1 706 90 7 83

500 574 34 540 1002 1 1001 104 8 96

Ct = Total number of control packets (1) # of group members
Cm = Control packets for measurement
Cls= Control packets for link state exchange

HMTP, End-system multicast requires following additional times; delay time to
address a new join by periodically link state exchange + response time from ulti-
mately selected node. This difference is easily seen in Table 2. Since HMTP does
not need to exchange link state information at all, the delay for state exchange
is 0. However, the delay for measurement increases as the group member size
increases. On the other hand, End-system multicast requires shorter measure-
ment time and longer delay time for link state exchange than HMTP does. In
particular, delay time for measurement varies rapidly in End-system multicast.
It is mainly dependent on round trip time between requesting member and the
chosen candidate member among list of group member addressed from RP. But,
in case of End-system multicast, link state exchange for constructing underlying
mesh takes a long time. On the other hand, PAM has different first join delay
depending on existence of LDR. If a LDR is not present, it incurs following ad-
ditional times; measurement time for LDRs + responses time from ultimately
selected LDR. Otherwise, it requires only response time from RP. For better
understand, the number of LDRs is shown in the last column. One fact worth
mentioning is that PAM has longer measurement and delay time for state ex-
change than End-system multicast even though the number of LDRs in PAM is
similar to the number of group members in End-system multicast. This example
is easily seen that the delay time for state exchange in PAM is 622.315 msec, on
the other hand, End-system takes 197.013 msec where there are 27 LDRs and
30 members. It is because LDRs are located in each different domain so it takes
longer time to reach each LDR. As a result, the three protocols can be arranged
according to first join delay such as PAM < End-system multicast < HMTP in
worst case.
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Fig. 6. First Join Delay Fig. 7. Control Overheads

The total number of control packets in all cases consists of control packet
to RP + control packet for measurement in join process + control packet for
DDT maintenance. So, the total number of control packets in scheme is largely
dependent of latter two factors. That is, the number of control packets is incurred
differently according to how to construct the underlying DDT, in particular,
control packets for DDT maintenance. In case of HMTP, it equals to control
packet for measurement on tree + control packets for tree maintenance. In case
of End-system multicast, it equals to control packet for join request (=1) +
control packets for mesh maintenance and DDT creation. On the other hand,
the required number of control packet in PAM is defined as control packets
for LDR measurement + control packets for update in intra-domain + control
packets for LDR maintenance and inter-domain DDT creation. Similar to first
join delay time, total number of control packets on each protocol is defined as
equation (4) - (6).

– HMTP: CRP + n/2 + Cm tree (4)
– End system multicast: CRP + 1 + Cm mesh (5)
– PAM: CRP + Cl + Cintra domain + Cm LDR (6)

In terms of control packets for DDT maintenance, it is mostly dependent
on the number of components of underlying structure such as tree and mesh.
So, the control packets for maintenance is roughly expected to be arranged in
order such as Cm mesh > Cm tree > Cm LDR because mesh in End-system mul-
ticast consists of all group members (n), on the other hand, members in HMTP
maintains n/2 members in the worst case. In case of PAM, only one LDR exists
among all member DRs of each domain, therefore it is easily expected that PAM
generates the fewest number of control packets in terms of DDT maintenance.

Table 3 and Figure 7 show the simulation result for total control packets
depending on the number of group members. As you can see in Table 3, control
packets for measurement are fixed as 1 in case of End-system multicast. For End-
system multicast, we assume that the RP replies with the list of four members
and then a new member wants to request join the multicast group to one of
them. Interesting fact in Table 3 is that there is a little difference in the number
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of control packets for measurement rather than in terms of link state exchange.
Thus, it is clear that the total number of control packets is mainly influenced by
the number of control packets for maintenance. Due to adapting locality property
and host group model, PAM incurs the smallest number of control packets.

5 Conclusion and Future Works

In this paper, we propose a new ALM scheme (PAM), which adapts host group
model and topology-awareness property. Due to above properties, PAM has
many advantages in terms of scalability, simplicity, practicality, stability, and
reduced link stress. Using simulation results, these advantages are evaluated.
For all cases, PAM significantly improves the performance.

For further study, we plan to design more concrete architecture where host
group model is not applicable. Also, automatic GID generation and multicast
address allocation are another issue of PAM to be considered.
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Abstract. It has been reported that TCP Reno underutilizes network
bandwidth, especially in High-Speed Long-Distance (HSLD) networks,
while it has been widely adopted the dominant transport protocol in cur-
rent Internet. Moreover, the Additive Increase Multiplicative Decrease
(AIMD) congestion control algorithm of the TCP Reno has equilib-
rium and dynamic problems that become more and more severe as the
bandwidth-delay product increases. An ideal TCP congestion control al-
gorithm that achieves a high utilization, a small queueing delay, a stable
behavior and fairness in bandwidth allocation has been major objectives
of networking research in recent years. In this paper, we propose a new
congestion control protocol, called TCP KWIK, a modification to the
TCP Reno for HSLD networks. TCP KWIK uses delay-based feedback
information to address these problems in order to stabilize a network
around a fair and efficient operating point. We argue that the delay-
based approach is better than the end-to-end congestion control as the
networks capacity increases. Their advantage is small at low speed but
decisive at high speed. The simulation results demonstrate the effective-
ness of our proposed algorithm.

1 Introduction

Congestion control of the Internet requires a distributed algorithm to share net-
work resources among competing users. The mechanism is very useful in the
situations where the availability of resources and the set of competing users dy-
namically vary, yet efficient sharing is desired. These constraints, unpredictable
supply and demand and efficient operation, necessarily lead to feedback control
as the only approach, where traffic sources dynamically adapt their rates to con-
gestion in their paths. On the Internet, this is performed by the TCP at both
source and destination computers involved in data transfers. The congestion con-
trol algorithm in the current TCP, which we refer to as Reno in this paper, were
developed in 1988 and have gone through several enhancements since.

TCP Reno has adopted the loss-based algorithm. However, it has been re-
ported that TCP Reno substantially underutilizes network bandwidth in High-
Speed Long-Distance (HSLD) networks. TCP Reno increases its congestion win-
dow by one at every round trip time (RTT) and reduces it by half at a loss
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event. For example, in order for TCP to increase its window for full utilization
of 10Gbps with 1500-byte packets, it requires more than 83,333 RTTs. With
100ms RTT, it takes approximately 1.5 hours, and for full utilization in steady
state, the loss rate cannot be more than 1 loss event per 5,000,000,000 packets
which is less than the theoretical limit of the network’s bit error rates [1].

In this paper, we argue that the solution to these problems requires a delay-
based algorithm that is scalable to the capacity. Delay-based congestion control
has been proposed, e.g., in [4]. Its advantage over loss-based algorithms is small
at low speed, but decisive at high speed, as we will see below. However, as pointed
out in [5], delay can be a poor or untimely predictor of packet loss. Therefore
using a delay-based algorithm to augment the basic Additive Increase Multiplica-
tive Decrease (AIMD) mechanism of TCP Reno may be a wrong approach to
resolve problems in the networks with large bandwidth-delay products. Instead,
a new approach that fully exploits delay as a congestion measure, augmented
with loss event information, is required.

The rest of this paper is organized as follows: We present the background
and related work in Section 2. In Section 3, we describe proposed new conges-
tion control algorithm. Section 4 illustrates the performance evaluation of the
proposed algorithm. Conclusions and future work are presented in Section 5.

2 Background and Related Work

A congestion control algorithm can be designed at two levels. The flow-level de-
sign aims to achieve the goals such as high utilization, low queueing delay and
loss, fairness, and stability. The packet-level design implements these flow-level
goals with the constraints imposed by end-to-end control. TCP Reno, a typi-
cal loss-based algorithm, considered the packet-level implementation first. The
resulting flow-level properties, such as fairness, stability, and the relationship
between equilibrium window and loss probability, were then understood as an
afterthought. In contrast, the packet-level design of our proposed algorithm is ex-
plicitly guided by flow-level goals. It is important to distinguish between packet-
level and flow-level difficulties, because they must be addressed by different
means. In this section, we first describe TCP Reno at both the packet-level and
flow-level, and then discuss what seems to be the problem in HSLD networks.

2.1 TCP Reno Congestion Control

The congestion avoidance algorithm of TCP Reno and its variants have the
form of AIMD in Figure 1. The AIMD algorithm for window adjustment is
a packet-level model, but its flow-level properties such as throughput, fairness,
and stability are poor. These properties can be understood with a flow-level
model of the Reno, e.g., [6]. In each RTT, the window wi(t) of source i increases
by 1 packet, and decreases by

xi(t)pi(t) · 1
2
· 4
3
wi(t)packets (xi(t) ≈ wi(t)

Ti(t)
pkts/sec) (1)



608 Byunghun Song et al.

Flow
Level

Packet
Level

Equilibrium :

formula) (Mathis pkts  5.1    
i

ii p
Tx

Dynamics :

)()(
3
211    )( 2 tptw

T
tw ii

i
i

AIMD :
ACK : W  W + 1/W

Loss: W  W – 0.5W

       Two Level
Congestion  Control

       TCP Reno
Congestion Control

before

after

Fig. 1. TCP Reno Congestion Control

Ti(t) is the round-trip time and pi(t) is the end-to-end loss probability in
period t. Here, 4wi(t)/3 is the peak window size that gives the average window
of wi(t). Setting wi(t) = 0 in the dynamics equation yields the well-known 1/

√
p

formula for TCP Reno discovered in [7], which relates loss probability to window
size in equilibrium.

In summary, two equations of Figure 1 describe the flow-level dynamics
and the equilibrium, respectively, for TCP Reno. They differ in their choices of
marginal dynamic and equilibrium equation, and whether the congestion mea-
sure pi(t) is loss probability or queueing delay.

2.2 Problems in HSLD Networks

As the bandwidth-delay product continues to grow, TCP Reno will eventually
become a performance bottleneck itself. The following two problems contribute
to the poor performance of TCP Reno in networks with large bandwidth-delay
products, as described by Jin etal [8].

i) Dynamic Oscillation Problem: The cause of the oscillatory behavior
in TCP Reno lies in its design at both the packet-level and flow-level. At
the packet-level, the choice of loss pi(t) congestion signal necessarily leads
to oscillation, and the parameter setting in Reno worsens the situation as
bandwidth-delay product increases. At the flow-level, the system dynamics
equation is unstable at large bandwidth-delay product.

ii) Equilibrium Problem: The end-to-end loss probability must be exceed-
ingly small to sustain a large window size at large capacity, making the
equilibrium difficult to maintain in practice, as bandwidth-delay product
increases. Even though equilibrium is a flow-level notion, this problem man-
ifests itself at the packet-level, where a source increments its window too
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slowly and decrements it too drastically. Therefore, TCP Reno substantially
under utilizes network bandwidth in HSLD networks.

2.3 Existing Approach for HSLD Networks

After recognizing limitation of Reno, the networking research community re-
sponded quickly. Several promising new loss-based congestion control protocols
have been put forward: High Speed TCP (HSTCP) [2], Scalable TCP (STCP) [3],
these protocols adaptively adjust their increase rates based on the current win-
dow size. So the larger the congestion window is, the faster it grows. In other
words, the increment functions of loss-based protocols such as HSTCP and STCP
are more aggressively than Reno. And they decrement less drastically. At the
flow-level, this means that, in equilibrium, both HSTCP and STCP can tolerate
larger loss probabilities than TCP Reno. It does not, however, solve the dynamic
problems at the packet-level and the flow-level.

At the packet-level, as mentioned above, a natural way to avoid oscillation
is to use delay-based approach, as opposed to loss-based approach, congestion
signal. Without explicit feedback, this means adjusting window based either on
loss probability or on queueing delay. Queueing delay can be more accurately
estimated than loss probability both because packet losses in networks with
large bandwidth-delay product are rare events (probability on the order 10 or
smaller), and because loss samples provide coarser information than queueing
delay samples. Indeed, each measurement of packet loss (whether a packet is lost)
provides raw information for the filtering of noise, whereas each measurement
of queueing delay provides proactive information. This allows an equation-based
implementation to stabilize a network in a steady state with a target fairness
and high utilization.

At the flow-level, the dynamics of the feedback system must be stable in the
presence of delay, as the network capacity increases. Here, again, queueing delay
has an advantage over loss probability as a congestion measure: the dynamics of
queueing delay seems to have the right scaling with respect to network capacity.
This helps maintain stability as network speed grows.

2.4 RTT Unfairness Problem of HSTCP and STCP

Our study reveals that notwithstanding their scalability and TCP friendliness
properties, HSTCP and STCP have a serious RTT unfairness problem when
multiple flows with different RTT delays are competing for the same bottleneck
bandwidth. We define the RTT unfairness of two competing flows to be the ratio
of windows in terms of their RTT ratio. Under a completely synchronized loss
model, STCP does not even find a convergence point such that shorter RTT
flows eventually starve off longer RTT flows. We also find that in HSTCP has
RTT unfairness problem. RTT unfairness stems from the adaptability of these
protocols - ironically the very reason that makes them more scalable to large
bandwidth - in these protocols, a larger window increases faster than a smaller



610 Byunghun Song et al.

window. Compounded with a delay difference, RTT unfairness gets worse as the
window of a shorter RTT flow grows faster than that of a longer RTT flow.

3 A New TCP Congestion Control

In this paper, we propose a new congestion control protocol, called KWIK1,
for HSLD networks. Unlike the approach taken by Reno, HSTCP, and STCP,
this approach provides proactive information for the end-to-end congestion mea-
sure pi(t). As argued in Section 2.3, in the absence of explicit feedback, queueing
delay seems to be the only viable choice for congestion measure, as network ca-
pacity increases.

This approach, with proper choice of flow-level and packet-level designs, can
address the four difficulties of Reno at large capacity. First, by accurately esti-
mating how far the current transmission rate is from the equilibrium value, the
scheme can drive the system rapidly, yet in a fair and stable manner, toward the
equilibrium.

3.1 Architecture

As the Internet scales up in speed and size, KWIK’s stability and performance
become harder to control. The fluid network theory that allows us to understand
the equilibrium and stability properties of large networks under end-to-end con-
trol forms the foundation of KWIK. It plays an important role in its implemen-
tation by providing a framework to understand issues, clarify ideas and suggest
directions, leading to a more robust and better performing implementation.

Figure 2 illustrates the operating points chosen by KWIK, using the single-
link single-flow case. It shows queueing delay as a function of queue length. The
queueing delay starts to build up after point A where window equals bandwidth
propagation-delay product, until point C where the queue overflows. Since Reno
oscillates around point C, the peak window size goes beyond point C, and the
amount of overshoot depends on the feedback delay. The minimum window in
steady state is half of the peak window. This is the basis for the rule of thumb
that bottleneck buffer should be at least one bandwidth-delay product: the min-
imum window will then be above point A, and buffer will not empty in steady
operation, yielding full utilization. Full utilization, even if achievable, comes at
the cost of severe oscillations and potentially large queueing delay. The KWIK
scheme proposes to oscillate around point B, the midpoint between A and C.
The KWIK scheme increases congestion window linearly by λ packet per RTT,
until point B and proposed scheme increases congestion window linearly by one
packet per RTT. The qi(t)is queueing delay. baseRTT is the minimum of all
measured RTT. δ is tuning value by loss event rate. In the loss-based schemes,
the congestion signal is raw information, and hence congestion window must
1 KWIK(QUICK[kwik] : KwangWoon In Korea) means that this algorithm quickly

keeps high utilization at HSLD networks.
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oscillate. The congestion window can be stabilized only if proactive informa-
tion, such as queueing delay, is used. Therefore, using queueing delay as the
congestion measure pi(t) allows the network to stabilize in the region below the
overflowing point, around point B in Figure 2, when the queue size is sufficiently
large. The stabilization at this operating point eliminates large queueing delay
and unnecessary packet loss.

3.2 Algorithm

In KWIK algorithm, the sender measures condition variable Con(t) in equation
(2) to detect status of AQM(Active Queue Management).

[

Con(t) = 1
2 ·
(
cwndi(t) · BaseRTT

BaseRTT+qi(t)
+ δi(t)

)
if(cwnd(t) < Con(t))
cwnd(t + 1) = cwnd(t) + λ/cwnd(t)
if(cwnd(t) = Con(t))
cwnd(t + 1) = cwnd(t) + 1/cwnd(t)
if(cwnd(t) > Con(t))
cwnd(t + 1) = cwnd(t) − 1

] (2)

The window is reduced proactively before network buffer can overflow. By this
“ideal” window adjustment, KWIK can avoid packet overflowing and meanwhile
reaches maximum utilization of the bottleneck link. Thus, all packet losses in
KWIK are assumed to occur by non-congestion reasons. Similar to the fact that
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Reno rigidly interprets all packet losses are due to congestion, KWIK rigidly
interprets all packet losses are due to other reasons. Thus we have a protocol
which resembles TCP Vegas, but KWIK algorithm is designed to provide the
stability guarantees and high performance.

The parameter δ affects both the equilibrium and dynamic behavior of a net-
work. According to bandwidth(or loss event rate) and RTT, δ determines weight
value for the window increment. So it use to tune the aggressiveness of the
KWIK’s window increase by condition variable Con(t). The change in optimal
value of δ by bandwidth and RTT is illustrated in Figure 3. Therefore, in or-
der to maintain optimal throughput of each KWIK connection, δ should be set
according to the Figure 3.

4 Performance Evaluation

In this section, we compare the performance of KWIK using simulation with
that of HSTCP, STCP, and AIMD. Every experiment uses the same simulation
setup described in Section 4.1. Unless explicitly stated, the same amount of
background traffic is used for all the experimental runs. We evaluate KWIK,
AIMD, HSTCP, and STCP for the following properties: throughput, oscillation,
RTT unfairness.

4.1 Simulation Network Topology

Figure 4 shows the ns2 [9] simulation setup that we use throughout the paper.
Various bottleneck capacity and delays are tested. The buffer space at the bottle-
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neck router is set to 100% of the bandwidth and delay products of the bottleneck
link. Every traffic passes through the bottleneck link; each link is configured to
have different RTTs and different starting times and end times to reduce the
phase effect.

4.2 Throughput and Oscillation

We first show the steady-state performance of the KWIK in comparison with
TCP Reno. All the simulations in this part use ftp traffic on a single bottleneck
link. When the capacity varies from 100Mbps to 500Mbps, the KWIK flows
always keeps high utilization as expected and very small queues. The throughput
of KWIK flows are illustrated in Figure 5. Moreover, we can see that our proposed
KWIK provides smoother transmission rate than TCP Reno in Figure 6.

4.3 RTT Unfairness

In this experiment, two high-speed flows with a different RTT share the bot-
tleneck. The RTT of flow 1 is 40ms. We vary the RTT of flow 2 among 40ms,
120ms, and 240ms. We run two groups of simulation, each with different bot-
tleneck bandwidth: 100Mbps and 1Gbps. This setup allows the protocols to be
tested for RTT fairness. According to the results, KWIK shows the acceptable
RTT unfairness. We show only the results of drop tail. Tables 1 and 2 show
the results for the runs in 100Mbps and 1Gbps respectively. It can be seen that
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Table 1. RTT Unfairness Comparison in 100Mbps

RTT Ratio 1 3 6

AIMD 0.99 7.31 26.12

HSTCP 1.13 10.42 51.09

STCP 1.12 27.84 72.74

KWIK 1.22 2.36 23.46

Table 2. RTT Unfairness Comparison in 1Gbps

RTT Ratio 1 3 6

AIMD 1.05 6.56 22.55

HSTCP 0.99 47.42 131.03

STCP 0.92 140.52 300.32

KWIK 1.19 2.26 24.10

the RTT unfairness of KWIK is relatively comparable to AIMD. In Table 1
and 2, the performance of KWIK does not deteriorate much while HSTCP and
STCP have improved RTT unfairness. Therefore, the RTT unfairness of KWIK
is much better than HSTCP and STCP. HSTCP and STCP tend to starve long
RTT flows under HSLD network environments.

5 Conclusion

This paper aims at designing a congestion control system that scales gracefully
with network capacity, providing high utilization, low queueing delay, dynamic
stability, and fairness among users.

In this paper, we propose the TCP KWIK, a modification to the TCP Reno
for HSLD networks. TCP KWIK uses delay-based feedback information to ad-
dress these problems in order to stabilize a network around a fair and efficient
operating point. Therefore, we develop packet-level implementations of KWIK,
using queueing delay with loss event information, as means of communicating
the congestion measure from links to sources.
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We compare the performance of KWIK using simulation with that of HSTCP,
STCP, and AIMD. Consequently, the throughput, oscillation, and RTT unfair-
ness of KWIK are much better than HSTCP and STCP.
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Abstract. Fast routing lookups are crucial for the forwarding perfor-
mance of IP routers. Longest prefix match makes routing lookups diffi-
cult. This paper proposes a method to partition a routing table. The
method can divide all prefixes in a routing table into several prefix
sets where prefixes don’t overlap. Based on the method, this paper
also presents a common parallel lookup framework(PRLF) that reduces
”longest prefix matching” in all the prefixes to ”only prefix matching” in
several prefix sets. The framework can effectively simplify the design of
lookup algorithms and improve lookup performance. The framework is
suitable for most lookup algorithms. For simple binary search algorithm,
the framework can reach log22N/B lookup complexity (where N is prefix
number in a routing table and B is an integer bigger than 4). Also, the
framework can scale to IPv6 easily.

1 Introduction

Today, ports with high rates are applied widely by high-performance routers,
such as OC48, OC192 and even higher rates. For a port with OC192, routers
need approximately forward 30 million packets and do 30 million lookups in
a second (assuming that packet length is 40 bytes). Fast lookups become crucial
for improving the forwarding performance of routers. In 1990s, IETF proposed
a new addressing scheme-CIDR [1]. CIDR allows routing aggregation. So a rout-
ing lookup must find the longest matching prefix and then become complex
and difficult. The next generation Internet adopts IPv6 addressing scheme[2]. In
IPv6, address length is expanded from 32 bits to 128 bits and the size of routing
tables will be larger. Routing lookups will face a more rigorous challenge.

To solve fast lookup problem, researchers have proposed many different mech-
anisms and algorithms [3]-[8]. At present TCAM is a popular device for fast
lookups. TCAM can reach O(1) lookup complexity. However, TCAM still has

� Supported by: (1) the National Natural Science Foundation of China (No.
90104002; No. 69725003); (2) the National Basic Research Program of China No.
2003CB314801.
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some disadvantages: high cost, high power consumption. Some works has been
done to overcome these disadvantages [10].

”Longest prefix match” makes routing lookups very tough. Since prefixes can
overlap, traditional lookup algorithms(such as hash lookup, binary search) can-
not directly be applied. To reduce the difficulty of routing lookups, researchers
proposed some methods to transform ”longest prefix match” into ”only prefix
match”.

Srinivasan et al. suggested the leaf pushing method [5]. Leaf pushing can
reduce ”longest prefix match” to ”only prefix match”. However, it brings two
problems. First, lots of duplicated routing info exists. Second, update is complex.

Waldvogel et al. presented another converting method for ”longest prefix
match”[4]. All prefixes are divided into several sets according to prefix length.
A lookup in all prefixes can be divided into several lookups in several sets. And
”longest prefix match ” is also be transformed into ”only prefix match ”.

Mohammad et al. proposed a port-based method to partition prefixes [6].
All routing prefixes are partitioned into several sets according to different egress
ports. Assuming that routers don’t connect to any shared link, prefixes in each
set will not overlap. ”Longest prefix match” can be converted to ”only prefix
match”.

The contribution of this paper mainly includes two parts. Firstly, we propose
a method to partition prefixes. The method is based on a binary trie. With it,
all prefixes can be divided into several prefix sets where prefixes don’t overlap.
Then we can transform ”longest prefix match ” problem in all prefixes to ”only
prefix match ” problem in several sets. Secondly, we propose a common parallel
lookup framework that is suitable for most lookup algorithms. The framework
performs lookups parallel in several non-overlapping prefix sets. ”Only prefix
match ” in a set can simplify the design of lookup algorithms. If simple binary
search is employed, the framework can achieve O(log22N/B) lookup complexity.

2 Prefix Partition and Parallel Lookups

2.1 A Binary Trie

A binary trie is a tree-based structure that can be used to do ”longest prefix
match”. Fig. 1 shows a simple binary trie. In Fig. 1, ten prefixes (prefix a to j)
are stored in the trie. Gray nodes hold these prefixes. For example, gray node b
represents a bit string ”01000” that is just prefix b.

Nodes with prefixes are called prefix nodes that store routing info, for exam-
ple, all gray nodes in Fig.1. Nodes without prefixes are called non-prefix nodes
that don’t contain routing info, for example, all white nodes in Fig.1.

From the binary trie structure, we can derive its two important attributes:

1. If prefix node n1 is the ancestor of prefix node n2, prefixes represented by n1

and n2 must overlap, for example, node a and c in Fig.1.
2. If prefix p1 and prefix p2 overlap, nodes with p1 and p2 must be the relation

of ancestor to descendant, for example prefix d and g or prefix d and f in
Fig.1.
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Fig. 1. A binary trie

From the above attributes, we can see that the relation of ancestor to de-
scendant between prefix nodes is equivalent to overlapping between prefixes. If
all prefix nodes are partitioned into several sets and any two nodes in each set
aren’t the relation of ancestor to descendant, prefixes represented by nodes in
each set must be non-overlapping. Therefore, we can transform prefix partition
into prefix node partition.

2.2 Prefix Partition

To partition prefix nodes, we introduce a new description parameter for trie
nodes - height.

Definition 1. Height.

For a given node n (prefix node or non-prefix node), there are multi paths from
n to n’s multi descendant leaf nodes. Among these paths, let pmax be the path
containing most prefix nodes. The number of prefix nodes (not including node
n) in pmax is called n’s height.

From Def. 1, we can conclude that the height of all leaf nodes is 0.

Definition 2. Height set h.

A height set h is defined as a set that contains all prefixes whose nodes in the
trie have height h.

We denote height set h by HeightSet(h). h is also called set height. According
to prefix node height, we can partition prefixes in Fig.1 into several following
height sets: HeightSet(0) = {b, c, g, f, h, i, j}; HeightSet(1) ={a,e}; Height-
Set(2)={d}.

With two attributes of a binary trie, we can derive three theorems about
height sets.

Theorem 1. All prefixes in a height set are non-overlapping.
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Theorem 2. For a given IP address, a high set contains only one match prefix
or doesn’t contain any match prefix.

Theorem 3. For a given IP address, HeightSet(i) has one match prefix,
prefixi; HeightSet(j) also has one match prefix, prefixj(i!=j). If i < j, length of
prefixi is longer than length of prefixj. Otherwise, length of prefixi is shorter
than length of prefixj.1

According to Theo.1, a height set is a non-overlapping prefix set. So we can
partition a routing table into several prefix sets with different height. We perform
prefix partition in five real routing tables [9]. And we find two character. First,
the number of height sets is very few. All partitioned routing tables have only
five height sets. Second, height sets are very different in prefix number. The large
difference of prefix number is unbeneficial for parallel lookups in several height
sets. In the latter section, we will discuss and solve this problem.

2.3 Parallel Lookups

We can do parallel lookups in height sets to improve lookup performance. Then
we will transform a ”longest prefix match” lookup in all prefixes into several
”only prefix match” lookups in several height sets.

Parallel lookups have the several following advantages: 1.Parallel lookups
in height sets can increase lookup speed; 2.”Only prefix match ” can simplify
the design of lookup algorithms; 3.Simplified structures can reduce update and
storage complexity.

3 Parallel Routing Lookup Framework

3.1 Architecture

Based on prefix partition, we propose a parallel routing lookup framework (ab-
breviated as PRLF). Fig.2 shows the architecture of PRLF that includes four
parts: dispenser, banks, selector and nexthop mapping table.

The dispenser dispatches a destination IP address to all the banks so that
banks can perform lookups parallel.

A bank takes responsibility for doing ”only prefix match” lookups in its
prefixes. A bank stores a height set. Banks are numbered and the bank with
smaller number stores the height set with lower height. For example, Height-
Set(0) is stored in bank 0, HeightSet(1) in bank 1, HeightSet(2) in bank 2, and
so on. From Section 2.2, real routing tables can be partitioned into at most five
height sets. Hence, only five banks are contained in the architecture. However,
bank number can also be increased.

Besides routing prefixes, a bank should also store forwarding info-(nexthop
IP, egress port). However, in the architecture forwarding info is stored in the
1 Due to limited pages, we will not give the proofs of the above three theorems in this

paper. If you need them, you can mail to us or visit our homepage.
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Fig. 2. PRLF architecture

nexthop mapping table (abbreviated as NMT). A bank only stores indexes of
the NMT entries. This way can reduce memory requirement of banks.

After a bank completes a lookup, it will return a NMT index and send it to
the selector. Then the selector will choose the result from the smallest number
bank as the final lookup result.

The nexthop mapping table (NMT) holds real forwarding info. Each entry
in the NMT stores one pair of (nexthop IP, egress port). According to the entry
index, the NMT can output the corresponding (nexthop IP, egress port).

From the architecture, we can conclude its two traits:

1. Prefixes stored in a bank don’t overlap.
2. For a given IP address, if multi banks contain matching prefixes, the smallest

number bank holds the longest matching prefix.

3.2 Lookup

In the PRLF, a lookup is done as the four following steps:

1. The dispenser dispatches a destination address to all banks.
2. All banks perform lookups in parallel and send lookup results to the selector.
3. From multi NMT indexes, the selector chooses the index from the smallest

bank.
4. According to the chosen index, the NMT output the final forwarding info-

(nexthop IP, egress port).

For example, for a given IP 1.2.3.4 in Fig.2, firstly the dispenser dispatches
1.2.3.4 to all five banks. Secondly, five banks perform lookups. And three banks
contain match prefixes that are marked by gray color, including 1.2.3.0/24 in
bank 0, 1.2.0.0/16 in bank 2 and 1.0.0.0/8 in bank 3. The corresponding NMT
indexes to the there match prefixes are 10, 8 and 12, respectively. These indexes
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are sent to the selector. Thirdly, since bank 0 has the smallest number among
bank 0, bank 2 and bank 3, the selector chooses index 10 from bank 0 as the
final lookup result. Finally, the NMT outputs forwarding info in the 10th entry-
(2.1.1.1, port3).

3.3 Nexthop Mapping Table

To design the NMT, we examine five real routing tables [9] and observe the
number of different forwarding info.

We find that different forwarding info is very few (at most 33 in the five
routing tables). Based on it, the NMT size is chosen as 64 in the PRLF. 6 bits
(26 = 64) can satisfy the storage for the NMT index. Since bank holds lots
of prefixes and corresponding indexes, smaller storage for an index can reduce
bank memory requirement greatly. In addition, an index is transferred between
banks and selector, selector and NMT. A shorter index can also decrease circuit
complexity in hardware.

3.4 Lookup Algorithm in a Bank

Non-overlapping in bank prefixes simplifies the design of lookup algorithms. In
the latter experiment, we apply simple binary search to implement lookups in
a bank. Besides binary search, other most lookup algorithms are also suitable
for the PRLF, such as tries, hash lookup, multiway search [3], etc.

4 Improvement for PRLF

4.1 Balancing Prefixes in Different Banks

In the PRLF, the selector can’t work till all banks finish their lookups. Hence,
parallel lookup speed is entirely determined by the slowest bank. When designing
lookup algorithms in banks, we should guarantee that all banks have close lookup
speed. However, if prefix number has large difference between banks, that will
be difficult. For example, for binary search, lookup complexity is log22N . The
large difference of N can directly results in the large difference of lookup speed.
In addition, for some algorithms (such as tries and hash lookup), their lookup
complexity is independent of N. However, N can indirectly affects lookup speed.
In tries, if N increases, nodes in tries will increase. Average height of tires will
rise correspondingly. That will slow down lookup speed. In hash table, increasing
N can bring more collision. Lookup speed will also be affected.

From the above, we can see the difference in prefix number is unhelpful for
parallel lookups. To solve this problem, we’ll present an efficient method to
balance prefixes in different banks and to reduce the difference in prefix number.

Our method has two objectives: first, balancing prefixes in different banks;
second, keeping the traits of the PRLF. For the second objective, we need ensure
that prefixes in a bank don’t overlap and the bank with the smallest number
holds the longest match prefix. Our method is based on a kind of special prefix
nodes in a binary trie - orphan nodes.
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Definition 3. Orphan node

A leaf node is called as an orphan node, if the path from it to root node doesn’t
contain other prefix nodes except itself.

Obviously the height of an orphan node is zero and all its ancestor nodes are
non-prefix nodes. In addition, since a leaf node must be a prefix node in a binary
trie, an orphan node is also a prefix node.

For example, in Fig.1 node h is just an orphan node.

Definition 4. Orphan set

The orphan set is defined as a set that contains all prefixes whose nodes are
orphan nodes.

We denote the orphan set by OrphanSet. Since the height of an orphan
node is zero, OrphanSet is a part of HeightSet(0). However for OrphanSet’s
particularity, we separate OrphanSet from HeightSet(0). In the latter section, if
not explicitly say, HeightSet(0) won’t include OrphanSet.

In Fig.1, all prefixes can be repartitioned into the following sets: OrphanSet
= {h, i, j}; HeightSet(0)={b, c, g, f}; HeightSet(1)={a, e}; HeightSet(2)={d}.
Theorem 4. The prefix represented by an orphan node doesn’t overlap any other
prefix.1

According to Theorem 4, any prefix in the orphan set doesn’t overlap other
prefixes. So we can make prefix balance in banks with the orphan set.

To prove that orphan set is effective, we examine one routing tables [9]. And
section 6 will show our experiment results.

4.2 Increasing Banks

In Fig. 2 the PRLF has five banks each of which stores a corresponding height
set. To improve parallel lookup performance, we can increase banks and store
a height set with several banks. As bank number increases, prefixes in each bank
will decrease and lookup speed in each bank will be faster. Lookup performance
of the PRLF will also increase correspondingly.

As bank number increases, we can also balance prefixes between banks with
the orphan set. As shown in the latter experiments, this method can reach a per-
fect result. Prefix difference between banks can be kept in a little range.

As bank number is equal to prefix number in a routing table, a bank store
only one prefix. In this case, the PRLF has a similar structure with TCAM.
However, in contrast to TCAM, the advantage of our PRLF is that we can
flexibly adjust bank number to satisfy different lookup speed, cost, consumption
and density.
1 Due to limited pages, we will not give the proof of this theorem in this paper. If you

need them, you can mail to us or visit our homepage.
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4.3 Scalability

Although the PRLF is proposed based on IPv4, it can scale to IPv6 easily.
However, the PRLF need make some adjustments in the following aspects.

1. Bank number. In IPv6 routing tables, prefixes will be more than IPv4. The
number of height sets will increase. Therefore, banks holding height sets
should also increase.

2. NMT. Since IPv6 address is 128 bits, the storage for one entry should be
enlarged. In a router, if port number doesn’t increase, the number of different
forwarding info in a routing table will not be changed. Therefore, even for
IPv6, 64 entries are enough for the NMT.

5 Routing Update

In the PRLF, a routing update can be divided into two parts: update for the
NMT and update for bank prefixes. The update for the NMT mainly includes
adding or deleting forwarding info. Note that multi routes may be associated
with the same forwarding info. We need a reference count to remember the
number of multi routes. Only if the count is 0, we can delete this forwarding info
from the NMT.

Prefixes in banks are constrained by their node’s height. In a bank, if a prefix
is added or deleted, the height of multi prefixes may be changed. In other banks,
some prefixes should be added or deleted correspondingly.

6 Performance Analysis

6.1 Balancing Banks

We choose one real routing tables - mae-east [9]. We partition them into five
height sets and an orphan set. Then with the orphan set, we balance prefixes in
different banks. Two bank number are chosen, B=5 and B=10. As B=5, a bank
holds a height set. As B=10, we determines the number of banks holding a height
set with prefix number in different height sets. In this routing table, HeightSet(0)
is stored with 5 banks, HeightSet(1) with 2 banks, other height sets with 1 bank
respectively.

In Fig.3, black bars presents prefix number in non-balanced banks; gray bars
denotes the number in balanced banks. As B=5, prefix difference between non-
balanced banks are very large. Maximum bank contains tens of thousands pre-
fixes and minimum bank only has less than 5 prefixes. After balancing, difference
is reduced greatly. Prefix number in bank 1 to bank 4 are very close. However,
prefixes between bank 0 and other four banks have still rather difference. The
reason for that is prefixes in HeightSet(0) take more than 20% of all prefixes.
Therefore, even though balanced, the difference still exists. For B=10, before
balanced, prefix number in multi banks for the same height set is very close.
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Fig. 3. Mae-east routing table

However, it has a great gap between banks for different height sets. After bal-
anced, the gap is entirely eliminated so that maximum difference between two
banks is less than or equal to 1. The reason is that we use five banks (1/2 of total
banks) to hold HeightSet(0). Although prefixes in HeightSet(0) are quite a few,
it doesn’t reach 1/2 of total prefixes yet. Hence, the orphan set can entirely
eliminate prefix difference between banks.

6.2 Lookup Performance

With the PRLF, we can increase lookup speed of algorithms. In this experiment,
we test lookup performance of parallel binary search. Our hardware platform is
a PC with PIII 933M CPU and 256M SDRAM. Five real routing tables [9] are
adopted.

To simulate a parallel lookup, we perform a lookup in each bank indepen-
dently. Then a slowest bank is chosen and its lookup time is regarded as parallel
lookup time.

For destination addresses, we generate 500 IPv4 addresses randomly. For each
address, we will perform 1000 lookups and get the average lookup time. Tab.1
shows total lookup time for 500 addresses in different routing tables. Note that
time unit is ms.

Without the PRLF, a lookup is ”longest prefix match”. Binary search cannot
be directly applied. Hence, we adopt binary search on intervals [3]. From Tab. 1,

Table 1. Lookup time for 500 addresses

Routing table Mae-east Mae-west Aads Paix Pb

Prefix number 22443 33953 30716 16880 42348

Binary search on intervals 8.231 8.562 8.395 8.162 9.454

Parallel binary search (B=5) 7.321 7.341 7.330 7.261 7.921

Parallel binary search (B=10) 6.790 6.800 6.795 6.279 7.331

Parallel binary search (B=500) 3.710 4.220 3.766 3.705 4.456
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we can see the PRLF can improve lookup performance. And as B (bank number)
increases, lookup speed becomes faster. For B=500, comparing parallel binary
search with binary search on intervals, lookup performance is increased by more
than 100%.

As known, binary search isn’t a very fast algorithm although it is simple. If
more efficient algorithms are adopted (such as hash lookup, tries and multiway
search), we will get much better lookup performance. However, the discussion
about these algorithms goes beyond this paper.

7 Conclusion

”Longest prefix match” makes routing lookup difficult. In this paper, we pro-
posed a common framework - PRLF. It can be suitable for most lookup algo-
rithms. For binary search, PRLF can reach log2(2N/B) lookup complexity.

TCAM is a popular device to implement fast lookups. As bank number is
big enough, the PRLF can have a similar structure and lookup performance
with TCAM. However, in contrast to TCAM, the PRLF is more flexible and can
achieve different lookup performance, cost, and power consumption by adjusting
bank number.

For future work, we plan to do two things: first, implementing more efficient
algorithms than binary search; second, implementing the PRLF with hardware.
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Abstract. Connection Admission Control(CAC) and network resource
allocation are important problems in the design and control of high-speed
communication networks. The problems become very complex when com-
bined with Quality of Service(QoS) guarantee for traffic with different
characteristics. CAC and network resource allocation are real-time traffic
control procedures. Processing load should be minimized to reduce delay.
At the same time, network resources should be utilized efficiently to ac-
commodate more users. However, reducing processing load and obtaining
high network resource efficiency has been considered to be contradictory
matter. In addition, a research on CAC and resource allocation scheme,
which considers multiple QoS criteria – loss and delay – simultaneously
has not been adequately done. We propose an improved effective band-
width/buffer calculation method based on a new channel/buffer separa-
tion analysis scheme. We show that our method based on effective band-
width and effective buffer can achieve high network resource efficiency
with reduced processing load. Moreover, we show that our scheme allows
for simultaneous consideration of multiple QoS criteria, loss and delay.

1 Introduction

Guarantee of QoS in high-speed communication networks is one of the most
challenging issues. CAC and network resource allocation are key mechanisms to
provide QoS guarantee. CAC determines “whether” a new connection can be
accepted or not based on existing connections and network resources [9],[14]. In
other words, CAC determines whether sufficient bandwidth is available to satisfy
required QoS at the connection setup time. On the other hand, the network re-
source allocation scheme decides “how” to accept incoming connection requests
[1,6,8,10,15]. For statistical QoS guarantee, it is necessary to know how much
additional bandwidth needs to be reserved for a new connection. However, there
exists complex problems to provide such functions. In high-speed communication
network architectures, several classes of traffic streams with widely varying traf-
fic characteristics are statistically multiplexed and share common transmission
resources. Because of the differences in the statistical behavior of connections,
the problems of CAC and network resource allocation create difficulties which
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are very different from the ones present in traditional circuit-switched networks.
Because all connections are statistically multiplexed at the physical layer and
the bit rate of connections is varied, a challenging problem is to characterize,
as a function of the desired QoS, the network resource requirements. Another
major problem is to provide these traffic control functions in real-time, upon the
arrival of a new connection. The corresponding procedures must be computa-
tionally simple enough so their overall complexity is consistent with real-time
requirements. One more thing that has not been adequately studied so far in
CAC and resource allocation is considering multiple QoS criteria simultaneously.
With the rapid growth of network users, current network traffic has diverse QoS
demands. Most traffic has multiple QoS demands such as delay and loss level.
We consider two QoS criteria, loss and delay. Even though packet delay in the
network can be expressed as the sum of the processing, queuing, transmission,
and propagation delays, we will focus on queuing delay in this paper.

This paper is organized as follows. In section 2, we briefly explain about
previous works on CAC and resource allocation. In section 3, we propose a new
system analysis scheme based on virtual channel/buffer and present a loss prob-
ability calculation method for a multiplexing system. In section 4, we propose
new effective bandwidth/buffer calculation method for a multiplexing system
that allows for efficient CAC, network resource allocation, simultation consid-
eration of multiple QoS requirement. In In section 5, we perform a numerical
study to verify the adequacy of our proposal. Finally, in section 6, we conclude
the paper.

2 Previous Works

To date, many CAC and network resource allocation schemes have been pro-
posed [1-8],[10-13],[15,16]. Each of the many methods proposed so far has its
own strengths and weaknesses. Here, they can be classified from several different
standpoints to provide insights for choosing the most fitting method.

The first basis is whether it is a deterministic or a stochastic scheme. Deter-
ministic admission control uses a source’s peak rate. If the sum of a requestor’s
peak rate is less than the channel capacity, it accepts the request. However, if
the sum of rates exceeds the channel capacity, it rejects the resource request.
Even though the scheme is pretty simple, it underutilizes the network resources
because a source does not send packets in peak rate constantly. The average rate
may be far less than the peak rate. On the other hand, the stochastic scheme
is based on statistical behavior of network traffic. Effective bandwidth concept
is often used for a stochastic CAC and resource allocation. Effective bandwidth
satisfies the given QoS such as loss probability with minimum amount of band-
width. Stochastic allocation makes economic sense when dealing with bursty
sources, but it is difficult to carry out effectively because it is a CPU-intensive
job requiring high processing load.

The second basis for classification is whether the buffering effect is taken
into account in evaluating performance level or not. If the buffering effect is
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not considered, CAC and resource allocation function could simply be made by
allocating required amount of resources to the connections. A new connection
will be accepted if the sum of the required rate of all existing connections and
required rate of a new connection is less than the capacity of the link. However,
under that scheme, network resources cannot be utilized efficiently because they
ignore the buffering effect. On the other hand, if the buffering effect is considered,
we need to model the queuing process. A queue will build up in the buffer as
long as the total arrival rate exceeds the link capacity. When the queue length
reaches buffer capacity, packet loss occurs. A strength of this method is that it
can achieve high resource efficiency. However, it requires a considerable amount
of processing power.

As we can see in the above classfication, there exists common tension between
achieving resource efficiency and reducing processing load. In addition, previous
work does not consider simultaneous satisfaction of multiple QoS criteria, loss
and delay. Packet loss probability can be reduced by increasing delay. If we don’t
consider loss probability and delay simultaneously, multimedia traffic could suf-
fer long delay satisfying only loss probability level, which is meaningless for most
real-time application. In addition, existing scheme does not consider security as-
pect in CAC and resource allocation. In this paper, we use a stochastic scheme
and consider the buffering effect to increase resource efficiency. Furthermore, to
address the high processing load problem, take security into consideration and
achieve simultaneous satisfaction of multiple QoS criteria, we propose a new sys-
tem analysis scheme based on a virtual buffer and channel system[6]. Based on
this new analysis scheme, we propose a new effective bandwidth/buffer calcu-
lation method which results in efficient CAC and bandwidth/buffer allocation
with light processing load satisfying multiple QoS criteria simultaneously.

3 Loss Probability Calculation for a Multiplexing System

We propose a new channel/buffer separation analysis scheme based on virtual
channel/buffer system. It begins with the characterization of the ith connection
of class i by stationary random arrival process ai that represents instantaneous
loads. We assume the statistical independence of traffic sources. We can split the
traffic process ai(t) into two separate processes of ui(t) and vi(t) representing
respectively, the bandwidth requirement and buffer requirement at time t. Its
relation can be expressed as the following equation.

ai(t) = ui(t) + v′i(t) (1)

Throughout this paper, ui and vi are defined as two random variables that
represent, respectively, the instantaneous bandwidth requirement and buffer re-
quirement of source i at a random time t. In addition, we assume ui and vi,
1 ≤ i ≤ I, are mutually independent.

By obtaining buffer requirement and bandwidth requirement, virtual chan-
nel/buffer system can be obtained as in Fig.1. This separation makes it possible
to separate a system into two independent systems, virtual channel system and
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virtual buffer system. Consequently, complicated calculation of loss probability
of one buffered model can be converted into two simple independent models.
A loss probability event occurs when all of the two resources, virtual channel
and virtual buffer, are exhausted simultaneously. Consequently, we can calcu-
late loss probability by the product of two independent events, the virtual buffer
overflow probability event and the virtual channel overflow probability event as
follows.

Ploss ≈ Pr{
I∑

i=1

Kiui > C}Pr{
I∑

i=1

Kivi > B} (2)

where Ki, is number of each class i. Using Chernoff’s bound,

Ploss ≤ eF̃K(s)eF̂K(s) (3)

where,

F̃K(s) =
I∑

i=1

Ki log M̃i(s) − sC (4)

F̂K(s) =
I∑

i=1

Ki log M̂i(s) − sB (5)

where, M̃i(s), M̂i(s) is moment generating function of ui and vi, respectively.
Based on large deviation approximation, we can approximate loss probabilty

as follows.
Ploss ≈ inf

s≥0
{eF̃K(s)} inf

s≥0
{eF̂K(s)} (6)

Loss probability calculation becomes simple(low processing load) and accu-
rate(high resource efficiency) using our scheme, which make it possible to be
used for traffic control.
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4 Effective Bandwidth and Effective Buffer
for a Multiplexing System

In this section, we propose effective bandwidth and effective buffer calculation
scheme based on the system analysis method proposed in the previous section. So
far, the proposed effective bandwidth concept has been considered to be the best
CAC and resource allocation scheme. Under the effective bandwidth approach,
the amount of bandwidth required by a connection is estimated individually by
the answer to the following question – What should the service rate for a link
with buffer capacity be to achieve a declared QoS if a connection is input to this
link? Here, we propose an effective bandwidth and effective buffer calculation
scheme, which answers the following question. What should the service rate
and buffer capacity be for a link to achieve a declared QoS if the connection is
input to this link? By answering this question, the amount of bandwidth and
buffer required to satisfy multiple QoS criteria, loss and delay, by a connection
is estimated individually. The constraint on loss probability, L, will be satisfied
if,

Ploss ≈ inf
s≥0

{eF̃K(s)} inf
s≥0

{eF̂K(s)} ≤ L (7)

In other words, it can be expressed as follows.

inf
s≥0

{F̃K(s)} inf
s≥0

{F̂K(s)} ≤ log L (8)

Here, we can consider various combinations. We select constraints as follows.

inf
s≥0

{F̃K(s)} = Lc (9)

inf
s≥0

{F̂K(s)} = Lb (10)

where,
Lc + Lb = log L (11)

For lossless multiplexing, ui and vi that satisfies relation Eq.(1) should be
selected for the moment generating function of log M̃i(s) and log M̂i(s) respec-
tively. For statistical multiplexing, smaller values than ui and vi should be se-
lected for statistical multiplexing gain. On the other hand, when delay criterion
is added, the ratio of ui to vi should be determined depending on delay con-
straint. That is, larger ui and smaller vi should be selected for stringent delay
constraint.

Now, we use the value (ui, vi) and (Lc,Lb) to define effective bandwidth
and effective buffer, respectively. That is, effective bandwidth is defined as the
amount of bandwidth that satisfies the constraint of Lc and effective buffer is
defined as the amount of buffer that satisfies the constraint of Lb. Effective
bandwidth and effective buffer are in a trade-off relation as shown in Eq.(1) and
Eq.(11). This trade-off relation between effective bandwidth and effective buffer
makes it possible to consider multiple QoS criteria simultaneously for CAC and
resource allocation.



Admission Control and Resource Allocation 631

With the constraint of (Lc, Lb), Eq.(8) can be expressed as the following.

inf
s≥0

{
I∑

i=1

Ki log M̃i(s)− sC}+

inf
s≥0

{
I∑

i=1

Ki log M̂i(s) − sB} ≤ Lc + Lb (12)

Where, M̃i(s) is the moment generating function of ui and M̂i(s) is the mo-
ment generating function of vi. The tangent plane at a point K̇ on the boundary
of the region is,

I∑
i=1

Ki log M̃i(ṡ)− ṡC+

I∑
i=1

Ki log M̂i(s̈) − s̈B = Lc + Lb (13)

where ṡ and s̈ attains the infimum in (15) with K replaced by K̇. One of the
choice for the above condition is,

I∑
i=1

Ki log M̃i(ṡ)− ṡC = Lc (14)

I∑
i=1

Ki log M̂i(s̈) − s̈B = Lb (15)

It can also be expressed as the following.

I∑
i=1

Kiei = C (16)

I∑
i=1

Kibi = B (17)

where ei is effective bandwidth and bi is effective buffer.

ei =
log M̃i(ṡ)
ṡ + Lc/C

(18)

bi =
log M̂i(s̈)
s̈ + Lb/B

(19)

Consequently, when, loss and delay QoS criteria are given, the following two
conditions should be satisfied.
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I∑
i=1

Kiei ≤ C and
I∑

i=1

Kibi ≤ B (20)

In above equation, loss probability can be guaranteed by selecting (Lc, Lb)
that satisfy the relation of Eq.(11) and and consequent effective bandwidth ei

and effective buffer bi. In addition, delay constraint can be guaranteed by select-
ing proper combination of (ui, vi), (Lc, Lb) and consequent ei and bi to satisfy
given delay constraint. The trade-off relationship between (ui, vi), (Lc, Lb) and
consequent ei and bi makes it possible to consider multiple QoS criteria, loss and
delay. More specifically, satisfying Eq.(20) guarantees that the following loss and
workload(virtual delay in the buffer) requirement of connection i will be satisfied.

P i
loss ≤ L (21)
Wi ≤ bi (22)

On the other hand, when there is only loss criterion, we can induce the
following equation, By summing up Eq.(16), and Eq.(17), we can approximate,

I∑
i=1

Kiei +
I∑

i=1

Kibi ≈ B + C (23)

Accordingly, by satisfying following condition, we can meet loss QoS requirement.

I∑
i=1

Ki(ei + bi) ≤ B + C (24)

5 Numerical Study

We present numerical results in this section to verify the adequacy of the pro-
posed method by comparing analysis results and simuation results and show
how our method can be used for system design. We consider a multiplexing
system with single class and multiple connections. Each connection is regulated
by a leaky bucket regulator. We prepare a node that has a total amount of
bandwidth C and buffer space B, shared by the sources.

To exploit the bursty nature of traffic sources regulated by leaky buckets,
we assume that the regulated sources are extremal on-off periodic processes
after going through leaky bucket regulators. On-off periodic source represents
uncompressed audio/video traffic and an extremal on-off periodic source is one
which, when active, generates data at the peak rate P until the depletion of its
token bucket. It then stays inactive until the token bucket is completely filled
again. Such processes account for the worst-case statistical behavior in the sense
that they maximize the average loss rate. Note that our scheme can be generally
applied to other traffic models such as on-off model Pareto distribution which has
heavy-tailed distribution. Ton is the maximal time that a regulated source can
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Fig. 2. Process for virtual channel

send traffic at the peak rate P . This happens when the leaky bucket is full with
σ amount of tokens. Toff is the time to fill an empty buffer with the token rate
ρ. This process is appropriate for our analsis because it represents congestion
status well and one of the ultimate goals of CAC and resource allocation is to
prevent congestion. Assume that traffic sources are grouped into I classes and
for 1 ≤ i ≤ I, there are Ki sources of class i. Each source of class i, is an extremal
on-off periodic process with leaky bucket parameters (ρi, σi, Pi) where ρi is token
generation rate, σi is token bucket size and Pi is peak rate. As explained in the
above section, loss probability can be estimated using the Chernoff bound. The
moment generating function for the process of virtual channel(Fig.2) can be
obtained as follows.

M̃i(s) = 1 − ωi + ωie
sci (25)

In this equation, ωi is the probability for each state, which is ρi/ci. We set vi

as on-off process requiring maximum buffer size, qi, for conservativeness and
computational simplicity. Then, the moment generating function for the process
of virtual buffer(Fig.3) is expressed in the same way.

M̂i(s) = 1 − ωi + ωie
sqi (26)

We set 45Mbps of C and 1000 cells of B. Q, 250 Cells, is the amount of
data generated during period Ton. In the above equation, ci and qi is selected
among combinations satisfying Eq.(1). Don is the time cycle that the buffer is
not empty.

Then, we can obtain the number of admissible sources(K) for a given QoS
criterion(loss probability) as shown in table 1. That is, to satisfy each loss prob-
ability, maximum number of K sources can be admitted. . The significance of
above result is that our analysis scheme is fairly close to simulation results(
less than 6 percent difference). In addition, it shows conservativeness which is
desirable to give a definit QoS guarantee.

Effective bandwidth and effective buffer can be obtained easily using calcu-
lation method[Eq.(18), Eq.(19)] outlined in section V. Effective bandwidth and
effective buffer make it possible to consider multiple QoS criteria( loss and delay
) simultaneously. In Fig.4., we show different combination of effective bandwidth
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Table 1. Comparison with simulation

Loss Prob. K( By simulation) K( By analysis )

2.2 × 10−8 150 143
1.7 × 10−7 160 151
1.3 × 10−6 170 164
6 × 10−6 180 171
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Fig. 4. Effective bandwidth(e) vs. effective buffer(b)

and effective buffer for a single source satisfying the same loss probability con-
traint of 10−7. Now, for stringent delay constraint, larger effective bandwidth is
needed. In contrast, smaller effective bandwidth is required for the traffic with
loose delay constraint. This trade-off allocation can be utilized using our scheme
to satisfy diverse QoS demands of current networks.
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6 Conclusion

In this paper, we proposed a new system analysis scheme based on virtual chan-
nel/buffer. Comparison between analysis result and simulation result showed
that our scheme accurately estimates simulation network. We made the following
major contributions in this paper. (1)We proposed new system analysis scheme
based on virtual channel/buffer. We calculated loss probability as the product of
two independent probability events – virtual channel overflow probability event
and virtual buffer overflow probability event.Our system analysis method al-
lows efficient and computationally light traffic control. (2) Based on our analysis
scheme, we calculated effective bandwidth and effective buffer, which gives useful
information for CAC and network resources (bandwidth and buffer) allocation.
Our calculation allows for high resource efficiency with light processing load.
(3)Our scheme has merit that allows for simultaneous consideration of multiple
QoS criteria – loss and delay.
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of Switches with a Configuration Overhead
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Abstract. Optical switching cores are fast gaining importance for de-
ployment in internet switches/routers. The reconfiguration of these
switches requires a large timely switching overhead. The design of ef-
ficient algorithms that take into account the configuration overhead has
been widely researched. However, all previous research solely focuses on
switching algorithms that optimize the performance features of a single
switch with configuration overhead. This paper is the first which designs
classes of switching policies for a network of switches with a configuration
overhead that guarantee the stability of the network. We also show that
networks of switches with configuration overhead are stable if different
classes of policies are deployed at different switches simultaneously.

1 Introduction

The introduction of new optical transmission technologies such as Dense Wave-
length Division Multiplexing (DWDM) have dramatically increased the trans-
mission capacity of optical fibers. As a consequence, there is a need for switches
and routers that work at or above the speed of the high-speed optical links
connecting them.

Today, most high-performance routers/switches use an electronic core that
deploys a Virtual Output Queueing Scheme and a crossbar switching core. It
is not expected that electronic switches will be able to meet the performance
requirements imposed by future optical transmission capacities. Thus, optical
switching cores have increasingly gained importance. At this time, it is nei-
ther possible to buffer packets in the optical domain nor to evaluate the packet
header in the optical domain. Therefore, most researchers ([7, 12])) propose hy-
brid electronic-optical architectures: Packets that arrive on optical input links
are converted into an electric signal. The header evaluation and the eventual
buffering are performed in the electronic domain. In order to forward the packet
through the optical switching core, the packet is reconverted into the optical do-
main and sent through the switch. If the switch uses output buffers, the packet
is again reconverted into electronics at the output, buffered electronically, and
reconverted into optics when it leaves the switch. Obviously, it is desirable to find
ways to perform the header evaluation and buffering in the optical domain in
order to save the numerous electronic-optical and optical-electronic conversions.

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 637–647, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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The MEMS technology is a favorite candidate for an optical switching core
([6, 13]). Compared to electronic switches, that reconfigure themselves in few
nanoseconds or less, the reconfiguration time of a MEMS based switch is typi-
cally quoted as being between 1 and 10 ms. Depending on the link speed, these
switches take up to 20,000 cell times to reconfigure. This long reconfiguration
time introduces large packet delays and requires scheduling algorithms that take
this configuration overhead into account and optimize the delay and loss char-
acteristics of the resulting schedule.

Recently, various researchers have proposed different scheduling algorithms
for switches for a configuration overhead. Two approaches can be distinguished:
In the Timeslot Assignment based approach ([9, 10, 15]), incoming traffic is
accumulated during a predefined accumulation period. During each cycle, the
arriving traffic is buffered in an N×N traffic matrix. Using different algorithms,
the traffic matrix is decomposed into permutation matrices that determine the
configurations of the switch. The Single Scheduling approach ([10, 11]) can be
considered as a slow version of scheduling algorithms for switches without con-
figuration overhead. Similar to packet-based based scheduling ([14]), a schedule
is generated and maintained for several timeslots. Most approaches require the
switching core to work at a speedup S > 1 compared to the linkspeed.

Previous research on scheduling algorithms for switches with configuration
overhead has investigated scheduling algorithms that optimize the performance
features stability and delay for a single switch. So far, no research on scheduling
algorithms that stabilize networks of switches with a configuration overhead
has been performed. For switches without configuration overhead, it has been
shown in [3] for the example of a maximum weight matching algorithm ([7])
that scheduling algorithms that guarantee the stability of individual switches
do not necessarily guarantee the stability of networks of switches. Following the
argument in [3], it can be shown that the Single Scheduling LQF + holding
algorithm proposed in [10] can lead to instabilities in a network of switches with
configuration overhead.

For switches without configuration overhead, in [2] and [3], local scheduling
algorithms that stabilize networks of switches, but require signaling traffic be-
tween adjacent switches have been proposed. Only recently, in [1] a scheduling
algorithm has been proposed that does not require signaling traffic, but stabi-
lizes a network of switches. This algorithm requires non-local information to be
transported in the packet header.

This paper is the first effort to investigate local scheduling algorithms for
networks of input-queued switches with a configuration overhead that stabilize
the entire network.

The rest of the paper is organized as follows. In the next section, we develop
a model for a network of switches. In section 3, we define local scheduling poli-
cies and prove the stability of networks that deploy any of those policies at all
switches. In section 4, we prove that networks of switches that deploy different
classes of these policies simultaneously at different switches of the network are
stable as well. We conclude in section 5.
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2 Terminology and Model

2.1 Model of a Network of Queues

In this section, we follow an approach in [1] to describe our model of a queue-
ing system. We assume a system of J physical queues q̃j , 1 ≤ j ≤ J of infinite
capacity. Each physical queue consists of one or more logical queues, where
each logical queue corresponds to a certain class of customers within the phys-
ical queue. Whenever a packet moves from one physical queue to another, it
changes class and therefore also changes logical queue. We denote a logical
queue by qk, 1 ≤ k ≤ K, where K ≥ J. A packet enters the network via an
edge switch, travels through a number of switches and leaves the network via
another edge switch. We define a function L(k) = j that defines the physical
queue q̃j at which packets belonging to the logical queue qk are buffered. The
inverse function L−1(j) returns the logical queues qk that belong to the physical
queue q̃j .

Throughout this paper, the time t is described via a discrete, slotted time
model. Packets are supposed to be of fixed size and a timeslot is the time needed
by a packet to arrive completely at an input link.

We define a row vector Xn = (x1
n, ..., xK

n ), where the k-th vector xk
n represents

the number of packets buffered in the logical queue qk in the n-th timeslot. We
define En = (e1

n, ..., eK
n ), where ek

n equals the number of arrivals at the logical
queue qk in the n-th timeslot. Analogously, we define Dn = (d1

n, ..., dK
n ), where dk

n

expresses the number of departed packets from qk in the n-th timeslot. Thus,
we can describe the dynamics of the system as follows:

Xn+1 = Xn + En −Dn. (1)

Packets that arrive at a logical queue qk either arrive from outside the system
or are forwarded from a queue within the system. Thus, we can write:

En = An + Tn,

where An = (a1
n, ..., aK

n ) denotes the arrivals from outside the system and Tn =
(t1n, ..., tKn ) denotes the arrivals from inside the system.

We define a routing matrix R = [ri,j ], 1 ≤ i, j ≤ K, where ri,j is the fraction
of customers that depart from the logical queue qi and are destined for the logical
queue qj . Assuming a deterministic routing policy, there holds, ri,j ∈ {0, 1},∑
1≤i<K

ri,j < 1,
∑

1≤j≤K

ri,j ≤ 1. We set ri,j �= 0, if qj follows qi along the route.

Noting that Tn = DnR and writing I for the identity diagonal matrix, we find

Xn+1 = Xn + An −Dn(I −R). (2)

We assume that the external arrival processes are stationary and satisfy the
Strong Law of Large Numbers. Thus,

lim
n→∞

n∑
i=1

Ai

n
= Λ w.p.1, (3)
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where E[An] = Λ = (λ1, .., λK) , ∀n ≥ 11. Noting that (I−R)−1 = I+R+R2+...,
we find that the average workload W = (w1, ..., wK) at the logical queues qk is
given by W = Λ(I −R)−1.

Finally, we give a stability criteria for a network of queues as proposed in [2].

Definition 1: A system of queues is rate stable if

lim
n−→∞

Xn

n
= lim

n−→∞
1
n

n−1∑
i=0

(Ei −Di) = 0 w.p.1.

A necessary condition for the rate stability of a system of queues is that the
average number of packets that arrive at any physical queue q̃j during a timeslot
is less than 1. We formalize this criteria as follows:

Definition 2: For a vector Z ∈ R
K , Z = (z1, .., zK), and the function L−1(k)

as defined in this subsection, we set:

||Z||maxL = max
j=1,..,J

⎧⎨⎩ ∑
k∈L−1(j)

zk

⎫⎬⎭ . (4)

The necessary condition for rate stability can now be formalized as follows:

||W ||maxL < 1. (5)

2.2 Model of a Network of Switches

In this section, we apply the terminology of the previous section to a network of
switches. We assume that the switching core is an N ×N input-queued or com-
bined input/output-queued (IQ/CIOQ) switch that deploys a Virtual Output
Queue buffer structure ([7]. A network of IQ/CIOQ switches can be conceived
as a queueing system as defined in the previous section where the virtual out-
put queues are considered as the physical queues. In this model, we neglect the
output queues of the switches because instability can only occur at the Virtual
Output Queues (see [1]).

We say that packets that enter the network via the input of a given switch
and leave the network via the output of a given switch belong to the same flow.
Packets belonging to the same flow travel through the same sequence of physical
queues and are mapped to the same logical queues at each physical queue, i.e.,
a flow can be mapped biunivocally to a series of logical queues.

We assume that each logical queue behaves as a FIFO queue and assume
a per-flow scheduling scheme. It has been shown in [1] how stability results for
per-flow scheduling schemes can be used to design less complex and stable per-
virtual output queue schemes.
1 Throughout the paper, we abbreviate ”with probability 1” by ”w.p.1.”
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The network consists of B switches and each switch has Nb, 1 ≤ b ≤ B,
inputs and outputs. If the total number of flows in the system is C, we do
not have more than N2

b physical queues and CN2
b logical queues at switch b.

We can model the whole network of switches as a system of
∑

1≤b≤B

CN2
b logical

queues. For the sake of simplicity, we suppose that Nb = N, 1 ≤ b ≤ B and set
K = CN2B. Finally, we define QI(b, i) as the set of indexes corresponding to the
logical queues at the i-th input of the b-switch. Analogously, QO(b, i) denotes the
set of indexes corresponding to the logical queues directed to the i-th output of
the b-switch. We use these definitions to adapt the norm ||Z||maxL to a network
of switches:

Definition 3: Given a vector Z ∈ R
K , Z = {zk, k = CN2b+CNi+Cj + l, 0 ≤

b < B, 0 ≤ i, j < N, 0 ≤ l < C, the norm ||Z||IO is defined as follows:

||Z||IO = max
b=1,..,B
i=1,..,N

⎧⎨⎩ ∑
m∈QI (b,i)

|zm| ,
∑

m∈QO(b,i)

|zm|
⎫⎬⎭ .

As we assume a deterministic routing policy, the necessary condition for rate
stability given in (5) can be written for a network of switches as follows:

Definition 4: For a network of IQ/CIOQ switches, a traffic and routing pat-
tern W is admissible if and only if:

||W ||IO = ||Λ(I −R)−1|| < 1. (6)

In the rest of this paper, we will only consider traffic and routing patterns
that satisfy the condition (6). We will say that a network which is rate stable
under condition (6) achieves 100% throughput.

3 Local Scheduling Policies

3.1 Weight Function

All scheduling policies introduced in this paper are matching policies. Any
matching policy is defined relative to a specific weight. For the definition of
the weights, we will make use of a family of real positive functions fk(x) : N →
R, 1 ≤ k ≤ K, that satisfy the following property:

lim
n→∞

fk(n)
n

=
1

wk
w.p.1. (7)

We define d
k
(n) =

∑
m≤n

dk
m as the cumulative number of services at queue qk up

to time n. We define the weights of the queues qks at time n by

φk
n = n− fk(d

k
(n)) Φn = (φ1

n, .., φK
n ). (8)
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In [2], an example for fk(n) is given. The cumulative function of external ar-
rivals for the logical queue qk is given by ak(n) =

∑
m≤n

ak
m. The inverse function

[ak]−1(p) maps the packet number p to the arrival slot. Setting fk(p) = [ak]−1(p),
the weight φk

n = n− [ak]−1(p) denotes the time the packet has already spent in
the network. At its departure time n, the age of the p-th packet is n− [ak]−1(d

k

n).

3.2 The Fluid Methodology

The main proof of this section will make use of the fluid methodology as intro-
duced in [4, 5]. As in [1], we consider an extension of the fluid model to a network
of switches. First, we define three vectors: X(t) = (X1,1(t), ..., XN,N(t)) de-
notes the number of packets in the V OQs at time t, D = (D1,1(t), ..., DN,N(t))
denotes the number of packet departures from the V OQs until time t and
A = (A1,1(t), ..., AN,N(t)) denotes the number of packet arrivals at the V OQs
until time t. We define Π = {π} as the set of all possible network-wide match-
ings and denote a specific scheduling algorithm by S. For all π ∈ Π, we denote
by T S

π (t) the cumulative amount of time that the matching π has been used up
to time t by the algorithm S. Obviously, T S

π (0) = 0 ∀π ∈ Π. Using (2), we obtain
the fluid equations of the system as follows:

X(t) = X(0) + Λt−D(t)(I −R), (9)

D(t) =
∑
π∈Π

πT S
π (t), (10)∑

π∈Π

T S
π (t) = t. (11)

The first two equations model the evolution of the logical queues, whereas the
third counts the total number of departures from the V OQs. The third equation
reflects the fact that in each timeslot, each input is connected to some output.

3.3 Maximum Weight Matching Policies

In this section, we define a class of maximum weight matching policies that
guarantee the stability of a network of IQ/CIOQ switches with configuration
overhead. We introduce a set of functions G as follows:

Definition A real function F is said to belong to the set G if

a) Ḟ(x) exists for all x > 0.
b) F and Ḟ(x) are strictly monotonically increasing, non-negative and F(′) = ′,

Ḟ(0) = 0.
c) Ḟ satisfies a Lipschitz condition: ∃CF s.t. |Ḟ(x)− Ḟ(y)| ≤ CF |x− y|, ∀x, y ∈

R.
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Fig. 1. Operation mode of the MWMF
c algorithm

Using the fluid methodology, we define a function Φ(t) based on the definition
of the function Φn in (8). We set

F(Φ(t)) =
K∑

k=1

F(φk(t)).

We define Γ = [γ(i,j)] as the diagonal matrix with γ(k,k) = wk, and let Γ−1

be the inverse of Γ. Further, we write the scalar product for two vectors v1 and v2

as 〈v1, v2〉 = v1v
T
2 . Following an idea in [1], we first define a scheduling policy

for input-queued switches without configuration overhead. For every function
F ∈ G, we define a scheduling algorithm MWMF as follows. At each time t, the
scheduling algorithm MWMF chooses the schedule πF which is defined as:

πF (t) = arg max
π

{
〈π, Ḟ(φ(t))〉

}
. (12)

For fixed F , we denote the value of the matching achieved by MWMF as M(t) =
〈πF (t), Ḟ(φ(t))〉. Using this terminology, we now define a class of scheduling
policies MWMF

c for switches with configuration overhead. As shown in fig. 1,
a switch operates in cycles of constant length. Each cycle consists of a configu-
ration phase of length za-timeslots, during which the switch is reconfigured and
no packets are forwarded, and a forwarding phase of length zb timelslots, during
which the switch configuration remains unchanged and packets are forwarded.
Scheduling decisions are made according to the policy MWMF at instants tn,
where tn+1 − tn = za + zb. The chosen schedule πF (tn) is kept constant during
the interval [tn + za, tn+1[. We set

Mc(t) = 〈πF (tn), Ḟ(φ(t))〉 for t ∈ [tn, tn+1[. (13)

Now, we can formulate the main result of this section:

Theorem 1. For any function F ∈ G, a network of IQ/CIOQ switches with
configuration overhead that implements a MWMF

c −policy, in which the weight
φk

n of queue qk at time n is defined as in (8) , and which deploys a speedup
S ≥

⌈
za+zb

zb

⌉
achieves 100% throughput.
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3.4 Proof of Theorem 1

Before proving the theorem, we introduce the notion of a MWMF
m schedul-

ing policy for switches without configuration overhead. We define the MWMF
m

scheduling policy as the scheduling policy that applies an m − timeslots old
matching of the MWMF scheduling policy to configure the switch: If we set
πF

m(t) = πF (t − m), then the MWMF
m policy calculates the match: Mm(t) =

〈πF
m(t), Ḟ(Φ(t))〉. We set Πm,F(t) = {π′

: 〈π′
, Ḟ(Φ(t))〉 = max

π
〈π, Ḟ(φ(t−m))〉},

and follow an argument in [4] to derive from (11):∑
π∈Πm,F (t)

Ṫ
MWMF

m
π (t) = 1. (14)

Lemma 1.

Mm(t) ≥ M(t) − C(W, m), (15)

where C(W, m) is a constant that depends on m and the matrix W.

Proof. We note that by (7) lim
t→∞ fk(t) → t/wk, and that d

k
(t) → ∞ for t → ∞.

Thus

φk(t) → t− d
k
(t)

wk
, (16)

and

|φk(t + m) − φk(t)| ≤ m

(
1 +

1
wk

)
=: C(W, m), (17)

From (17) and the Lipschitz condition of the function Ḟ , we obtain
〈πF

m(t), Ḟ(Φ(t))〉 ≥ 〈πF
m(t), Ḟ(Φ(t − m))〉 − KCFC(W, m), and 〈πF (t), Ḟ(Φ(t −

m))〉 ≥ 〈πF (t), Ḟ(Φ(t))〉−KCFC(W, m). Further, by (12) 〈πF
m(t), Ḟ(Φ(t−m))〉 ≥

〈πF (t), Ḟ(Φ(t − m))〉. Combining the estimates, the lemma follows with
C(W, m) =: 2KCFC(W, m).

We note that by (13) and lemma 1,

Mc(t) ≥ M(t) − C(W, za + zb). (18)

For technical reasons, we first prove theorem 1 for the case za = 0 and then show
the general case za > 0. We define the Lyapunov function: G(t) = 〈I,F1(Φ(t))〉,
where F1(x) = ΓF(x). By (16),

Φ̇(t) = I − Ḋ(t)Γ−1. (19)

We want to show that for an absolute constant B > 0 there is ∀t ≥ 0,

||Φ(t)||1 ≤ B, (20)
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where || ||1 denotes the L1 norm. Noting that G(0) ≥ 0, we see that if

d

dt
G(t) ≤ 0 (21)

∀t such that 〈I, Φ(t)〉 ≥ K0 for a fixed K0 > 0, then ∀t ≥ 0, there holds G(t) ≤
max

L∈RK ,
〈I,L〉≤K0

〈�, Ḟ(L)〉, which in turn implies (20) for a certain B > 0. Thus, we derive

(21), from (10), (14), (18), and (19):

d

dt
G(t) = 〈1, Ḟ1(Φ(t))Φ̇(t)〉

= 〈1, Γ Ḟ(Φ(t))〉(I − Ḋ(t)Γ−1) = 〈1, Ḟ(Φ(t))〉(Γ − Ḋ(t))

= 〈Γ, Ḟ(Φ(t)〉 −
∑

π∈Πza+zb,F (t)

Ṫ
MWMF

za+zb
π 〈πza+zb

(t), ˙F(Φ(t))〉

≤ 〈Γ, Ḟ(Φ(t)〉 − 〈πF (t), Ḟ(Φ(t))〉 + C(W, za + zb). (22)

As by (6),||W ||IO < 1, we argue as in [7] to find a W1 satisfying ||W1||IO < 1
and W ≤ (1 − ε)W1 for ε > 0. We define Γ1 based on W1 analogously to Γ . We
know from [7] that (12) implies 〈Γ1, Ḟ(Φ(t))〉 < 〈π(t), Ḟ(Φ(t))〉. Thus, by (22):

d

dt
G(t) ≤ 〈Γ1, Ḟ(Φ(t))〉 − 〈π(t), Ḟ(Φ(t))〉 − ε〈Γ1, Ḟ(Φ(t)〉 + C(W, za + zb)

≤ −ε min
1≤k≤K

wk>0

wk max
1≤k≤K

Ḟ(φk(t)) + C(W, za + zb).

As Ḟ was supposed to be non-negative and strictly monotonically increasing,

(21) follows. The relations (16) and(20) implies that: 0 < t − d
k
(t)

w

k

+ C ≤ B.

Whence, limt→∞
d

k
(t)
t = wk, i.e., limt→∞

D(t)
t = W, w.p.1, which corresponds

to the rate stability condition for X(t).
Following an argument in [14], we now treat the general case za > 0. For

any switch that operates with a speedup S and has a configuration period of
length za = 0, the equation (11) changes to∑

π∈Π

TF
π (t) = St. (23)

As for the MWMF
c policy a fraction za

za+zb
of the bandwidth is lost during the

configuration phase, we adjust the RHS of (23) by a factor of zb

za+zb
and obtain

the equality
∑

π∈Π

TF
π (t) = S zb

za+zb
t. Differentiating this equation, we follow an

argument in [4] as in the derivation of (14), and find that for S > za + zb/zb,∑
π∈Πza+zb,F (t)

Ṫ
MWMF

za+zb
π (t) = S

zb

za + zb
> 1. (24)

Arguing as for za = 0 with (24) instead of (14), the theorem follows for za > 0.
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4 Networks of Switches
that Deploy Different Scheduling Policies

In the previous section, we introduced scheduling policies for networks that pro-
vide stability for a network of switches where all switches implement the same
scheduling policy. Here we prove that a network of switches in which each switch
deploys any of those policies also achieves 100 % throughput.

Theorem 2. A network of IQ/CIOQ switches with configuration overhead
where each switch deploys any MWMF

c policy, F ∈ G, in which the weight
is defined as in (8), and which deploys a speedup S ≥

⌈
za+zb

zb

⌉
achieves 100%

throughput.

Proof. We divide the switches in the network into M groups Gi, i ∈ {1, .., M}
where Gi contains the switches that deploy the switching policy MWMFi

c . Ac-
cordingly, we can divide the departure vector D(t) and the arrival rate vector W
in M subvectors, i.e., we write D(t) = (D1(t), .., DM (t)) and W = (W1, .., WM ).
In order to prove rate stability, it is obviously sufficient to show that ∀i ∈
{1, .., M}, limt→∞

Di(t)
t = Wi, w.p.1. This relation can be proved by applying

the proof of theorem 1 to each group of switches Gi separately.

5 Conclusions

This paper investigates scheduling policies for networks of switches with a con-
figuration overhead. It proposes a class of switching policies that are based on
maximum weight matchings. It is shown that network of switches that deploy
either one or any mixture of those policies with a speedup of S ≥ � za+zb

zb
� achieve

100% throughput.
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Abstract. This paper presents a dynamic anchor scheme in wireless
ATM (asynchronous transfer mode) networks, which improves the loca-
tion registers (LR) scheme, in which LR’s are hierarchically structured.
This dynamic anchor scheme introduces the CCR (communication-to-
computation cost ratio) term in the LR scheme. The proposed scheme
reduces computation cost by introducing the active LR. There are at
most two active LR’s in a hierarchical arrangement of LR’s and the lo-
cation of one active LR is static and the location of another active LR
called as anchor LR is dynamically selected among the LRs in the hier-
archy in order to minimize a total location management cost. The total
location management cost is calculated depending on the CCR as well
as the CMR (call-to-move ratio). Numerical results show that the pro-
posed scheme can reduce the location management cost compared with
the original LR scheme for the different values of the CCR and the CMR.

Keywords: Wireless ATM, Location Management, anchor scheme

1 Introduction

In wireless communication, the point of attachment to infrastructure can be
changed over time. Due to the mobility, wireless connection allows mobile ter-
minals to move freely in the network and possibly also between the networks.
Mobility management is one of the most important and challenging problems
for wireless communication independent of network. Mobility management [1]
is a set of functions, which enables telecommunication networks to track and
locate the current point of attachment of a mobile user device or network entity
and to provide seamless connectivity to mobile user device or network, while the
terminal is moving into a new service area. Mobility management can be cate-
gorized into two areas: handoff management and location management. Handoff
management is essentially based on wireless aspects and main difficulties in im-
proving the performance of handoff management come from unpredictable and

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 648–657, 2004.
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highly fluctuating radio link and the randomness of user’s mobility. Location
management has to face the tradeoff between mobile tracking and mobile locat-
ing.

This paper considers the location management for wireless ATM networks.
There are basically two different ways of location management: a two-tier scheme,
and a hierarchical scheme [2][3][4]. In the two-tier scheme, HLR (Home Loca-
tion Register) stores temporary address based on the MSC (Mobile Switching
Center)/VLR (Visitor Location Register), each VLR of serving MSCs stores lo-
cation information on the MT (Mobile Terminal), and the temporary address
is used to route the connection from the calling switch to the mobile’s current
switch. In the hierarchical scheme, location registers are hierarchically struc-
tured, and the temporary location of the MT is registered up the higher location
register beyond which there is no change of information regarding the MT’s cur-
rent location. There is tradeoff between computation cost and communication
cost. Long-distance query to HLR for the current location of the MT incurs
larger communication costs. The hierarchical structure removes the need for the
long-distance query. However, it increases the computation costs due to much
larger number of location registers. Location management schemes in between
these two extreme schemes in terms of computation and communication costs
are studied. The forwarding scheme [5], the anchor scheme[6], the location regis-
ters (LR) scheme and the mobile PNNI scheme [4] are proposed in wireless ATM
networks.

The LR scheme [4] distributes the LRs hierarchically with the scope S. The
LR stores the location information on each of the mobile terminals (MT) being
serviced by the peer group, while the higher peer group does not have the exact
location information of the MT. If the value of the CCR is low, the location
management cost of the LR scheme can be more expansive than that of the
2-tier scheme due to computation cost of each LR in the hierarchy. Furthermore,
the scope value, which optimizes the location management cost, strongly depends
on the CCR as well as the CMR. Unfortunately, the LR scheme does not consider
the computation cost. In this paper, we propose dynamic anchor scheme, which
improves the location registers (LR) scheme, in which LRs are hierarchically
structured.

In this paper, we propose dynamic anchor scheme, which improves the loca-
tion registers (LR) scheme, in which LRs are hierarchically structured. This dy-
namic anchor scheme introduces the CCR term in the LR scheme. Furthermore,
in order to reduce computation cost, the proposed scheme introduces active LR
term. There are at most two active LRs in the hierarchy; the level-L LR and the
anchor LR. The anchor LR is dynamically selected, depending on the CCR as
well as the CMR, among the LRs in the hierarchy in order to minimize a total
location management cost. The proposed scheme is in between the LR scheme
and the 2-tier scheme. We analyze the location management cost of the proposed
scheme, and compare it with that of the original LR scheme with the fixed scope
value. Numerical results shows that the proposed scheme can reduce the location
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Fig. 1. Reference architecture for the dynamic anchoring scheme

management cost compared with the original LR scheme for the different values
of the CCR and the CMR.

The rest of this paper is organized as follows. We discuss the proposed dy-
namic anchor scheme in section 2. We analyze the scheme in section 3, and
present the numerical results of the scheme in section 4. Finally, section 5 con-
cludes the paper.

2 Dynamic Anchor Scheme

We design a dynamic anchor scheme, in which location registers (LRs) are hierar-
chically organized in order to reduce communication cost by localizing the impact
of mobility in wireless ATM networks. Fig. 1 shows the reference architecture for
the dynamic anchor scheme. LR’s are are hierarchically constructed from level-L
up to level-1 with the some scope level-A. The level-A indicates anchor point.
Thus, the architecture is the same as that of the location registers scheme [7].

However,the proposed scheme reduces computation cost by introducing the
active LR, which are actually used. It essentially uses at most two active LRs
for each MT. One active LR is level-L LR, the other active LR is level-A LR.
The level-L LR stores the exact location information on an MT. The level-A
LR called as an anchor LR has the pointer to the current level-L LR of the
MT instead of the exact location information of the MT. The anchor LR is
dynamically selected among the LRs in the hierarchy in order to minimize the
total location management cost. The HLR of the MT only tracks the anchor LR.

2.1 Mobile Tracking

Mobile tracking is the procedure by which the information about the attachment
point of a MT is updated, when the MT powers on/off or moves to a new BS.
Fig. 2 shows how location registers are updated in the dynamic anchor scheme.
aij is the ancestors-are-siblings level of nodes i and j at which both of nodes i
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Fig. 2. Flowchart representing how updates are propagated

and j has a common ancestor. Subscripts o, n, v, h, and c of aij represent the
old, new, visiting, home and calling party location of an MT, respectively.

If an MT powers on/off, the MT sends a message to the current base station
(BS). The BS sends power-on/off registration notification (REGNOT) message
to the level-L LR to which the BS belongs. The level-L LR, in turn, sends the
message to the an-chor LR to notify that the MT is existing/away currently in
its domain. The anchor LR also relays the message to the HLR of the MT. An
MT has one HLR based on its permanent address.

If an MT moves to a BS of another switch within the same level-L domain
(aon ≥ L), the MT sends a REGNOT message upward to its level-L LR. When
an MT moves to another level-L domain within level-A domain (A ≤ aon < L),
the MT sends a REGNOT message upward to its level-L LR. The level-L LR,
in turn, sends the message to its anchor LR to notify that the MT is currently
in its domain. On re-ceiving the information of the move, the old switch sends
a registration cancelation (REGCANC) message to the old level-L LR to notify
that the MT is away in the old level-L domain.

If the MT moves to another level-A domain (aon < A), the REGNOT mes-
sage is propagated upward to a new anchor LR. Since anchor LR changes due
to the move, the REGNOT message is sent to the HLR of the MT in order to
inform about new anchor LR. On receiving the information of the move, the old
switch sends a REGCANC message upward to the old anchor LR.

2.2 Mobile Locating

Mobile locating is the procedure by which the target MT is found. Fig. 3 shows
the flowchart representing how first call is propagated. When a call occurs,
a chain of LRs is traced to find the called MT prior to a call setup.

If the called MT is at the same level-L domain of the calling MT, the BS
of the calling MT generates a location request (LOCREQ) to its level-L LR
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Fig. 3. Flowchart representing how updates are propagated

which then responds to the calling MT’s switch. If calling and called parties are
in different level-A domains, a LOCREQ message is sent directly to the HLR
of the called party. This scheme referred to as the HLR last scheme is feasible
when the calling party is close to the called party. The original LR scheme adopts
the HLR last scheme. However, we assume that the distribution of calls to an
MT follows a uniform distribution. Thus, it is probable that the HLR of the
called party is away from the level-A domain of calling parties. If calling and
called parties are in different level-L domains, the level-L LR of the calling party
sends the call initiation directly to the HLR of the called party. This scheme is
referred to as the HLR first scheme. We will consider the HLR first scheme only.
On receiving the message, the HLR sends the call directly to the level-A of the
called party. Finally, the call is routed to the level-L LR of the called party. The
level-L LR sends an acknowledgement message to the calling party.

3 Performance Analysis

We assume that messages traverse the chain of switches in hierarchy. Since only
at most two active LRs are really used for an MT in the proposed scheme, we
define the cost of updating/querying LRs in the path from the level-L LR to the
level-k LR as follows

Rk = δc
kL

(
L−1∑
i=A

ci + PA

)
+ cL + PL (1)

where

δc
ij =

{
0 if i = j
1 if i �= j

,

Pi is the the computation cost and ci is the communication cost for updat-
ing/querying a level-i LR. We assume that P1 = P2 = · · · = PA. We denote the
CCR as σ (=ci/Pi).
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3.1 Tracking Cost

The average tracking cost per move is given by

M = P (aon = L)(RL + 1) +
L−1∑
i=A

P (aon = i)(2RA − PA + 1)

+
A−1∑
i=1

P (aon = i) ·
{

L∑
j=A

P (ahn = j)(2RA + h + 1)

+
H∑

j=A+1

P (ahn = j)(2RA + 2h)

}
(2)

Then, the first term and the second term are the case of aon ≤ A . The
level-L LR and the level-A LR relative to the new location are updated, and the
information of the old level-L LR in the old location is deleted. When aon > A,
The level-L LR and the level-A LR relative to the new location are updated, and
information of the old level-L LR and the level-A relative to the new location
are deleted. We assume that the cost incurred to update the HLR is given by
a long-distance message cost h, if the home switch is not in the neighborhood of
the MT. Otherwise, the cost is given by 1. Therefore, the cost of updating the
home switch depends on ahn.

3.2 Mobile Locating

The average search cost per call is given by

S = P (acv = L)(RL + 1) +
L−1∑
i=A

P (aon = i) ·
{

L∑
j=A

P (ahv = j)(RL + RA + 3)

+
A−1∑
j=1

P (ahv = j)(R0 + RA + 2h + 1)

}

+
A−1∑
i=1

·
{

L∑
j=A

P (ahv = j)(R0 + RA + 2h + 1)

+
A−1∑

j=1,j �=i

P (ahv = j)(R0 + RA + 3h)

+ P (ahv = i) ·
{

A−1∑
j=i

P (ach = j | ahv = acv = i)(R0 + RA + 3h)

+
L∑

j=A

P (ach = j | ahv = acv = i)(R0 + RA + 2h + 1)

}}
(3)

The first term is the case that the calling party and the called party are
located in the same level-L domain. Then, the calling party sends a LOCREQ
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message to the level-L LR relative to its location. Moreover, the final response is
sent directly from the level-L LR to the switch of the called party. The second and
the third terms are the case that the calling party and the called party are located
in the same level-A domain. Furthermore, the second term is the case that the
called party and the HLR of the calling party are located in the same level-A
domain, and the third term is the other case. The level-L LR sends the LOCREQ
message directly to the HLR. The HLR forwards the LOCREQ message to the
current level-A LR, which, in turn, generates downward a LOCREQ message
directly to the level-L LR of the called party. The level-L LR responds directly
to the calling party’s switch.

The other terms are the case that the calling party and the called party are
located in different level-A domains. The fourth term is the case that the called
party is in its home level-A domain. The other terms are the case that the called
party is not in its home level-A domain. The fifth and the sixth terms are the case
that the calling party is outside the home level-A domain, and the seventh term
is the case that the calling party is in the home level-A domain. Costs for the
terms can be similarly reasoned. The probability distributions of P (acv), P (ach),
P (ahv), P (ahn), P (aho), P (aon) and other conditional probability distributions
for M and S are given by [4]. The total cost per unit time is given by

T = λmM + λcS (4)

where λc is the rate of call arrival at an MT, and λm is the rate at which the
MT moves between BSs. The average total cost per move is given by

T m = λmM + λcS (5)

where ρ(= λc/λm) is call-to-mobility ratio (CMR).

4 Numerical Results

We show that the optimal anchor value Aopt, which optimizes the average total
cost per move, strongly depends on the long-distance message cost h, the values
of the CCR and the CMR. Furthermore, we compared the proposed location
management scheme with the original LR scheme to evaluate the performance
of the proposed scheme.

4.1 Optimal Value Aopt

We assume that L is 10, each Pi has the same value with 1, and each ci has
the same value based on the CCR (σ ) value. Fig. 4 shows the effects of value
A on the average total cost per move against CCR when h =8 and ρ =0.1. The
results provide significant insight for the optimal value of A (=Aopt). If CCR is
0.1, Aopt is 7. But if CCR is 5, Aopt is 8. Fig. 5 shows that average total cost per
move against h with CCR=0.3 and ρ =0.1. The results show that if h is 6, Aopt

is 8. But if h is 8, Aopt is 7. Table 1 shows Aopt for the different values of h, ρ and
σ, which minimize the average total cost per move. The table shows that Aopt

increases as increases, and Aopt decreases as ρ increases or h increases.
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Fig. 4. Average total cost per move against CCR with h =8 and CMR=0.1

Fig. 5. Average total cost per move against h with CCR=0.3 and CMR=0.1

4.2 Comparison of the Proposed Scheme and the LR Scheme

Fig. 6 shows the average total cost per move of the proposed scheme and the LR
scheme against CCR with h=8 and CMR=0.1. In the figure, S denotes scope-



656 DongHo Kim et al.

Table 1. Aopt for the different values of h, CMR (ρ) and CCR (σ)

Aopt ρ 0.1 0.2 0.3 0.4 0.5 0.6

0.01 7 7 8 8 8 8
h=6 0.1 7 7 8 8 8 8

1.0 6 7 8 8 8 8

0.01 7 7 7 7 8 8
h=8 0.1 7 7 7 7 8 8

1.0 6 7 7 7 7 7

0.01 6 7 8 8 8 8
h=10 0.1 6 7 8 8 8 8

1.0 5 6 7 8 8 8

Fig. 6. Average total cost per move against CCR with h =8 and CMR=0.1

limiting parameter of the original LR scheme, and the average total cost per
move is constant independent of the CCR in the LR scheme. The reason is that
each Pi has the same value with 1. The figure shows that the proposed scheme
improves the LR scheme. Furthermore, the figure also shows that performance
of the HLR first is better than that of the HLR last in the proposed scheme.

5 Conclusions

In this paper we proposed the dynamic anchor scheme, which reduces average
total cost dependent on the mobile tracking cost and mobile locating cost. Fur-
thermore, it essentially uses at most two hierarchical location registers. One



Location Management with Dynamic Anchor Scheme 657

location register co-locates with the level-L LR, the location of the other lo-
cation register is dynamically determined according to the values of the CCR
and the CMR. Numerical results showed that the optimal anchor level increases
as CCR increases, and the optimal anchor level decreases as CMR increases
or h increases. Numerical results also showed that the proposed scheme reduces
the average total cost per move compared with the original LR scheme with
the optimal anchor level. The proposed scheme can be extended to the ad-hoc
networks.
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Abstract. Two main performance features of high-bandwidth switches
are stability and delay. This paper investigates these performance fea-
tures for input buffered switch architectures that deploy maximal weight
matching algorithms to determine the configurations of the switching
core. For this purpose, a novel mathematical model of the dynamics of
a maximal weight matching algorithm is developed. Based on this model,
it is shown that certain maximal weight matching algorithms provide
stability when the switching core runs at a speedup of less than two.
In addition, bounds on the expected average delay and on the absolute
delay are established.

1 Introduction and Motivation

The core of most existing IP routers is based on a cell-based switching fabric.
Because output queued switches become increasingly impractical due to the
high speedup required in the switching core, most switches are based on either
a pure input (IQ) or a combined input and output (CIOQ) buffered architecture.
A typical CIOQ N ×N switch is shown in figure 1. For each input i, there are N
virtual output queues V OQi,j , 1 ≤ j ≤ N . The cells arriving at input i and
destined for output j are buffered in V OQi,j . The switching core itself is modeled
as a crossbar requiring that not more than one packet can be sent simultaneously
from the same input or to the same output. It works with a speedup of S, S ≥ 1,
i.e., it works at a speed S times faster than the speed of the input links. The
choice of the scheduling algorithm is a major design criteria for switches. The
scheduling algorithm should optimally provide guarantees on throughput and on
average or absolute delay. In [4, 6, 7], it has been shown that for a speedup of S =
1 there exist scheduling algorithms that provide guarantees for the throughput
and the average delay of a switch. These algorithms solve the scheduling problem
by finding a maximum weight matching of a bipartite N×N graph. The weights
are chosen to be either the queue length of the V OQs or the actual waiting time
experienced by the head of line cells of the V OQs. Let λi,j define the arrival
rate of cells for V OQi,j . Traffic is said to be admissible if
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Fig. 1. Architecture of an input queued switch

N∑
j=1

λi,j ≤ 1,

N∑
i=1

λi,j ≤ 1, ∀ i, j, 1 ≤ i, j ≤ N. (1)

However, the implementation of maximum weight algorithms is impractical
as they have a complexity of O(N3 log N). Therefore, the less complex class
of maximal weight matching algorithms has been widely researched ([2], [8]).
A maximal weight matching algorithm is defined for a set of weights Qi,j , 1 ≤
i, j ≤ N, where Qi,j is the weight assigned to V OQi,j , as follows:

1. Initially, all V OQi,j are considered potential choices for a cell transfer.
2. The V OQ with the largest weight, say V OQa,b, is chosen for a cell transfer

and ties are broken randomly.
3. All V OQi,j with either i = a or j = b are removed.
4. If all V OQi,j are removed, the algorithm terminates. Else go to step 2.

It has been shown in [3] and [5] that under the assumption of admissible
traffic, every maximal weight matching algorithm deployed with a speedup of
two guarantees the stability of the switch. In [1] these results were improved by
showing that a switch that deploys any maximal weight matching algorithm is
stable even with a speedup S ≥ R, where

R = max
i,j

⎛⎝λi,j +
∑
k �=j

λi,k +
∑
l �=i

λl,j

⎞⎠ . (2)

We note that due to (1), there holds R < 2. Under the additional assumption
that ties are broken in a specific way, the stability of the MM −LQF algorithm,
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the maximal weight matching algorithm with the weights chosen as the V OQ
length, was even shown for S = 1 in [8]. (The MM − LQF is denoted as iLQF
in [8].) Both papers describe the switch behavior via an approximate fluid model.

In contrast, this paper uses a discrete model to provide an analysis of switches
deploying the MM −LQF or the MM −OCF algorithm, which uses the actual
waiting time of the head of line cells as the weights, with a speedup S > R. It
develops a new model to describe the dynamics of maximal matching algorithms.
Based on this model, we derive results on stability and - in contrast to the work
quoted above - also bounds on the expected average delay a cell experiences
at the input buffer. In addition, an absolute delay bound for the MM − OCF
algorithm deployed with a speedup S > R is established for the first time.

The rest of the paper is organized as follows. Section 2 introduces the termi-
nology to describe the dynamics of a switch and gives some preliminary results.
In section 3, an inequality that characterizes the behavior of maximal weight
matching algorithms is derived. In the sections 4 - 6, results on stability, the
average and the absolute delay for the MM − LQF and/or the MM − OCF
algorithms are proven. Our conclusions are presented in section 7.

2 Terminology and Model

Throughout this paper, the time t is described via a discrete, slotted time model.
Cells are supposed to be of fixed size. An external timeslot is the time needed by
a cell to arrive completely at an incoming link. As the switching core works at
a speedup S ≥ 1, an internal timeslot is defined as the time needed to transfer
a cell through the switching core from an input to an output. Thus, the external
timeslot from time t to t+1 consists of the S internal timeslots [t+(k−1)/S, t+
k/S], 1 ≤ k ≤ S. For the sake of simplicity, we always assume that S is an
integer. All proofs in this paper can be easily generalized for non-integer S by
considering the dynamics of the switch over g external timeslots, where gS is an
integer, instead of over one external timeslot as done in this paper. We suppose
that cells arrive at the beginning of an external timeslot t and are transferred
instantly at the end of an internal timeslot. We abbreviate

∑
i,j

=
∑

1≤i,j≤N

and

define the norm of an N × N matrix as ||x||1 =
∑
i,j

xi,j . We define the arrival

matrix A(t), representing the arrivals at each V OQ:

Ai,j(t) =
{

1, if an arrival at V OQi,j occurs at at time t,
0, else.

}
As there cannot arrive more than one cell at an input during an external

timeslot, there holds∑
1≤j≤N

Ai,j(t) ≤ 1, ∀i, 1 ≤ i ≤ N, ∀t. (3)
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The service matrix Sk(t), indicating which queues are served at the end of
the k-th internal timeslot of the t-th external timeslot is defined as:

Sk
i,j(t) =

⎧⎨⎩
1, if V OQi,j is served at the end of the k-th internal time slot

of the t-th external time slot,
0, else.

⎫⎬⎭
Due to the crossbar structure of the switch, the following inequalities hold:∑

1≤i≤N

Sk
i,j(t) ≤ 1,

∑
1≤j≤N

Sk
i,j(t) ≤ 1, ∀i, j, 1 ≤ i, j ≤ N, ∀k, 1 ≤ k ≤ S, ∀t.(4)

Now, we formalize the notion of the stability of a switch and give a sufficient
criterion for stability which we will use later to establish some of our results.

Definition: Let Yn = (yn(1), ..., yn(M)) be the row vector of a system of M
queues at time n, where yn(i) is the length of the queue i at time n. A system
of queues is said to be strongly stable if, for every ε > 0, there exists B > 0 such
that lim

n→∞P{||Yn||1 > B} < ε, and lim
n→∞ supE||Yn||1 < ∞.

Theorem 1. Given a system of queues whose evolution is described by a discrete
time Markov chain with state vector Xn ∈ N

M , if a lower bounded function
V (Xn), called Lyapunov function, V : N

M → R can be found such that

E[V (Xn+1)|Xn] < ∞ ∀Xn,

and there exist ε ∈ R
+ and B ∈ R

+ such that

E[V (Xn+1) − V (Xn)|Xn] < −ε ∀||Xn|| > B,

then the system of queues is strongly stable.

Proof. This is a special instance of theorem 1 in [4].

3 A Characterization
of Maximal Weight Matching Algorithms

In this section, we develop an inequality that describes the dynamics of a max-
imal weight matching algorithm. We define Q(t) = (Q1,1(t), ..., QN,N(t)) as the
weights at the beginning of the t-th external timeslot and Qk

i,j(t), 1 ≤ k ≤ S, as
the weight of V OQi,j at the beginning of the k-th internal timeslot of the t-th
external timeslot. Thus, Qi,j(t) = Q1

i,j(t), ∀ i, j, 1 ≤ i, j ≤ N. We show:

Theorem 2. For any input buffered switch that applies a maximal weight
matching algorithm and a speedup-up S, there holds at any time t
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1
R

S∑
k=1

∑
i,j

Qk
i,j(t)λi,j ≤

∑
i,j

S∑
k=1

Qk
i,j(t)S

k
i,j(t).

Proof. In the first internal timeslot, in its first iteration, the algorithm selects
the queue with the largest weight, say Q1

a1,b1
, for transfer. Thus, from (2):

Q1
a1,b1(t)R ≥ Q1

a1,b1(t)

⎡⎣λa1,b1 +
∑
k �=b1

λa1,k +
∑
l �=a1

λl,b1

⎤⎦
≥ Q1

a1,b1(t)λa1,b1 +
∑
k �=b1

Q1
a1,k(t)λa1,k +

∑
l �=a1

Q1
l,b1(t)λl,b1 .

All queues with either i = a1 or j = b1 are removed. In the second iteration,
the remaining queue with the largest weight is chosen. Thus,

Q1
a2,b2(t)R ≥ Q1

a2,b2(t)λa2,b2 +
∑

k �=b1,b2

Q1
a2,k(t)λa2,k +

∑
l �=a1,a2

λl,b2Q
1
l,b2(t). (5)

The matching algorithm stops after k, k ≤ N iterations when only empty
queues remain. For each of these k iterations, an inequality analogous to (5)
holds. For the remaining empty queues, additional (N − k) inequalities as in (5)
hold where both sides are equal to zero. Summing over all N inequalities, we
obtain

N∑
m=1

Q1
am,bm

(t) =
∑
i,j

Q1
i,j(t)Si,j(t) ≥ R−1

∑
i,j

Q1
i,j(t)λi,j . (6)

Applying this analysis to all S internal timeslots, we get the theorem.

4 Stability

In this section, we use the result of the previous section to prove stability for the
MM − LQF and MM − OCF algorithms.

We set L(t) = (L1,1(n), .., LN,N(t)) where Li,j(t) defines the occupancy of
V OQi,j at the beginning of t-th external timeslot. We define Lk

i,j(t), 1 ≤ k ≤ S
as the occupancy of V OQi,j at the beginning of the k-th internal timeslot in
the t-th external timeslot. Therefore, Li,j(t) = L1

i,j(t), ∀ i, j, 1 ≤ i, j ≤ N. The
development of the V OQ occupancy between consecutive internal timeslots is
described by the following equations:

Lk
i,j(t) = [Lk−1

i,j (t) − Sk−1
i,j (t)]+, ∀k, 2 ≤ k ≤ S, (7)

L1
i,j(t) = [LS

i,j(t − 1)− SS
i,j(t − 1)]+ + Ai,j(t), (8)
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where [a]+ = max(0, a). Combining (7) and (8), we see:

Li,j(t + 1) = [Li,j(t) −
S∑

k=1

Sk
i,j(t)]

+ + Ai,j(t + 1).

For technical reasons, we also introduce the approximate next-state vectors:

L̃k
i,j(t) = Lk−1

i,j (t) − Sk−1
i,j (t), ∀k, 2 ≤ k ≤ S, (9)

L̃1
i,j(t) = LS

i,j(t − 1)− SS
i,j(t − 1) + Ai,j(t), (10)

L̃i,j(t + 1) = Li,j(t) −
S∑

k=1

Sk
i,j(t) + Ai,j(t + 1). (11)

We see from (4) and (7):

LS
i,j(t) ≤ Lk

i,j(t) ∀k, 1 ≤ k ≤ S, (12)

||LS(t)||1 ≥ ||L(t)||1 − (S − 1)N. (13)

Now we prove theorem 3 which was shown via a different approach in [1]:

Theorem 3. The MM −LQF algorithm with a speedup S > R is stable for all
admissible i.i.d. arrival processes.

Proof. We define the Lyapunov function as V (L(t)) =
∑
i,j

L2
i,j(t). We will give an

upper bound for the expected value of the expression V (L̃(t + 1))−V (L(t)). By
(7) and (9) there is, V (L̃k(t)) ≥ V (Lk(t)). Thus, we get from (9), (10), and (4):

V (L̃(t + 1)) − V (L(t))

= V (L̃(t + 1)) − V (LS(t)) +
S∑

k=2

[
V (Lk(t)) − V (Lk−1(t))

]
≤ V (L̃(t + 1)) − V (LS(t)) +

S∑
k=2

[
V (L̃k(t)) − V (Lk−1(t))

]
= 2

∑
i,j

(
Ai,j(t + 1) − SS

i,j(t)
)
LS

i,j(t) +
∑
i,j

(
Ai,j(t + 1)− SS

i,j(t)
)2

+
S−1∑
k=1

⎡⎣−2
∑
i,j

Sk
i,j(t)L

k
i,j +

∑
i,j

(
Sk

i,j(t)
)2⎤⎦ . (14)

Rearranging the last two sums
∑
i,j

..+
S−1∑
k=1

.. in (14), we obtain from (3) and (4):

∑
i,j

A2
i,j(t + 1)− 2

∑
i,j

Ai,j(t + 1)SS
i,j(t) +

S∑
k=1

∑
i,j

(
Sk

i,j(t)
)2 ≤ N(S + 1). (15)
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Applying (12), (15) and theorem 2 with Qk
i,j(t) = Lk

i,j(t), we obtain from (14):

E
[
V (L̃(t + 1))− V (L(t))|L(t)

]
≤ N(S + 1) + 2

∑
i,j

λi,jL
S
i,j(t) − 2

S∑
k=1

∑
i,j

Sk
i,j(t)L

k
i,j(t)

≤ N(S + 1) + 2
∑
i,j

λi,jL
S
i,j(t) −

2
R

S∑
k=1

∑
i,j

λi,j(t)Lk
i,j(t)

≤ N(S + 1) + 2

⎡⎣∑
i,j

λi,jL
S
i,j(t) −

2S

R

∑
i,j

λi,j(t)LS
i,j(t)

⎤⎦
≤ N(S + 1) + 2

(
1 − S

R

)
min

i,j
λi,j>0

λi,j ||LS(t)||1. (16)

From (13) and (16), we see

E
[
V (L̃(t + 1)) − V (L(t))|L(t)

]
≤ N(S + 1) + 2

(
1 − S

R

)
min

i,j
λi,j>0

λi,j ||L(t)||1

+2
(

S

R
− 1
)

min
i,j

λi,j>0

λi,j N(S − 1). (17)

By definition, we note that for a value b, 0 ≤ b ≤ S,

Li,j(t + 1)− L̃i,j(t + 1) =
{

0, if Li,j(t) ≥ S,
b, else .

}
(18)

Thus, E[V (L(t + 1))− V (L̃(t + 1))|L(t)] ≤ N2S2. Now, the theorem follows
from theorem 1, because we obtain by (17):

E[V (L(t + 1)) − V (L(t))|L(t)] ≤ −ε||L(t)||1, ∀L(t) : ||L(t)|| > B.

For the analysis of the MM −OCF algorithm, we denote by Ck
i,j(t) the head

of line cell of V OQi,j at the beginning of the k-th internal timeslot of the t-th
external timeslot. We define the interarrival vector τk(t) = (τk

1,1(t), .., τ
k
N,N (t)),

where τk
i,j(t) is the interarrival time between Ck

i,j(t) and the cell behind it in
line. W k

i,j(t) denotes the actual waiting time of Ck
i,j(t). We set Wi,j(t) = W 1

i,j(t),
and describe the evolution of W k

i,j(t) between consecutive internal timeslots:

W k
i,j(t) = [W k−1

i,j (t) − Sk−1
i,j (t)τk−1

i,j (t)]+, (19)

W 1
i,j(t) = [WS

i,j(t − 1)− SS
i,j(t − 1)τS

i,j(t − 1) + 1]+, (20)

∀k, 2 ≤ k ≤ S. Combining the last two equations, we obtain:

Wi,j(t + 1) =

[
Wi,j(t) −

S∑
k=1

Sk
i,j(t)τi,j(t) + 1

]+

. (21)
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The approximate next-state vectors are defined ∀k, 2 ≤ k ≤ S as follows:

W k
i,j(t) = W k−1

i,j (t) − Sk−1
i,j (t)τk−1

i,j (t), (22)

W 1
i,j(t) = WS

i,j(t − 1)− SS
i,j(t − 1)τS

i,j(t − 1) + 1, (23)

W̃i,j(t + 1) = W k
i,j(t) −

S∑
k=1

Sk
i,j(t)τ

k
i,j(t) + 1.

We argue as in (12) and (13) and use the relation E[τk
i,j(t)] = λ−1

i,j to obtain:

WS
i,j(t) ≤ W k

i,j(t) ∀k, 2 ≤ k ≤ S, (24)

E
[||WS(t)||1

] ≥ E [||W (t)||1]− (S − 1)N min
i,j

λi,j>0

λ−1
i,j . (25)

Theorem 4. The MM −OCF algorithm with a speedup S > R is stable for all
admissible i.i.d. arrival processes.

Proof. (Sketch): We follow the proof of theorem 3. As in [6], we use the Lyapunov
function V (W (t)) defined as V (W (t)) =

∑
i,j

W 2
i,j(t)λi,j . Applying (22) and (23)

instead of (9) and (10), we obtain

E
[
V (W̃ (t + 1)) − V (W (t))

]
= 2

∑
i,j

λi,jW
S
i,j(t) − 2

S∑
k=1

Sk
i,j(t)W

k
i,j(t)

+
∑
i,j

[
λi,j − 2

S∑
k=1

Sk
i,j(t) +

S∑
k=1

Sk
i,j(t)
λi,j

]
.

The sequel of the proof follows the proof of theorem 3. Instead of the relations
(12) and (13), we use the relations (24) and (25). Instead of (18), we use:

Wi,j(t + 1) =
{

W̃i,j(t + 1), if Wi,j(t + 1) ≥ 0,
0, else.

}
�

5 Bounds on Average Delay

In this section, we derive bounds on the average delay experienced by cells at
the V OQs. We first consider the MM −LQF algorithm and prove the following
bound on the average sum of the length of all V OQs.

Theorem 5. Under the assumption of i.i.d. admissible traffic, for the MM −
LQF algorithm with a speedup S > R, the expected sum of all the queue lengths
E[||L(t)||1] is bounded as follows:

E[||L(t)||1] ≤

∑
i,j

λi,j(
S
R − 1

)
min

i,j
λi,j>0

λi,j

+ N. (26)
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Proof. Following an argument in [7], we revisit the proof of theorem 3. We assume
that L(t + 1)=L̃(t + 1). An analysis of the proof below shows that the exact
state vector would incur an additional term of N2(S + 1) to the delay bound.
The approximate state vector will give a bound C. We will see that in general
C ≥ N2(S + 1), and hence we will not consider the term N2(S + 1) in this
section. Arguing as in (14) and (16), without using the estimate (15), we obtain:

V (L(t + 1))− V (L(t)) ≤ 2
(

1 − S

R

)
min

i,j
λi,j>0

λi,j ||LS(t)||1 +
∑
i,j

A2
i,j(t + 1)

−2
∑
i,j

Ai,j(t + 1)SS
i,j(t) +

S∑
k=1

∑
i,j

(
Sk

i,j(t)
)2

. (27)

Following an argument from [7], we see that for large enough t.

E[Ai,j(t)] = λi,j , E[A2
i,j(t)] = λi,j , (28)

As the MM −LQF algorithm is stable, the switch state becomes a discrete
time Markov chain with a stationary distribution. Thus, for large enough t,

E

[
S∑

k=1

Sk
i,j(t)

]
= E

[
S∑

k=1

(
Sk

i,j(t)
)2]

= E[Ai,j(t)] = λi,j . (29)

In summary, from (27)-(29) we obtain:

E[V (L(t + 1)) − V (L(t))|L(t)] ≤ 2
∑
i,j

λi,j + 2 min
i,j

λi,j>0

λi,j

(
1 − S

R

)
E[||L(t)||1].

We use the last equation to obtain:

E[V (L(t + 1))] = E[V (L(t + 1)) − V (L(t)) + V (L(t))]

≤ 2
∑
i,j

λi,j + 2 min
i,j

λi,j>0

λi,j

(
1 − S

R

)
E[||LS(t)||1] + E[V (L(t))].

Summing over t = 0 to t = T − 1, we get

E[V (L(T ))] ≤ 2T
∑
i,j

λi,j + 2 min
i,j

λi,j>0

λi,j

(
1 − S

R

) T−1∑
t=0

E ||LS(t)||1

+E[V (L(0))].

We see from (3) and (10) that ||Li,j(t + 1)||1 ≤ ||LS
i,j(t)||1 + N. Thus, noting

that V (·) ≥ 0 and assuming E[V (L(0))] = 0, we derive from the last equation:

1
T

T∑
t=0

E[||L(t + 1)||1] ≤

∑
i,j

λi,j(
S
R − 1

)
min

i,j
λi,j>0

λi,j

+ N. (30)
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As we assume an i.i.d. arrival process, the switch state is a discrete, irre-
ducible aperiodic Markov chain. Thus, it is ergodic, and the left hand side of
(30) converges to the expected value of ||L(T + 1)||1 in the equilibrium state,

i.e., lim
T→∞

1
T

T∑
t=0

E[||L(t + 1)||1] = lim
T→∞

E[||L(T + 1)||1]. Inserting this relation in

(30), (26) follows.
For the specific case of uniform arrival traffic for all V OQs, i.e., λi,j =

λ∀ i, j, 1 ≤ i, j ≤ N, there holds E[L(t)]/N2 = E[Li,j(t)]. Using Little’s law,
we derive from theorem 5 that the expected delay E[T ] is bounded as:

E[T ] ≤ 1(
S
R − 1

)
λ

+
1

Nλ
. (31)

For the MM −OCF algorithm, the following theorem holds:

Theorem 6. Under the assumption of i.i.d. admissible traffic, for the MM −
OCF algorithm with a speedup S > R, the expected sum of all the delays in all
virtual output queues E[W (t)] is bounded as follows:

E[||W (t)||1] ≤
N2 +

∑
i,j

λi,j

2
(

S
R − 1

)
min

i,j
λi,j>0

λi,j

+ N.

Proof. The proof follows the proof of theorem 5. �

Assuming uniform traffic, a bound on the average delay is obtained by di-
viding the right side of theorem 6 by N2. This differs from the derivation of the
delay bound (31) from theorem 5 which was performed using Little’s law.

6 Absolute Delay Bound for the MM − OCF Algorithm

In this section, we use techniques first introduced in [2] to establish a bound on
the absolute delay for the MM −OCF algorithm.

Theorem 7. There exists a constant F , such that under the assumption of i.i.d.
admissible traffic, for the MM − OCF algorithm with a speedup S ≥ R, the
absolute maximum delay D a cell can experience at an input queue is bounded
as D ≤ (2N−1)F+1

S−R .

Proof. We follow the proof of theorem 5 in [2]. Whereas in [2] the arrival rate
of all cells that compete for resources with a given cell was bounded by 2, we
bound it by R. The leaky bucket conditions and the constant F needed for the
proof in [2] can be derived from (1).
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7 Conclusions

This paper presents a new approach to establish results on stability and de-
lay bounds for maximal weight matching algorithms. The proof is based on
a new mathematical model of the dynamics of a maximal weight matching algo-
rithm and on the theory of the Lyapunov function. This approach allows for the
first time to give delay bounds for maximal weight matching algorithms with
a speedup of less than two. Furthermore, an absolute delay bound for a maximal
weight matching algorithm with a speedup of less than two is proved.
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Abstract. Paper describes iSteering – a new method to control traffic
in case of RPR network failure. There’s comparison of packet wrapping,
steering and our proposed method iSteering, which can be used in case
of transmitter/receiver or fiber failure. Numerical analysis for even and
random traffic flow has been made in order to compare packet wrapping,
steering and iSteering. The results of all the tests are included.

1 Introduction

Resilient Packet Ring is a new technology for LAN, MAN and WAN networks
and currently is in research and development stage. It has its ancestors in Cisco
DPT (Dynamic Packet Transport) [1] and Nortel Optera Packet Edge [2]. Idea
is based on two counter-rotating fiber rings providing fairness, spatial reuse and
protection. Network is composed of nodes connected by two fiber rings as shown
on Fig.1.:

Rings are called ”inner” and ”outer”. Data packets are transmitted in one
direction (downstream) whereas control packets are transmitted in the opposite

Fig. 1. Idea of RPR network
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(a) (b)

(c) (d)

Fig. 2. Protection mechanisms (a) Normal work (no network malfunction) (b) Packet
wrapping mechanism (c) Packet steering mechanism (d) iSteering mechanism

direction (upstream) in the other fiber. Any packet transmission between two
nodes can be realized using one of two available paths – shortest path is chosen
by default. One of the features of RPR is protection mechanism used in case of
malfunction of a network providing fast resilience (topology recovery within 50
ms) – we focus on comparison of network performance before and after failure.

2 Protection Switching

2.1 Packet Wrapping and Packet Steering

Let’s consider transmission between nodes A and B if there is no network mal-
function (normal work). Packet are send through shorter path (outer ringlet in
this case) as shown on Fig.2a.

There are two main methods to cope with network failure: packet wrapping
and packet steering.
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Packet wrapping is inherited from FDDI [3]. Fig.2b. shows how packet wrap-
ping works [4]. If utilizing packet wrapping only nodes adjacent to failure point
wrap traffic, whereas remaining nodes don’t have to redirect packets. Node
A sends packets to node B as if there is no failure (depicted as X). As you can
see in wrapping mechanism packets may be directed to the other ring, which can
unfavorably influence bandwidth utilization.

Packet steering is a more complex method. Every node is aware of network
malfunction and transmits packets using shortest path. Fig.2c. explains packet
steering mechanism [4]. Node A transmits packets to node B through inner
ring because this path is now shorter than previous path (outer ring was used
before network malfunction). Packet steering is proposed as a default protection
mechanism, which is justified by the fact that even in packet wrapping every
node knows about the point of malfunction.

2.2 iSteering (intelligent Steering)

Both packet wrapping and packet steering assume dual fiber or both transmitter
and receiver failure. We propose a new way to control traffic in case of network
malfunction.

In case of failure of both ringlets iSteering works exactly like packet steering.
Difference appears if only one transmitter/receiver or one ring fails. iSteering
takes advantage of the remaining ring or transmitter/receiver in order to trans-
mit data (shorter path is chosen).

Fig.2d. illustrates how iSteering works. Let’s assume single fiber failure as
above (inner ring failure). Node A can transmit data to node B using outer
ring now, which would be impossible with packet wrapping or steering. iSteering
allows to utilize remaining fiber, which can improve network efficiency. This can
be really significant for nodes which accessibility is crucial for network such as
access nodes for SAN or databases.

Another advantage of iSteering is easy and cheap implementation. Packet
wrapping as well as packet steering know where malfunction is and if there’s
single or dual fiber/interface failure. Control messages carry information about
network malfunction. The remaining fiber/interface is used to transmit/receive
control messages, but is not used to transmit/receive data.

Implementing of iSteering is particularly justified for transmitter or receiver
module breakdown. It’s rather less possible for single ring to fail especially it’s
mostly placed together with other fibers. But failure of single transmitter or
receiver module is much more probable (for example – transmitter’s LED fail-
ure) – and here iSteering can be really useful. It’s still possible to receive data
although node is unable to transmit data through the other fiber. It requires to
notify downstream node that node is unable to send keep-alive packets, but it
still can receive data.
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Fig. 3. Traffic flow before malfunction

3 Examples

We have carried a short analysis of two examples of traffic flow - worst-case
and network with central node. Following assumptions were made: (1) buffers
of nodes are unlimited (2) every node wants to transmit data with maximal
transmit speed (full line rate) (3) for every transmission shortest path is always
chosen (minimal hop number) (4) to simplify example one node can transmit
only once (this is necessary due to clarity of pictures)

3.1 Example 1 – Worst Case

Let’s consider network composed of 12 nodes and traffic flow as on Fig.3.:
Node A is a central node and nodes B, C, D, E and F want to transmit data

directly to node A. Nodes G, H, I, J, K and L transmit data only to its adjacent
neighbors. Table 1 shows bandwidth utilization by nodes.

Let’s explain two first rows of Table 1. Node A does not transmit data, so its
bandwidth utilization is 0%. Node B has to share bandwidth with 4 nodes (C,
D, E, F), so bandwidth utilization is 100/5 % = 20%. Total bandwidth, which
can be defined as total throughput of a network is BTOTAL = 700%.

Now let’s deliberate bandwidth utilization in case of fiber failure between
nodes A and B when packet wrapping, packet steering and iSteering are used.

1. packet wrapping
Applying of packet wrapping is shown on Fig.4a. Packet from nodes C, D, E,
F traverse through inner ring as there is no failure and packets are wrapped
by node B. Bandwidth has to be divided among nodes B, C, D, E, F and
additionally one of G, H, I, J, K, L. This is very ineffective and causes serious
bandwidth utilization decrease(Table 1), hence:

BTOTAL(wrapping) =
1100

6
% = 183, 3% (1)
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Table 1. Bandwidth utilization by nodes

node bandwidth utilization by node [%] bandwidth utilization by node [%]
before malfunction with packet wrapping

A 0 0

B 20 100/6

C 20 100/6

D 20 100/6

E 20 100/6

F 20 100/6

G 100 100/6

H 100 100/6

I 100 100/6

J 100 100/6

K 100 100/6

L 100 100/6

and remaining bandwidth1:

BREMAINING =
BTOTAL(wrapping)

BTOTAL

∼= 26% (2)

2. packet steering
Although packet steering mostly works better than packet wrapping [4] that
in worst-case results are the same (see Fig.4b.).
Packets traverse shorter way than in packet wrapping so latency can be
smaller (except for node B) but remaining bandwidth is the same as in
packet wrapping.

3. iSteering
Utilization of iSteering has to be divided into two examples: inner and outer
fiber failure

a. inner fiber failure
In this case traffic flows as depicted on Fig.4c. Packets are send in the same
way as before (data can be transmitted only in one direction in one ringlet)
– so remaining bandwidth is the same as previously.

BREMAINING =
BTOTAL(iSteering−inner failure)

BTOTAL

∼= 26% (3)

b. outer fiber failure
In this case iSteering shows its potential (Fig.4d.) – packets can be send
through inner ring and network malfunction does not influence bandwidth
utilization:

BREMAINING =
BTOTAL(iSteering−outer failure)

BTOTAL
= 100% (4)

1 Remaining bandwidth is a ratio of total bandwidth after failure and total bandwidth
before failure.
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(a) (b)

(c) (d)

Fig. 4. Protection mechanisms – example 1 – traffic flow (a) packet wrapping (b)
packet steering (c) iSteering – inner ring failure (d) iSteering – outer ring failure

According to [5], for both wrapping and steering:

BREMAINING =
4(N − 1)
(N + 1)2

(5)

N – total number of nodes. Network build of 128 nodes in worst-case traf-
fic flow can utilize only 3% of bandwidth with packet wrapping/steering,
whereas it can work like there’s no malfunction with iSteering.

3.2 Example 2 – Central Node

Let’s consider network with 7 nodes (Fig.5.). Traffic is directed from all nodes to
the central node (A) (for example – it could be FTP server or data base server).
hence BTOTAL = 200%.
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Fig. 5. Traffic flow before malfunction

Table 2. Bandwidth utilization by nodes

node bandwidth utilization by node [%] bandwidth utilization by node [%]
before malfunction with packet wrapping

A 0 0

B 100/3 100/6

C 100/3 100/6

D 100/3 100/6

E 100/3 100/6

F 100/3 100/6

G 100/3 100/6

1. packet wrapping/steering
Let’s consider network malfunction between nodes A and B. Utilization of
packet wrapping means that we lose half of the total bandwidth (Fig.6a.):
hence:

BTOTAL(wrapping) =
600
6

% = 100% (6)

and remaining bandwidth:

BREMAINING =
BTOTAL(wrapping)

BTOTAL
= 50% (7)

Usage of packet steering (Fig.6b.) results in the same remaining bandwidth.
Loss of bandwidth is constant and does not change with number of nodes in
this example.

2. iSteering
Again, we divide this situation into two examples: inner and outer fiber
failure.

a. inner fiber failure
In this case traffic flows as depicted on Fig.6c. Packets are send in the same
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(a) (b)

(c) (d)

Fig. 6. Protection mechanisms – example 2 (a) traffic flow – packet wrapping (b)
packet steering (c) iSteering – inner ring failure (d) iSteering – outer ring failure

way as before (packet wrapping/steering) – so remaining bandwidth is the
same as previously.

BREMAINING =
BTOTAL(iSteering−inner failure)

BTOTAL
= 50% (8)

b. outer fiber failure
In this case packets can be send through inner ring (Fig.6d.) and network
malfunction does not influence remaining bandwidth:

BREMAINING =
BTOTAL(iSteering−outer failure)

BTOTAL
= 100% (9)

Utilization of iSteering in case of outer fiber failure allows us to transfer data
as there is no network malfunction.
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(a) (b)

Fig. 7. (a) Efficiency of protection switching mechanisms for random traffic flow (b)
Relative efficiency of protection switching mechanisms for random traffic flow

4 Numerical Analysis

In order to compare packet wrapping, steering and iSteering numerical methods
were used. We have developed a useful tool for quick calculating of bandwidth
utilization in normal work and in case of malfunction. We have calculated band-
width utilization for even and random traffic flow. For random traffic flow every
node draws its bandwidth (BW) requirements for transmissions to all remaining
nodes. Drawing was made by a random generator with average value z and for
this average value traffic was drawn multiple times. Mean was then computed.
Fig.7. illustrates network efficiency of network with 15 nodes for even traffic flow
and random traffic flow if network efficiency is defined as:

η =

∑
m∈N

∑
r∈{0,1} s(m, r)∑

m∈N

∑
r∈{0,1} req(m, r)

(10)

s(m,r) – transmission speed of interface ”r” in node number ”m” (every node
has 2 interfaces)

req(m,r) – bandwidth requirements of interface ”r” in node number ”m” N –
total number of nodes

Results for even traffic flow are similar – the charts look very much alike so we
presented only random traffic work. Fig.7a. shows efficiency of protection switch-
ing mechanisms (packet wrapping, steering and iSteering) for random traffic flow
compared with normal work. Fig.7b. shows relative (to normal work) efficiency
of protection switching mechanisms for random traffic flow.

There is value of bandwidth requirements for which both normal work and
protection switching mechanisms (packet wrapping, packet steering and iSteer-
ing) results in serious efficiency decrease. This happens if bandwidth require-
ments exceed network transmission abilities.

As you can see generally iSteering is more efficient than packet steering,
whereas packet steering is more efficient than packet wrapping.
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5 Conclusions

We have introduced a new protection method, which can be used in case of single
fiber or single transmitter/receiver failure. If single fiber fails then iSteering
can greatly improve bandwidth utilization. We have proved it’s significance in
two examples (worst-case and central node) and in even/random traffic flow.
iSteering shows it’s excellent efficiency and it’s quite simple to realize.

Notice that we have carried only numerical analysis and it isn’t so accurate
as complete RPR network simulation.

In the following work, we would like to implement iSteering on RPR simulator
and compare the results with our expectations.
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Abstract. Web proxy caching provides an effective way to reduce ac-
cess latency and bandwidth requirement. In particular, prefix caching
is considered as an alternative for improving video delivery over wide
area networks because video objects are usually too large to be cached
in their entirety. Many studies have pointed that the user-perceived la-
tency is often not dominated by object transmission time, but rather
by setup process such as TCP connection time that precedes it. We
propose pre-connecting techniques which hide the setup process such as
TCP connection time in prefix caching proxy and show that the pre-
connection can be used efficiently in TCP splicing. Our analysis shows
the pre-connection significantly reduces start-up latency and TCP con-
nection time in simple analytical model and hierarchical caching model,
respectively. The deployment of the proposed pre-connection does not
require protocol modification or the cooperation of other entities.

1 Introduction

As the web continues to grow exponentially, streaming media delivery is gaining
popularity as indicated by dramatically increased deployment of commercial
products for playback of stored video and audio over the Internet [1]. However,
the service of quality as perceived by the end user is still very poor because
the support is lacking in the Internet to meet delay and jitter requirements
for realtime traffic. In particular, start-up latency is the central performance
problem of streaming media delivery in the Internet today.

Caching of web objects for improving end-to-end latency and reducing net-
work load have been studied extensively starting with CERN httpd, followed by
improvements in hierarchical caching and co-operative caching in the Harvest
� The first author was partially supported by Dongseo University, ”Dongseo Frontier

Project” Research Fund of 2002.
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project and the Squid project, respectively [9]. Recently, some works have been
presented on proxy caching architectures for improving video delivery over wide
area networks [9, 10, 11]. Video objects are usually too large to be cached in
their entirety. Video files in size are usually much larger than other web doc-
uments. HTML documents and embedded images are usually in the range of
1Kbyte to 10Kbyte, however, video data such as mpeg, AVI, QuickTime typi-
cally exceed 1Mbyte [10]. The large size of video data makes conventional proxy
caching techniques inappropriate.

As an alternative for video caching proxy, a prefix-caching proxy can be
used efficiently in case of the large streams such as video files. A prefix-caching
proxy caches the initial portion of the stream at proxy and transmits the prefix
from the proxy to the client. During the transmission of the prefix to client, the
proxy requests the remainder from the server. Fortunately, most of streaming
protocols, such as HTTP/1.1 and RTSP, allow the proxy to fetch the remainder
of the stream by random access.

A key realization is that streaming latency is often not dominated by object
transmission time, but rather by the setup process that precedes it [7]. The
dominating latency factors of the user perceived latency include name-to-address
resolution, TCP connection establishment time, HTTP request-response time,
server processing and finally transmission time. Information exchange between
a client and a proxy, a proxy and a server in the Web is performed using HTTP,
which typically uses TCP as the underlying transport protocol. Hence HTTP
request and response messages are carried on a TCP connection established
between the two entities. When the requested object is of small size, it is often
the case that only two round trips are required to fetch the object: one for
connection-establishment and the other for the object transfer itself.

This paper proposes a pre-connecting scheme to hide TCP connection estab-
lishment time, which is significant relative to HTTP request-response times when
the prefix-caching proxy requests the remainder to the server [11, 10]. It allows
the proxy to save time to support additional functions such as transcoding. We
also show that the proposed protocols can be used efficiently in TCP splicing.
The analytical results exhibit that the proposed scheme substantially reduces
the start-up latency in a simple model and the connection time in hierarchical
caching model.

The remainder of this paper is organized as follows. Section 2 proposes the
pre-connection for prefix-caching video proxy and describes the results of apply-
ing the pre-connection to TCP splicing. Section 3 analyzes the proposed pre-
connection. The analysis is concentrated on start-up delay and connection time
in simple analytical model. Finally, Section 4 summarizes and concludes.

2 Pre-connection for Prefix-Caching

2.1 Connection for Prefix-Caching

Web clients and servers use HTTP which in turn uses TCP as its underly-
ing reliable transport protocol. A TCP connection needs to be established and
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Client Proxy Server

SYN(CSEQ)

SYN(PSEQ), ACK(CSEQ+1)

Data(CSEQ+1), ACK(PSEQ+1)

DATA(PSEQ+1), ACK(CSEQ+len+1)

ACK(PSEQ+len+1)

Time

ACK(SSEQ+len+1)

SYN(PSEQ)

SYN(SSEQ), ACK(PSEQ+1)

DATA(PSEQ+1), ACK(SSEQ+1)

DATA(SSEQ+1), ACK(PSEQ+len+1)

Fig. 1. Protocol Sequences in Normal Case

acknowledged prior to transporting HTTP messages. Fig. 1 illustrates the pro-
tocol timeline of TCP segments in conventional prefix caching when the proxy
has cached the prefix of the video data. TCP connections are established with
a 3-way handshaking: The client sends a SYN segment to the proxy or server,
receiving the proxy or server’s SYN segment with the ACK flag on , and then
acknowledging the server’s SYN. We assumed that a data segment(HTTP GET
request) is sent on the 3rd segment of an initial 3-way handshaking to simplify
the timing sequence. The 4rd segment contains the HTTP response to send the
prefix of an object to client. CSEQ, PSEQ and SSEQ in the figure indicate client,
proxy and server sequence number which is included in TCP segment, respec-
tively. In most systems, the process to send the prefix to client and the process
to request the remainder of a stream from the server are started concurrently.
Nevertheless, as we can see in Fig.1, the proxy has to wait the TCP connection
time before starting to fetch the remainder of a video stream from the server by
invoking the range request specified in HTTP/1.1 [2, 13]. In real systems, the
round-trip time for TCP connection between the proxy and the server may not
be negligible because the proxy and server exist in WAN such as Internet. The
round-trip time in hierarchical caching in which caches are placed at multiple
levels of the networks degrades the quality of service significantly.

So, we propose the protocol sequence to hide the round-trip time for TCP
connection as shown in Fig.2. It is possible for the prefix-caching proxy to
pipeline the handshake by sending out the SYN segment to the server immedi-
ately after receiving the SYN segment from the client. The initial SYN segment
contains the destination IP address and port number. The proxy has all of the
necessary information for TCP connection setup. In the prefix-caching proxy,
the sequence described in Fig.2 allows the proxy to have the time to support
additional functions such as transcoding. This scheme is transparent to the client
and server and follows a standard protocol. As the number of caching proxies
increases, it significantly reduces the round-trip time for TCP connection.
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Fig. 2. Protocol Sequences in Proposed Case
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Fig. 3. Steps to process HTTP GET request in TCP-Splicing

2.2 Pre-connection in TCP-Splicing

The pre-connection proposed in the previous Section can be used in TCP splic-
ing. TCP splicing is a technique to splice together two TCP connections that
were independently set up with a proxy [3, 4, 12]. In conventional caching sys-
tems, received packets in the proxy are passed up through the protocol stack
to application layer, where they are then passed back down again in order to
be sent out to the requesting client. After the splice is created, however, these
two connections should be one connection actually as shown in Fig. 3. The TCP
splicing can improve the performance of the video prefix-caching proxy with the
proposed protocols.

Fig. 3 shows all steps for the proposed prefix-caching proxy to process a cache
miss in TCP splicing. Assuming that the prefix of the requested data is not in
the proxy cache, the steps of the TCP splicing including the proposed protocols
are as follows: (1) Proxy receives a GET from the client after TCP connection
establishment, (2) The proxy sends a GET request immediately after receiving
the 2nd segment for TCP connection from the server because the requested data
is not in the cache, (3) The proxy splices the two connections, (4) The data
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Fig. 4. Protocol Sequence in TCP-Splicing

flows through the splice from server to client, (5) Proxy application reads the
data from tap buffer and spools into the proxy cache. With TCP splicing, the
requested data can be sent from the server to the client without going up the
application layer. During sending the data to client, at the same time, the proxy
can cache the data from the server using an additional tap buffer in the proxy.
The proposed pre-connection is used efficiently in the case of a cache miss or
a system initialization.

Fig. 4 illustrates the TCP sequence which sends the data from the server
to the client using the TCP splicing in the case of a cache miss. The sequence
shows that the proxy sends out the SYN segment to the server immediately after
receiving the SYN segment from the client as in the previous section. The pro-
posed pre-connecting technique improves the performance of the TCP splicing
by hiding the TCP connection time between the proxy and the server.

3 Analysis of Pre-connecting Prefix Caching

3.1 Analysis of Start-Up Delay

To analyze client start-up latency, we use a simple model as shown in Fig. 5.
The model involves a caching proxy between the client and the server [6]. Client
start-up latency can be defined as the time difference between sending a request
and starting to play the media object at the client. We assume that the server
send out data packet according to its playback rate r bytes/second, and each
client keeps a buffer of K seconds. The client does not start playing the object
until its buffer is filled. Also, we assume the delay between the server and the
proxy is d1, and between the proxy and the client is d2. In Fig. 5, without a proxy
the start-up latency, L0 is 4(d1 + d2) + K, where rational for the 4 is due to the
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d2 d1

rate=min(r,b)

K1 secK sec

rate=r

other
proxy

Fig. 5. Analysis Model

three-way handshaking of TCP connection and the delay to deliver an object.
We assumed a HTTP request is sent on the 3rd segment to simplify the timing
delay. Assuming the proxy has K1 seconds of data in its cache, let’s consider
the start-up latency. At first, it takes 3d2 msec for the client request to arrive
at the proxy because we assumed that a HTTP GET request is sent on the 3rd
segment of the initial three-way handshaking. And then, the proxy starts two
processes concurrently.

One process is to download the existing K1 seconds of data to the client.
Assuming the rate between the client and the proxy is b bytes/second, it takes
(K1 · r)/b seconds. The other process is to request (K − K1) seconds of data
from other sources such as other proxy or the server. This process takes 4d1 be-
cause of the three-way handshaking of TCP connection. However, the proposed
pre-connection takes 2d1 assuming that d1 is equal to d2 to simplify timing prob-
lem. It is because the proposed pre-connection hides the TCP connection time
between the proxy and the server somewhat. Thus the time for both processes
to finish is max(K1 · r/b, 4d1) and max(K1 · r/b, 2d1) in normal and proposed
prefix caching, respectively. And then, the time for the remaining part of data
to arrive at the client is d2 + (K −K1) · r/min(r, b). During this step, the buffer
at the proxy is filled with rate r and drained with rate b. In order to avoid buffer
underflow the actual draining rate for the buffer is set to min(r, b).

The resulting start-up latency, L1 is 4d2 + max(K1 · r/b, 4d1) + (K − K1) ·
r/min(r, b) and 4d2 + max(K1 · r/b, 2d1) + (K − K1) · r/min(r, b) in normal
and proposed case, respectively. Fig. 6 shows the start-up latency for K1 and
b/r in normal case. As shown in the figure, the start-up latency is decreases
as K1 increases, and the start-up latency is decreases as b/r increases. Fig. 7
compares the start-up latency of normal and pre-connecting prefix caching. The
figure shows that the start-up latency in proposed prefix caching indicates lower
latency than in normal prefix caching as b/r increases.

3.2 Connection Time in Hierarchical Caching

With hierarchical caching, caches are placed at multiple levels of the network.
We shall make the reasonable assumption that the cache levels consist of three
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levels of institutional, regional, national caches [8]. All the clients are connected
to the institutional networks which contain their caches. When a request is not
satisfied by the client cache, the request is redirected to the institutional cache.
If the object is not found at the institutional level, the request is then forwarded
to the regional level cache which in turn forwards unsatisfied requests to the
national level cache. If the object is not found at any cache level, the national
level cache contacts directly the original server, it travels down the hierarchy,
leaving a copy at each of the intermediate caches along its path.

We model the network topology as a full O-ary tree, as shown in Fig. 8 [5].
The following notation is used in the model.
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– O: nodal outdegree of the tree
– H : number of network link between the root node of a national network and

that of a regional network
– z: number of links between a origin server and root node
– l: level of the tree, 0 ≤ l ≤ 2H + z
– d: per-hop propagation delay
– L: number of links that a request travels to hit a object in the caching

hierarchy
– Tc: Connection time

Actually, the connection time depends on the number of links from the
client to the cache containing the desired object. The connection time in normal
caching can be formulated as follows [5]:

E[Tc] = 4d
∑

l={0,H,2H,2H+z}
P (L = l)(l + 1) (1)

In the above equation, the factor of 4d, which is due to the three-way hand-
shaking of TCP connection, is the dominant factor of the overall connection
time. The proposed pre-connection as described in the previous Section can be
used efficiently in hierarchical caching as well. It reduces the round-trip delay
of the TCP connection time by connection hiding or pipelining. As the level of
the hierarchical caching increases, the proposed pre-connection reduces the TCP
connection time much more.

The connection time in the proposed prefix caching is given by

E[T ∗
c ] = 4d · P (L = 0) + 2d

∑
l

P (L = l)(l + 1) (2)

where l = {H, 2H, 2H + z}.
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The first part of the above equation is the connection time to request a prefix in
the institutional cache and the second part is the connection time to request the
remainder in the caches of higher levels than institutional cache. The factor of
2d is due to pre-connecting for TCP connection. To calculate P (L = l) we use
P (L = l) = P (L ≥ l)− P (L ≥ l + 1) as described in [5].

Fig. 9 shows the connection time of the normal and proposed case for dif-
ferent object’s popularity. Assuming that requests for document i are uniformly
distributed between all O2H institutional caches, there are λtot = λI,i ·O2H total
requests for document i. We observe that for unpopular object(small λtot) both
normal and proposed case experience high connection times because the request
needs to travel to the origin server. As the number of requests for an object in-
creases(large λtot), the average connection time decreases since there is a higher
probability to hit an object at closer caches than the origin server. For all the
objects which λtot is smaller than 0.1, the proposed prefix caching gives shorter
connection times than the normal prefix caching.

4 Conclusion

Prefix caching offers an effective way for improving video delivery over wide area
networks. The prefix caching can be supported by the range request specified in
HTTP/1.1 and RTSP which allows the proxy to fetch the remainder or suffix
of the stream by random access. However, many studies have pointed that the
user-perceived latency is often not dominated by object transmission time, but
rather by setup process such as TCP connection time that precedes it. We have
proposed a simple pre-connecting technique to hide the TCP connection time
in prefix caching proxy and showed that the proposed technique can be used
efficiently in TCP splicing. Our analysis has also showed the pre-connection
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significantly reduces start-up latency and TCP connection time in simple model
and hierarchical caching model in which caches are placed at multiple levels of
the networks, respectively. The deployment of the proposed pre-connection does
not require protocol modification or the cooperation of other entities. As part of
our ongoing part, we are pursuing a good design and implementation of the video
prefix-caching proxy system including the proposed technique. In addition, we
are investigating how to combine the proposed technique with connection caching
to reduce the latency of servicing user request.
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Abstract. In this paper, we propose a scalable Label Switched Path
(LSP) management architecture for Multiprotocol Label Switching
(MPLS) traffic engineering using a hierarchical network model. MPLS
introduces the concept of a label hierarchy to support scalability by less-
ening the complexity of transit routers for the computation of complete
routing tables. However, this hierarchical network model creates a critical
disadvantage in providing a globally-optimal route because of topology
abstraction or aggregation. This paper proposes a hierarchical routing
scheme that can provide a globally-optimal route in hierarchical MPLS
networks using propagation from the Condensed Subordinate Route In-
formation (CSRI). CSRI is summarized route information among border
nodes in the lower layer network and is reflected in the process of the
LSP path computation in the higher layer network. We also propose the
algorithms for generation of CSRI, for reflection CSRI to higher layer
network topology, and for computation of an optimal LSP in a higher
layer.

1 Introduction

The Internet is becoming an ideal platform to support modern communica-
tions including voice, data, and multimedia transmissions. However, standard
IP routing protocols were developed on the basis of a connectionless model with
routing decisions based on simple metrics, such as delay or hop count, which
lead to the selection of shortest path routes [1,2,3]. Despite its ability to scale
to very large networks, this approach provides only basic Quality of Service
(QoS) capabilities, which are unable to provide scalable-service level agreements
for bandwidth intensive applications in modern networks. Multi-protocol Label
Switching (MPLS) extends IP destination-based routing protocols to provide
new and scalable routing capabilities.

MPLS traffic engineering is inherently uses explicitly-routed paths. LSPs are
created independently, specifying different paths based on user-defined policies;
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however, this may require extensive operator intervention. RSVP and CR-LDP
are two possible approaches to supply dynamic traffic engineering and QoS in
MPLS [4,5,6]. Conversely, MPLS has been introduced into LSP hierarchy. LSP
hierarchy is the idea that LSPs can be nested inside other LSPs, giving rise to
an LSP hierarchy. This is achieved by considering an LSP as a link in the IS-
IS or OSPF link state database [6], which is termed a layering concept in this
paper. LSP hierarchy has been introduced to enhance scalability by reducing
the complexity of transit routers from the composition of all network routing ta-
bles. Alternatively, a network can be logically or physically partitioned according
to the service provider (SP) domain and the administrative domain within the
same service provider, such as access and backbone networks, which will be de-
fined as a partitioning concept in this paper. Layering and partitioning concepts
are very useful when deploying a large-scaled network. However, these concepts
bring a disadvantage in that they cannot provide a globally-optimal route in
a hierarchical network model because of network topology abstraction and ag-
gregation [8,9,10,11,12]. Consequently, we need a new scheme for guaranteeing
the provisioning of a globally-optimal route in a hierarchical network model: the
major goal of MPLS traffic engineering.

This paper proposes a scalable LSP management architecture that can pro-
vide a globally-optimal route in the hierarchical MPLS network. We will define
the hierarchical network model applicable for a MPLS network. In addition, we
will define the LSP management framework based on proposing a hierarchical
network model for provisioning optimal LSPs in terms of MPLS traffic engi-
neering. The paper is organized as follows: In section 2, we identify problems
of the hierarchical model and define the hierarchical network model applicable
for MPLS traffic engineering. In section 3, the LSP management framework for
MPLS traffic engineering is discussed in detail. In section 4, we discuss perfor-
mance issues of the proposed hierarchical LSP management framework. Finally,
resulting conclusions are presented.

2 A Hierarchical Network Model

In this section, we discuss the generic hierarchical network model and identify
problems of MPLS traffic engineering in a hierarchical network. In addition, we
propose a new hierarchical network model that can solve the problems associated
with layering and partitioning concepts.

2.1 Generic Hierarchical Network Model

A hierarchical network model is a traditional solution to the scaling problem [8].
The layer network (LN) represents a network boundary that can transfer certain
kinds of network traffic without adaptation. Typical LNs can be IP, ATM, SDH,
MPLS, et al. There can be client/server relationships among different LNs. Layer
networks (LNs) are organized into different interconnected sub-networks (SN)
called domains. An SN consists of multiple interconnected network nodes such
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Fig. 1. Layering and Partitioning Concepts

as IP routers, ATM switches, MPLS node, etc. An SN can be further partitioned
until the lastly partitioned SN corresponds to a network node.

Fig. 1 shows layering and partitioning concepts. We apply the layering con-
cept to the LSP hierarchy. As shown in Fig. 1 (a), the server layer network
(LNserver) consists of 12 MPLS nodes, 22 physical links (Lp) and 9 LSPs. In
LNserver, there are two kinds of LSPs: one is the end-to-end LSP (LSPe) that
can directly deliver customer MPLS packets, the other is the trunk LSP (LSPt)
that contains a number of subordinate LSPs. Fig. 1 (a) shows only LSPts. The
LSPts correspond to the logical link (Ll) in the client layer network(LNclient).
There is a ”corresponding to” relationship between LSPt in LNserver and Ll in
LNclient.

An LNclient consists of a number of interconnected MPLS nodes that termi-
nate the LSPt at LNserver, and a number of Lls corresponding to the LSPts at
LNserver. An LNclient is purely logical, whereas an LNserver is purely physical.
Fig. 1 (b) shows the partitioning concept. An LN can be partitioned according
to the different service provider domains or the different administrative domains
within the same service provider domain. There may also be N -partitioning
levels. The top partitioning level (Ptop) represents the LN itself. The lowest
partitioning level (Pbottom) corresponds to the entire network topology of an
LN. There can be a number of subsequent partitioning levels between Ptop

and Pbottom, determined by the administrative policy of each network service
provider. In Fig. 1 (b), the LN (Ptop) is composed of three SNs (A, B, and C)
and six interconnecting links (l.1-l.6), which is the first partitioning level. At
the second partitioning level, there are three individual SNs of A, B, and C.
The SN A consists of four nodes (A.a, A.b, A.c, and A.d) and five links (l.a.1,
l.a.2, l.a.3, l.a.4, and l.a.5). In addition, all SNs have a number of border nodes
(Nborders) with connectivity to other SNs, for example: A.b, A.c, and A.d in the
case of SN A, B.a, B.b, B.c, and D.d in the case of SN B, and C.a, C.b, and C.d
in the case of SN C.
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2.2 The Problems of a Hierarchical Network Model
in Terms of MPLS Traffic Engineering

The partitioning concept is very useful for deploying a large-scaled MPLS net-
work reflecting the different kinds of administrative policies. However, we can-
not provide a globally-optimal route in a hierarchical MPLS network that is de-
ployed based on a partitioning concept. The Ptop only shows its subordinate net-
work topology. The intermediate partitioning level (Pn) hides Pbottom from Ptop.
Therefore, Ptop finds route with Pn. In addition, Pn finds route with Pbottom. For
example, if we find a route from A.a to C.c using the shortest-path first routing
algorithm, Ptop selects a route traversing l.1 and l.4, (A-l1-B-l4-C), which can be
a reasonable path in terms of Ptop because the hop counts of all possible routes
are the same. Subsequently, each SN of A, B, and C finds an optimal route
with their partitioned network topology as shown in Fig. 1 (b). SN A selects
(A.a-l.a.2-A.d-l.a.3-A.b), SN B selects (B.b), and SN C selects (C.b-l.c.3-C.a-
l.c.2-C.c). As a result of hierarchical routing, the selected route is (A.a-l.a.2-A.d-
l.a.3-A.b-l.1-B.b-l.4-C.b-l.c.3-C.a-l.c.2-C.c), which traverses six hops. However,
there is a more optimal route than the selected route, which traverses five hops,
(A.a-l.a.1-A.c-l.2-B.a-l.b.s-B.c-l.5-C.a-l.c.2-C.c). If Ptop selects l.2 and 1.5, then
we can find the most optimal route in a hierarchical environment. In contrast,
layering concept gives us an unfavorable side effect whereby the LNclient selects
an explicit route for LSP configuration with its network topology. The LNclient

has the highest probability of selecting the Ll , which has a longer transit delay
than the others because LNclient only has the link attributes of Ll but with the
path attributes of LSPt at LNserver.

2.3 A New Hierarchical Network Model

In this paper, we propose a hierarchical network model that highlights the ad-
vantages and solves the disadvantages in hierarchical networks. First, we propose
the propagation of Condensed Subordinate Route Information (CSRI) to solve
problems caused by the partitioning concept. CSRI is a set of summarized routes
to be propagated from the subordinate partitioning level to the upper partition-
ing level.

Each SN computes all possible routes (R) using partitioned network topol-
ogy. We use the Dijstra algorithm for computation of Rs. There are border
nodes (Nb) within the partitioned network topology; for example, A.b, A.c, and
A.d in Fig. 2. If there are n border nodes, the number of SCRI entries can be
n(n− 1)/2. SCRI can be defined as SCRI = (h, d, b, r), where h is hop count, d
is accumulated delay, b is available bandwidth, and r is extent or route avail-
ability (r = yes/no). First, we computed all possible routes between two border
nodes: (nsource) and (ndestination). By computing routes between nsource and
ndestionation, we determined the metrics of R, including hop count (R(H)), de-
lay (R(D)), bandwidth (R(B)), and availability (R(A)) as shown in Fig. 3. H is
the number of links traversing the computed route R, R(D) is the accumulated
delay of links traversing the computed route R, R(B) is the smallest bandwidth
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Let Nb is the list of border node within the partitioned network topology
Let R={(n,l)} is the computed route, where n is a node and l is an link. 
Let l=(D,Bava,A) is the link, where D is a transmission delay of the link, Bava is the available     
bandwidth of the link, and A is the availability of the link
For ∀nsource ∈ Nb do {

for ∀ndestination ∈ (N-nsource) do {
i= 0;
Compute all possible route (R) between nsource and ndestination with the following rules:

R(H) is the number of links traversing the computed Ri
R(D) is the accumulated delay of links traversing the computed Ri
R(B) is the smallest bandwidth of link among the bandwidths of links

traversing the computed Ri
R(R) is the reachability of the computed Ri

if there is a computed route, then i++;
}
// Computation of CSRI 
CSRI(nsource,ndestination)(h,d,b,r) = (min(�R(H)), min(�R(D)), max(�R(B)), �R(A)== yes);

}

Fig. 3. CSRI computation algorithm

of the link among those traversing the computed route R, and R(A) can be ”no”
if one of links traversing the computed route R is ”no”. In order to compute, we
used the Dijstra algorithm.

After computing all possible routes between nsource and ndestination, we de-
termined the CSRI metrics according to an administrative policy. There can be
one or more possible routes between an identical nsource and ndestiation. CSRI
metrics can be of the first priority route. Then, how can we select the first priority
route among computed routes? In general, we selected aroute having the smallest
hop count, smallest accumulated delay, largest available bandwidth, and a acces-
sible route as the first priority route. However, if the service provider wishes to
deploy a delay sensitive network, then we must select the route having the least
accumulated delay over other metrics as first priority. As we selected the most
optimal route among all possible routes between nsource and ndestination, and
defined the metrics of the first priority route as CSRI metrics, we dramatically
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reduced the number of CSRI entries to be propagated to the upper partitioning
level. This resulted in topology aggregation or filtering. After selection of CSRI
entries, we propagated CSRI to the upper partitioning level as shown in Fig. 2.
Propagated CSRI is reflected into the internal topology of the upper partitioning
SN. Next, we selected the globally-optimal route reflecting CSRI at the Ntop. If
we did not reflect CSRI at Ntop, the computation of route at Ntop would result
in an unfavorable route. Thus, we provided a globally-optimal route in a hier-
archical network model using the concept of CSRI propagation, which makes
a network service provider supply traffic-engineered LSP in a hierarchical MPLS
network.

3 LSP Management Architecture

In the previous section, we proposed a hierarchical network model to guarantee
the provision of globally-optimal traffic engineered LSP in a hierarchical MPLS
network. In this section, we propose LSP management architecture from the
perspective of service and network management.

There are four broad areas in LSP Management Architectur: network device
control, network configuration, event & fault management, and policy manage-
ment areas. Each sub-network has these four management functions. The device
control mediator (DCM) takes the roles of device configuration and monitoring.
The resource controller (RC) configures network devices using SNMP, Telnet,
and CR-LDP; it also checks the validity of a configured LSP using LSP-Ping.
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The monitoring probe (MP) collects myriad events generated from network de-
vices and propagates the events to the event management module.

Policy repository (PR) has rules provisioning LSP under a hierarchical envi-
ronment. These include rule-based constraints on optimization processes, alarm
triggering, and propagation. The network-dimensioning module collects periodic
MPLS traffic patterns and analyzes the gathered traffic. According to traffic
analysis, the network-dimensioning module configures the hierarchical MPLS
network topology as described in section 2.3. It determines the affinity, color, and
capacity of all links, reconfigures existing LSPs, and decides protection schemes
for each LSP such as 1:1 protection, 1:N protection, N:M protection, or rerouting.

The dynamic LSP management module configures LSPs using the hierar-
chical CSPF algorithm. This module receives LSP configuration requests from
the network-dimensioning module in terms of network planning and the network
operator in terms of the on-demand LSP configuration, including MPLS-VPN
configuration. In addition, this module maintains numerous provisioned LSPs.
In order to support the optimal path provision in a hierarchical MPLS network,
the LSP management module calculates CSRI entries and propagates them to
the hierarchical topology management module in the upper-layer management
system.

The hierarchical topology management module maintains a hierarchical
MPLS network topology provisioned and planned by the network-dimensioning
module. Network topology is used to calculate an optimal path for LSP provi-
sion. In addition, network status is dynamically reflected into the network topol-
ogy in order to find an optimal path taking into account the current network
status. Subsequently, the hierarchical topology management module dynami-
cally changes the status of network topology according to innumerable network
events originating in the event-management module. While maintaining hierar-
chical network topology, the topology management module receives CSRI entries
from a LSP management model at the subordinate management system, and re-
flects received CSRI to the internal cost of sub-networks.

Thus, propagation of CSRI entries between the LSP management model at
the subordinate management system and the configuration management model
at the upper management system provides a globally-optimal route in a hierar-
chical network environment.

4 Performance Issues

Our LSP management architecture can provide aglobally-optimal route in hi-
erarchical MPLS network environments. In this paper, we measured the LSP
configuration performance in terms of route computation and resource utiliza-
tion comparing our approach to so-called ”CSRI propagation approach” with
two other approaches. The two other approaches are as follows: one is to find
a route with flat network topology with no hierarchy, a so-called flat topology
approach; and the other is to find a route without CSRI propagation in a hierar-
chical network environment, a so-called ”no CSRI propagation approach”. Fig. 5
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Fig. 5. A simplified test topology

shows a simplified network topology for simulation. There are two partitioning
levels. Layer network (LN) consists of three sub-networks: SW − A, SW − B
and SW − C, and ten links connecting the tree sub-networks. In contrast, each
sub-network has 26 nodes and 51 links connecting the nodes.

We assume that all links connecting nodes and sub-networks has the same
available bandwidth and transit delay. We found a route between the fixed source
and ten variant destinations as shown in Fig. 5. We calculated the path at 50
times between the same source and destination. Fig. 6 shows the average per-
formance of 50 attempts. In terms of path computation performance, the ”no
CSRI propagation approach” shows higher performance than the other two ap-
proaches because it finds a route with the highly-abstract network topology
of three sub-networks and 13 links. However, our approach showed slight per-
formance degradation compared to the ”no CSRI propagation approach”. The
performance degradation of our approach compared to the ”no CSRI propaga-
tion approach” stems from CSRI propagation overheads from the subordinate
(sub-network) to the upper level (layer network). Conversely, the flat topology
approach showed the worst performance because it computed an optimal path
with the entire network topology composed of 78 nodes and 166 links. In the case
of ”no CSRI propagation approach” and our approach, each computed the opti-
mal path in a distributed and concurrent way. That is to say, each sub-network
computes its own route with the partitioned network topology composed of 26
nodes and 51 links.

In this simulation, we tried to compute a path for LSP provisioning with
10Mbps between the fixed source and ten variable destinations as shown in Fig. 5.
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Fig. 6. Performance comparision

From the perspective of network resource utilization, our approach showed
the highest performance of all approaches including the ”no CSRI propagation
approach” and flat topology approach as shown in Fig. 6 (b). By propagating
CSRI from the subordinate to the upper level, and reflecting CSRI into the inter-
nal cost of node at the upper level, thereby showing the globally-optimal route
in a hierarchical network environment. Even though the ”no CSRI propagation
approach” finds a route with abstracted network topology at the upper level, it
cannot guarantee optimal route provision in a hierarchical network environment.
Therefore, the resource utilization of the ”no CSRI propagation approach” per-
formed the worst among our approach and the flat topology approach as shown
in Fig. 6 (b).

The flat topology approach showed nearly the same performance as our ap-
proach in terms of network resource utilization; this is because it finds a route
with full network topology without abstraction. Taking network resource uti-
lization and path computation speed into account, our approach is the most
reasonable compared to the flat topology approach and the ”no CSRI propaga-
tion approach” in a hierarchical MPLS network environment.

5 Concluding Remarks

In this paper, we proposed a scaleable LSP management architecture that can
provide a globally-optimal route under the hierarchical MPLS network. We de-
fined a hierarchical MPLS network model with layering and partitioning con-
cepts. By introducing CSRI propagation from the subordinate partitioning level
to the upper partitioning level, we can guarantee a globally-optimal LSP pro-
vision under the hierarchical network environment, which was impossible in the
hierarchical network environment because of topology abstraction. In addition,
this paper proposed an LSP management architecture that is applicable for LSP
provision in a hierarchical MPLS network environment.
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Through simulation, we compared our scheme with the approaches of flat
topology and ”no CSRI propagation” under a somewhat complex topology of 78
nodes and 166 links. As a result of this simulation, we proved that our approach
is the most reasonable one when compared to the other two when taking path
computation speed and resource utilization into account.
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Abstract. Quality of Service (QoS)-constrained policy has an advan-
tage to guarantee QoS requirements requested by users. Quorum systems
can ensure the consistency and availability of replicated data despite the
benign failure of data repositories. We propose a Quorum based resource
management scheme, which includes a system resource and network re-
source, both of which can satisfy the requirements of application QoS.
We also propose the resource reconfiguration algorithm based on tem-
poral execution time estimation method. Resource reconfiguration per-
forms the reshuffling of the current available resource set for maintaining
the quality level of the resources. We evaluate the effectiveness of re-
source reconfiguration mechanism in a Heart Hemodynamics analysis.
Our approach increases the stability of execution environment as well as
decreases the completion time compared to the method that does not
adopt the proposed reconfiguration scheme.

1 Introduction

Recently, Grid computing has distinguished itself from the conventional dis-
tributed computing by focusing on large-scale resource sharing and innovative
applications under the environment of widely-connected network. There are
a number of architectures known for the management of Grid networks. How-
ever, most of them are mainly focused on concrete aspects which do not cover
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the management of the Grid as a whole. Examples are the Condor-G system [3]
and Nimrod-G Grid resource broker [4]. Due to the complexity of the Grid sys-
tem, and the trend towards increased complexity in both hardware/software and
service requirements, the flexible management of the overall Grid system itself is
becoming more and more important. Policy-based management (PBM)[5] shows
a prominent approach and management architecture over previous traditional
network management systems. Policy-based Management can guide the behav-
ior of a network or distributed system through high-level declarative directives
that are dynamically introduced, checked for consistency, refined and evaluated,
resulting typically in a series of low-level actions [6]. The current PBM archi-
tecture has problems in the sense that it can only address a fairly limited set
of issues and usually requires human intervention. Grid systems unfortunately
suffer the same problems in terms of the scalability and autonomic management.
It is time consuming and error-prone for Grid administrator, resource manager
or broker to configure their system manually. Furthermore it is extremely hard
to configure their local resource while considering other domains in the whole
Grid system. In this paper, we propose a resource Quorum model for supporting
QoS of resource status. Quorum set is a subset of the resource universe which
can be obtained. Quorum set guarantees the reliable resource allocation because
it is a set of resource collection that is selected according to the QoS of the
resource. Also, we propose resource reconfiguration scheme in order to maintain
the integrity of the Quorum set. Resource reconfiguration provides reshuffle of
the current resources set and reallocates resources to tasks in order to support
QoS. Execution time of an application reflects the current resource status. We
use temporal variation of the execution time in order to estimate the resource
status. Resource reconfiguration provides a good solution for degraded resources
in an unpredictable environment. The remainder of this paper is structured as
follows. In Section 2, we suggest the resource Quorum model and resource allo-
cation scheme for reliable scheduling. Section 3 presents the proposed temporal
Quorum status estimation method and resource reconfiguration algorithm. Sec-
tion 4 shows the experimental results based on our reconfiguration algorithm
using Heart Hemodynamics analysis. This paper is concluded in Section 5.

2 Resource Quorum Model

To guarantee QoS for user’s application, the Grid manager should assign the re-
sources to each application. The Quorum based management system defines the
QoS vector to each application from the input profile. We utilize two different
resource items: system resource and network resources. Each service requester
must specify his QoS requirements for the resource manager in terms of the min-
imum QoS properties for both the system and network resources. All resources
are distinguished from the others and ranked as a group of QoS level in terms of
those resource descriptions. We represent the resource descriptions as a system
resource vector θs and a network resource vector θn.
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2.1 Quorum Model for QoS Support

We define the Resource Quorum as QR, which represents the current status
of the resource. Each resource has its resource status vector which is repre-
sented by both invariable and variable elements [8]. System resources can take
the processor specification or memory size as invariable elements and processor
utilization or available memory space as variable elements. Also, network re-
source would have the link capacity with an invariable elements and end-to-end
available bandwidth, delay, data loss rate as variable elements, such that

QR = {〈θi, θjk〉|i, j, k = 1, . . . , n} , (1)

where θi denotes the current available resource level of the system resource i and
θjk represents the current available resource level of the network between system
resource j and k. A resource universe R = {r1, . . . , ru} assumes a collection of
resources that can be taken in the administration domain. A resource, r = 〈S, N〉,
can be represented as undirected graph in the system, S and their communication
networks, N. Thus,

R = {ri, . . . , ru} = {〈Si, Nij〉|Si = ri, Nij = ri × rj i �= j i, j = 1, . . . , u} (2)

R is an available resource universe which is a subset of resource universe U , and i
and j are elements in the R. Si is therefore a system resource that represents
a computation node i and Nij is a network resource that represents a communi-
cation network from system i to system j. An application can be represented by
undirected graph with tasks and their communication relation. The application
is viewed as composed of the number of m tasks which represent problem size
of the application A. A is given by

A = {ν1, . . . , νm} = {〈νk, ekl〉|ekl = νk × νl, k �= i, k, l = 1, . . . , m}, (3)

where m means the number of tasks. νk means the vertices that represent each
task and ekl means the edge that represents communication between νk and νl.
Thus, l represents all communication peers that related to the νk.

If we assume that each task has its QoS requirement issued from SLAs, all
resources can be ranked by the performance or be grouped by its attribute in
terms of the QoS level. A required QoS level represents the vector of the resource
description and has the range between the minimum and maximum requirement.
We denote them by q and Q, respectively. We define the QoS-Quorum,QA, which
represents the required quality level for the application set A = {1, . . . , m}.

QA =
{〈[

qk
i , Qk

i

] [
qkl

ij , Qkl
ij

]〉 |i �= j, i, j = 1, . . . , μ k �= l, k, l = 1, . . . , m
}

, (4)

where qk
i and Qk

i denote the minimum and maximum QoS level required for
task k on the system resource i. qkl

ij and Qkl
ij represent the minimum and maxi-

mum QoS level required for communicating the task k in system resource i and
task l in system resource j.
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2.2 Available Resource Quorum and Resource Configuration

To achieve the reliability in resource management, we define an available resource
Quorum,QAR, which is selected from a resource universe. QAR satisfies the QoS
requirement from SLAs.

QAR = {〈Si, Nij〉 ⊆ R|qk
i ≤ θi ≤ Qk

i , qkl
ij ≤ θij ≤ Qkl

ij}, (5)

where i, j = 1, . . . , n′ ≤ μ and k, l = 1, . . . , m, and QAR is a set that satisfies
a desired minimum QoS level of the application. Then, we define the Resource
Configuration Function, F (A, AR),as follows:

F (A, QAR) = {〈Sk
i , Nkl

ij 〉} = {〈V k, Ekl〉 Q→ 〈Si, Nij〉}, (6)

where

Sk
i =

{
1, if the νk ∈ A and allocated on Si

φ, otherwise,

Nkl
ij =

{
1, if the ekl ∈ A and existed in communication BW of ri and rj

φ, otherwise

Basically, Available Resource Quorum set QAR has the characteristics to
guarantee the minimal QoS requirement. First of all, the minimal QoS con-
straints created by the SLAs make up two groups of vectors in the QoS Quorum
and the Resource Quorum. The QoS Quorum is made for the service class cor-
respondent with one of the QoS services. Simultaneously, the Resource Quorum
is determined depending on whether the QoS constraints are satisfied or not.

3 Temporal Quorum Reconfiguration

Resource configuration function is different from general scheduling in terms
of QoS support. Resource configuration provides a more reliable scheduling be-
cause it assumes that the elements of the available resource Quorum set QAR

satisfy the user’s desired quality level. But Quorum status varies as changing of
the status of resources which are included in Quorum set. In order to maintain
the integrity of QoS, it is necessary to reconfigure the current Quorum set. By
monitoring resource status, we can validate the current Quorum status. Exe-
cution time of an application reflects the resource status. Now we present the
reconfiguration scheme based on variation of execution time of the application.

3.1 Estimation of the Resource Status

Since the execution time of an application is defined as summation of the com-
putation time on the system, Ŝk

i (θi) and communication time, N̂kl
ij (θij), we can

estimate the current resource utilization by each application activity. If an ap-
plication represents its previous execution progress, we can predict the temporal
variation of the resource utilization on target application. Equation 7 shows the
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sensitivity of the estimates of the execution time, Z(•), according to resource
Quorum.

Ŝk
i (θi) =

dSk
i (θi)

dZ(Sk
i (θi))

%Z(Sk
i (θi)), N̂kl

ij (θij) =
dNkl

ij (θij)
dZ(Nkl

ij (θij))
%Z(Nkl

ij (θij)) (7)

Based on resource status which is obtained by Equation 7, we define the
utility functions, such as a system utility function and a network utility func-
tion. Utility functions of the resource provide the current system and network
performance compared to the previous status. Previously, we denoted the min-
imum QoS of each task required for computation and communication as qk

i (θi)
and network, qkl

ij (θij), respectively. If a current estimates of system resource is

Ŝk
i (θi), then the utility function is represented by

μk
i =

ŝk
i (θi)− qk

i (θi)
qk
i (θi)

. (8)

If μk
i < 0, we assume that the system does not meet the QoS level. Similarly, if

a current estimates of network status is N̂kl
ij (θij), the utility function is repre-

sented by

μkl
ij =

ŝkl
ij (θij) − qkl

ij (θij)
qkl
ij (θij)

(9)

Furthermore if μkl
ij < 0, we recognize that the network does not guarantee the

QoS requirements. Status of the current resource configuration can be presented
as the accumulated value of the utility function. Therefore, on the current time
instant Tc, the temporal status of the resource configuration,sRC(A, QAR, Tc) ,
is defined as follows.

sRC(A, QAR, Tc) =
{〈μk

i , μkl
ij 〉
}

, (10)

where

μk
i =

⎧⎨⎩
Tc∑
t=0

μk
i (Tc), if the ekl∈A and existed in communicaion BW of ri and rj

φ, otherwise

μkl
ij=

⎧⎨⎩
Tc∑
t=0

μkl
ij (Tc), if the ekl∈A and existed in communicaion BW of ri and rj

φ, otherwise

The utility functions, μk
i and μkl

ij , are accumulated QoS reward values that
are system and network resources. If the estimate of utility function is smaller
than 0, it means that the resource does not match the desired QoS level. We
should then identify the triggering condition for the resource reconfiguration.
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Fig. 1. Operation procedure of the proposed a resource Quorum reconfiguration
scheme

3.2 Two-Stage Resource Reconfiguration Algorithm

The reconfiguration steps consist of System Resource Reconfiguration (SRR)
when μk

i < 0 and Network Resource Reconfiguration (NRR) when μkl
ij < 0,

respectively. Once triggered, the resource Quorum management system invokes
the two-stage resource Quorum reconfiguration procedure on sRC(A, QAR, Tc)
as shown in Figure 1.

In reconfiguration step, after generating the initial QAR , it should be
changed with the time. Before creating alternative configurations, we should
obtain a new QAR by updating itself.

4 Experimental Results

We evaluate the effectiveness of resource reconfiguration mechanism with a Heart
Hemodynamics analysis application that is parallel application linked with each
task. The parallel applications are connected to each other by the Grids. End-
to-end communication quality of service in case of linked chains is more impor-
tant issue because it has an effect on the entire performance of the application
execution. Moreover the communication status has various reasons that cause
degradation. In order to point out the communication quality of service, we ex-
amine the end-to-end bandwidth between each task. Blood flow in the sac of
the Korean Artificial Heart (KAH) is numerically simulated by finite element
analysis. A distributed computing algorithm is employed to compute the hemo-
dynamics of the sac using Globus-based MPI programming. Each sub-job of
the KAH communicates with its neighbors in order to exchange the message
for satisfying the boundary condition. Figure 2 shows the boundary condition
of the KAH and the flow chart for simulating the blood sac in the KAH. The
program has the iteration characteristics to solve the velocity and pressure at
each time frame. The Grid testbed for collaborating among multi-domain en-
vironments is comprised of Linux-based Globus platforms for Grid application.
The Grid testbed for modeling the KAH is run on three domains (Information
and Communications University (ICU), MIT and Hanyang Univeristy (HYU))
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Fig. 2. Computing model for the KAH
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Fig. 3. Performance comparison of systems S1 and S5

and five systems (S1, S2, S3, S4, and S5 with available bandwidth of 0.1 Mbps).
They are connected to the Korea Research and Education Network (KOREN)
and Science Technology And Research Transit Access Point (STAR-TAP).

We conducted an experiment with offered load at system S1 at the time
instant T2 (time instant 50) and network S4-S5 at the time instant T3 (time
instant 100). T2 and T3 are the points of the time instant 50 and time instant
100 in Figure 3, respectively. Figure 3 shows the execution time of system S1
and S5. In Figure 3 (a), system S1 increases the computation time on the time
instant 50 to 75. Also, system S5 increases the communication time irregularly
and rapidly between system S4 and S5 between time instant 105 to 125 shown
in Figure 3 (b). The performance was evaluated according to each computation
time (CP) and communication time (CM).

We calculate the reward value for the offered workload situation. Figure 4
shows the characteristics of the utility function and reward value of the system
S1 and S5. The reward value of the system S1 has a negative value around at
time instance 70 as depicted in Figure 4 (a). Also, the reward value of the sys-
tems S4-S5 has negative value at time-instance 115 as shown in Figure 4 (b).
The zero point of the reward value of the resource is the reconfiguration trig-
gering point. We take two reconfiguration points at time instance 70 and time
instance 115 based on reward value from Figure 4. Let’s consider the recon-
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Fig. 5. Performance comparison of the proposed reconfiguration scheme

figuration policies that are generated by our reconfiguration algorithm. Initial
topology has the system S1, S4, S5. After the reconfiguration of system S1 at
T2, the system S1 replaced with S3. Also, on the reconfiguration of network S4-
S5, the system S4 replaced with S1. The network topology has been changed by
the reconfiguration of the system. Figure 5 illustrates the execution time after
committing the resource reconfiguration. Figure 5(a) shows the execution time
of the system S1 when committing reconfiguration at T2, whereas Figure 5(b)
shows the execution time of the system S5 when committing reconfiguration at
T3. Figure 5 shows that proposed reconfiguration scheme increases the stability
of the execution time compared to Figure 3.

Heart Hemodynamics Analysis Application shows that the effectiveness of
system and network reconfiguration of the parallel application. From the exper-
imental results, we can see that the proposed reconfiguration algorithm provides
more stability during the execution time. In addition, the proposed algorithm
decreases the completion time of the application.
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5 Conclusions

Computational Grids are focused primarily on high-performance distributed
computing. In a wide area Grid environment, it is most important to guarantee
the user desired resources. Reliable resource allocation should be maintained on
the temporal and spatial change. Quorum based resource modeling and resource
configuration scheme provides more reliable resource scheduling. The proposed
resource reconfiguration algorithm has two phases. One is the status estima-
tion using temporal deviation. The other is resource reconfiguration based on
estimated status. After triggering based on estimation, the reconfiguration algo-
rithm tries to optimize the current system and network resource. Our approach
provides both increase in the stability of the execution environment and decrease
in the completion time compared to the methods that do not adopt the resource
reconfiguration mechanism.
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Abstract. Most existing link protection methods have been focused on
single-link failures. Recently, the double-link failure model has also been
considered. In this model, any two links may fail in an arbitrary order.
However, an existing model for protecting the entire network against
double-link failures does not always provide a 100% recovery when the
link identification is not required for pre-computing backup paths. In
this paper, we consider double-link failure models that provide 100%
recovery in WDM torus optical networks. Three link protection methods
are presented. The first method requires failed link identification, whereas
the last two methods do not. Other performance measures such as hop-
length and backup capacity are also discussed. Finally, we briefly address
how our method is possibly extended to mesh optical networks.

1 Introduction

Due to WDM (wavelength division multiplexing) technology, which is the cur-
rent favorite multiplexing technology, optical networks provide high-speed and
huge bandwidth network facilities. One of the key issues on high-speed optical
networks is the network survivability that deals with a mechanism to protect
resources against the node or link failures. Node failures occur due to the failure
of equipment such as switches. Link failures occur due to the failure of optical
links such as fiber cuts. Such a link failure typically causes all fibers in the bundle
to be cut, and thus result in the failure of hundreds of channels. Such failures
disrupt the optical network service, and may lead to data losses on the order
of several gigabits. Therefore, elaborate mechanisms to restore the traffic upon
detecting failures are critical.

Main approaches to recover from a link failure are to provide an alternate
path. When a failure occurs, all traffic on the failed link are switched to backup
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paths. Most practical studies for link protection assume single link failures. Re-
cently, the usefulness and necessity of studying double-link failures were pre-
sented [1, 2, 4]. The relationship between double-link failures and the perfor-
mance measures of protection methods was presented in [4]. Based on their
quantitative measure of a networks’ recovery ability, link protection schemes
using pre-assigned capacity were provided in [1, 2]. One disadvantage of their
scheme is that it does not always achieve a 100% recovery from double-link fail-
ures when the link identification is not required for pre-computing backup paths.
Also, it is not known whether backup paths can be pre-computed for every link
in a mesh under their requirement: for arbitrary two links in a mesh network,
they can not be contained each other’s backup path concurrently. In this pa-
per, we consider double-link protection methods that provide 100% recovery in
torus networks while keeping our mind on other performance measures such as
hop-length and backup capacity.

As one of popular logical topologies of low dimensions such as ring and mesh,
the torus has been studied for optical communication networks [3, 6, 7]. The torus
is an interesting topology for the metropolitan area networks, and has an unique
topological flexibility. First of all, the torus consists of link-disjoint rings. Thus,
it has a merit that most link protection algorithms developed on ring-based
topologies can be easily applied. Next, the torus is mesh-based topology. That
is, the torus is a mesh with wrap-around links. Due to wrap-around links, the
torus networks overcome the topological irregularity between boundary nodes
and non-boundary nodes of mesh networks. Taking advantage of such a topo-
logical property of torus networks, our method provides a possible direction for
developing double-link protection methods in mesh networks. Throughout the
paper, we only consider a mesh (distinguished from other generalized mesh-type
topologies) as the topology obtained by removing wrap-around link from the
torus.

The rest of the paper is organized as follows. In section 2, we introduce the
basic definitions and notations. In section 3, we present some possible approaches
for recovery from double-link failures. In section 4, we provide two link protection
schemes against double-link failures. Both schemes require one backup path for
each link, but the lengths of backup paths provided by them have different
performance aspects. In the end of section, we briefly address how our method
can be used for mesh networks. In section 5, we conclude the paper.

2 Preliminaries

A WDM optical network is represented by a graph G = (N, L), where N is the
set of logical nodes and optical switches connected the logical nodes, and L is the
set of optical links. Each link consists of a pair of directional links - one in each
direction. A 2D torus T is a graph with nodes whose label is identified by two
coordinates (i, j) and links connecting them, where the lower-most West node
is labeled as (0,0). For a node (i, j), it has four neighbors (i − 1, j), (i + 1, j),
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i, j − 1), and (i, j + 1), where “+” and “-” operations on indices are performed
as modulo arithmetic.

An X-ring Rx (resp. Y -ring Ry) in the 2D torus is the ring in which nodes
have the same value of coordinate y (resp. x). Rx(e) (resp. Ry(e)) denotes the X-
ring (resp. Y -ring) with a link e. For a link e =< (i, j), (i, j+1) >, a semi X-ring
of e, R̃x(e) is the ring consisting of nodes (i, j), (i+1, j), and nodes in Rx(h)−h,
where h =< (i, j + 1), (i + 1, j + 1) >. Also, for a link e =< (i, j), (i + 1, j) >,
a semi Y -ring of e, R̃y(e) is the ring consisting of nodes (i + 1, j), (i + 1, j + 1),
and nodes in Ry(g) − g, where g =< (i, j), (i, j + 1) >. Two rings are called
link-disjoint if they do not share a link. For two links e =< (i, j), (i + 1, j) >
and e′ =< (i, j′), (i + 1, j′) >, j �= j′, two X-rings Rx(e) and Rx(e′) are link-
disjoint. Also, for two links e =< (i, j), (i, j +1) > and e′ =< (i, j′), (i, j′ +1) >,
j �= j′, two semi X-rings R̃x(e) and R̃x(e′) are link-disjoint. Similarly, for two link
e =< (i, j), (i, j + 1) > and e′ =< (i′, j)(i′, j + 1) >, i �= i′, two Y -rings Ry(e)
and Ry(e′) are link-disjoint. Also, for two links e =< (i, j), (i + 1, j) > and
e′ =< (i′, j), (i′ + 1, j) >, i �= i′, two semi X-rings R̃x(e) and R̃y(e′) are link-
disjoint. Rings and semi-rings in a torus network are shown in Fig 1.

The performance measures to evaluate our schemes are restorability and hop-
length. Restorability is the fraction of the number of double-link failures that
can be tolerated. Since the torus has 2|N | links, 2|N |(2|N | − 1) link failures
can happen. If all possible link failures can be recovered by a scheme, then we
say that scheme provides 100% restorability. Hop-length is the number of links
used in rerouting for all possible failures. Shorter hop-length indicates better
performance because the limitations on the length of feasible backup paths. In
addition, all our schemes require backup capacity to be reserved for protection.
The protection capacity for each link is no more than 200% of link working
capacity.

Y

e

e
semi X−ring of e

Y−ring

X

semi Y−ring of e

X−ring

Fig. 1. Rings and semi-rings in the torus network
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3 Double-Link Failure Recovery

The 2D torus consists of link-disjoint X-rings and Y -rings. Thus, the 2D torus T
naturally contains the simple protection mechanisms of the ring when a single
link fails: For a ring R of T , when a link e fails, other part of the ring R−{e}works
as the primary backup path. In the rest of this section, we discuss protection
schemes against double-link failures, where two random links fail simultaneously
or one link fails after the other fail.

3.1 Recovery with Link Identification

For each link e in a torus T , Rx(e)−{e} is used as the primary backup path p1(e),
and R̃y(e)−{e} is used as the secondary backup path p2(e). When a link e fails,
the traffic on e reroutes along the primary backup path p1(e) using pre-assigned
capacity. If two links e and f fail and they are in disjoint rings, then p1(e)
and p1(f) are used for rerouting. If two links e and f fail and they are in the
same ring, then p2(e) and p2(f) are used for rerouting. To detect whether failed
links are in the same ring or not, link identification is required. The protection
capacity needed on each link is equal to the working capacity because backup
paths do not share a link. However, this scheme requires signaling to inform the
failure to all other nodes in the network. In addition, the protection capacity
must be pre-allocated on both backup paths p1(e) and p2(e).

3.2 Recovery Without Link Identification

For each link e in a torus T , a single backup path p(e) is computed. When
two links e and f fail, there are two possible cases depending on whether
the traffic on e is rerouted along the backup path p(e)(resp. p(f))by going
through f(resp. e) or not. Suppose the link e fails first. If f is not contained
in p(e), then the traffic on e is rerouted along p(e) as long as f does not fail
yet. When f fails, the working traffic on f can be rerouted along p(f) if the
traffic on f is rerouted without going through the link e. In this case, the traffic
rerouted from e is also switched to p(f). This scheme does not require signaling
to inform other nodes about link failures, and failed link identification. The de-
tection of a failed link is detected by the end-nodes of that link, However, this
scheme requires the condition that any two arbitrary links cannot be contained
in each other’s backup path concurrently. This condition leads to the following
problem:

Maximum Arbitrary Double-Link Protection Problem(MADPP) [2]: For
each link e in a given graph G, find a backup path p(e) such that F =
{{e, f}|e ∈ p(f) and f ∈ p(e)} has the minimum cardinality, where f is
an arbitrary link in G.

A link pair in F is said to be prohibited. It is not known whether for every
link in any given 3-connected graph, backup paths can be pre-computed such
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that F = φ. Note that if the graph is not 3-connected, then there exist link
pairs that cannot be tolerated by any algorithm. Since F is exactly the set of
link pairs whose failures cannot be tolerated by our scheme, our goal is to find
the protection scheme that extracts F = φ, which guarantees 100% restorability
from double-link failures. In the following section, we provide maximum arbitrary
double-link protection schemes that for each link e in a given torus T , finds
a backup path p(e) such that F = φ.

4 The Maximum Arbitrary Double-Link Protection
Schemes

In this section, we provide two link protection methods to recover from double-
link failures. Readers may not be confused with dynamic restoration approaches
that do not reserve capacity. We focus only on schemes that reroute around the
failed links along pre-computed backup paths by using pre-assigned capacity.
Our first scheme utilizes semi-rings, while our second scheme constructs blocks
whose sizes are smaller than semi-rings.

Semi-ring Protection Method (SPM): This scheme simply uses a semi-ring to
reroute the traffic on each failed link: for each link e in Rx(e) (resp. Ry(e)),
a single backup path R̃y(e) − {e} (resp. R̃x(e) − {e}) is pre-computed.

Theorem 1. SPM achieves 100 % recovery from double-link failures in a torus
network T by providing the backup paths of hop-length bounded by 2

√
N + 1.

Proof. Suppose the link e =< (i, j), (i + 1, j) > fails first. We only need to show
that for every link f ∈ p(e), the backup path p(f) does not contain e. Let us
assume that e is in X-ring. Then the backup path p(e) consists of nodes (i+1, j)
and (i + 1, j + 1) and nodes in Ry(h) − {h}, where h =< (i, j), (i, j + 1) >.

Case 1. f =< (i, j + 1), (i + 1, j + 1) >.
The backup path p(f) consists of nodes u = (i+1, j+1) and v = (i+1, j+2),

and nodes in Ry(g)−{g}, where g =< (i, j + 1), (i, j + 2) >. Neither u or v can
not be an end node of e. Also, Ry(g) does not contain e because the value
of X-coordinate of all nodes in Ry(g) is i. Thus, the backup path p(f) does not
contain e. Note that backup paths p(e) − {f} and p(f) are not necessarily link
disjoint. When f fails, the working traffic on f is rerouted along p(f) of hop-
length

√
N +1. If the traffic on e is rerouted from the end-node (i+1, j), then it

is again rerouted along the path {h1}∪ p(f)−{h2}, where h1 =< (i + 1, j), (i +
1, j + 1) > and h2 =< (i, j), (i, j + 1) >. Specifically, the traffic rerouted from
one end-node (i+1, j) of e reaches one end-node of f , and then arrives the other
end-node (i, j) of e before it arrives the other end-node of f . Thus, the hop-
length for rerouting is bounded by

√
N + 1. Also, if the traffic on e is rerouted

from the end-node (i, j), then it is rerouted along the path p(e) − {f} ∪ p(f)
whose hop-length is bounded by 2

√
N + 1.
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Case 2. f =< (i + 1, j), (i + 1, j + 1) >.
The backup path p(f) consists of nodes u = (i + 1, j) and v = (i + 2, j), and

nodes in Rx(g)−g, where g =< (i+1, j +1), (i+2, j +1) >. Both nodes u and v
can not be the end-nodes of e. Also, Rx(g) does not contain e because the value
of Y -coordinate of all nodes in Rx(g) is j + 1. Thus, the backup path p(f) does
not contain e. When f fails, the working traffic on f is rerouted along p(f) of
hop-length

√
N + 1. Also, the rerouted traffic from e going through f is again

rerouted along the path p(e)− {f}∪ p(f). Thus, the hop-length for rerouting is
bounded by 2

√
N + 1.

Case 3. f is contained in Ry(h) − h, where h =< (i, j), (i, j + 1) >.
Suppose f =< (i, x), (i, x + 1) >, x �= j. Then the backup path p(f) consists

of nodes u = (i, x) and v = (i + 1, x), and nodes in Rx(g) − g, where g =<
(i, x + 1), (i + 1, x + 1) >. Since x �= j, both nodes u and v can not be the end-
nodes of e. The value of Y -coordinate of all nodes in Rx(g) is x+1. If j �= x+1,
then Rx(g) does not contain e. If j = x+ 1, then we have e = g. Since p(f) does
not contain g, so does not e. Thus, the backup path p(f) does not contain e.
When f fails, the rerouted traffic on f is rerouted from e going through f is
rerouted along the path p(e)− {f}∪ p(f). Thus, the hop-length for rerouting is
bounded by 2

√
N + 1.

So far, we assume that e is in X-ring. If e is in Y -ring, then similarly we can
show that the theorem holds. Note that the torus network is 4-connected. Thus,
the failures of any two links can not disconnect the network. Therefore, SPM
provides 100% recovery from double-link failures thorough the backup paths
whose hop-lengths are bounded by 2

√
N + 1. Fig. 2 illustrates a backup path

pre-computed by SPM. ��
The backup paths p(e) and p(f) are not necessarily link-disjoint. If p(e)

and p(f) share a link, then the protection capacity reserved on that common
link must be twice the link working capacity. We showed that SPM provides
backup paths of the maximum hop-length 2

√
N + 1. The disadvantage of SPM

is that the hop-length increases as the size of network increases. To overcome

Route after e and f fail

e

f

e

f
p(e)

p(f)

p(e)

p(f)

Fig. 2. Backup paths by SPM
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this disadvantage, we provide another scheme that provides backup paths whose
hop-length is bounded by a constant.

Block-model Protection Method (BPM): BPM is similar to SPM, and uses two
different small blocks to reduce the maximum hop-length. Let e1 =< (i, j), (i +
1, j) > be a link in X-ring, and e2 =< (i, j), (i, j + 1) > be a link in Y -ring.
Then, their corresponding blocks b1 and b2 are shown below.

link block

e1 [(i + 1, j)(i + 1, j + 1)(i, j + 1)(i − 1, j + 1)(i − 1, j)(i, j)]

e2 [(i, j)(i + 1, j)(i + 1, j + 1)(i, j + 1)]

We only consider links on boundaries of blocks. Then for a link ei, i = 1 or
2, bi − {ei} is used as the backup path p(ei).

Theorem 2. For a given torus network T , the minimum hop-length of the
backup paths to achieve 100% restorability from double-link failures is at least 7.

Proof. The smallest size of ring in torus T is 4. Thus, we can pre-compute
a backup path for each link whose hop-length is 3. Suppose a link f contained in
the backup path p(e) fails after a link e failed. Then the working traffic on e is
rerouted on the backup path p(e)− {f} ∪ p(f) whose hop-length is 5. We claim
that the optimal hop-length of the backup paths can not be 5.

By way of contradiction, let us assume that the optimal hop-length of the
backup paths to achieve 100% restorability is 5. Then every backup paths must
have the hop-length 3. For a link e1 =< (i, j), (i + 1, j) >, let [(i + 1, j)(i +
1, j + 1)(i, j + 1)(i, j)] be its block. Let e2 =< (i + 1, j), (i + 1, j + 1) >, e3 =<
(i+1, j+1), (i, j+1) >, and e4 =< (i, j), (i, j+1) >. Suppose e1 fails first. Then,
for each link ei, i = 2, 3, and 4, its block must be b2 = [(i+1, j)(i+2, j)(i+2, j+
1)(i+1, j+1)], b3 = [(i+1, j+1)(i+1, j+2)(i, j+2)(i, j+1)], and b4 = [(i, j+1)(i−
1, j +1)(i−1, j)(i, j)], respectively. Otherwise, e1 is contained in p(ei), ei, i �= 1,
and ei is contained in p(e1). Again, let e5 =< (i+1, j+1), (i+2, j+1) >. Then its
block must be b5 = [(i+2, j+1)(i+2, j+2)(i+1, j+2)(i+1, j+1)]. Otherwise, e2

is contained in p(e5) and e5 is contained in p(e2). Now, let e6 =< (i+1, j+1), (i+
1, j+2 >. Then its block must be either [(i+1, j+2)(i, j+2)(i, j+1)(i+1, j+1)]
or [(i + 1, j + 1)(i + 2, j + 1)(i + 2, j + 2)(i + 1, j + 2)]. In this case, either e3 is
contained in p(e6) and e6 is contained in p(e3), or e5 is contained in p(e6) and e6

is contained in p(e5). It contradicts our assumption. Links in above discussion
are shown in Fig 3.

Thus, the hop-length of backup paths of some link must be at least 5. It
shows that the minimum hop-length to achieve 100% restorability in the torus
network is at least 7. ��
Theorem 3. BPM achieves 100% recovery from double-link failures in a torus
network T by providing the backup paths of near optimal hop-length.
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Fig. 3. A counterexample against the optimal hop-length 5

Proof. Suppose the link e1 fails first. Then each link fi, i �= 1, in p(e1), we
need to show that the backup path p(fi) does not contain e1. Note that the
hop-length of p(e1) is 5. Consider a sequence of labels l1 . . . li . . . l5, li ∈ {1, 2}.
A label li = 1(resp. li = 2) represents that for a link fi with the label 1(resp. 2),
p(fi) has the same block shape as p(e1)(resp. p(e2)), where we traverse links of
the backup path in counterclockwise order.

Case 1 A link e1 fails first.
If e1 fails first, then we have the sequence of labels {2, 1, 1, 2, 1}. Suppose the

link f1 fails next. The link f1 =< (i+1, j), (i+1, j+1) > has the label 2. Thus,
its block consists of nodes [(i + 1, j)(i + 2, j)(i + 2, j + 1)(i + 1, j + 1)]. In this
block, both end-nodes of e1, (i, j) and (i + 1, j) are not contained. It shows that
the backup path p(f1) does not contain the link e1. Thus, the traffic on e1 is
rerouted along the path p(e1)− {f1} ∪ p(f1) whose hop-length is 7.

Similarly, we can show that for all other cases, the theorem holds: for each
link fi, 2 ≤ i ≤ 5, the backup path p(fi) does not contain the link e1. Now, the
working traffic on fi is rerouted along p(fi). Also, the rerouted traffic from e1 is
rerouted again along the path p(e1)− {fi} ∪ p(fi) whose hop-length is bounded
by 9. Note that some link is on both backup paths p(e1) and p(fi). In this case
twice the link working capacity is reserved for the protection of that link.

Case 2 A link e2 fails first.
If e2 fails first, then we have the sequence of labels {1, 2, 1}. Suppose the

link f1 =< (i, j), (i + 1, j) > fails next. Then the link f1 has the label 1, and its
block consists of nodes [(i + 1, j)(i + 1, j + 1)(i, j + 1)(i− 1, j + 1)(i− 1, j)(i, j)].
In this block, the link e2 =< (i, j), (i, j+1) > is not contained. It shows that the
backup path p(f1) does not contain the link e2. In this case, the working traffic
on f1 is rerouted along p(f1) whose hop-length is 5. Also, the rerouted traffic
from e2 is again rerouted along the path p(e2) − {f1} ∪ p(f1) whose hop-length
is 7.

Similarly, we can show that for all other cases, the theorem holds: for each
link fi, i = 2, 3, the backup path p(fi) does not contain the link e2. Since the
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Fig. 4. Backup paths by BPM

hop-length for rerouting is maximum when the path is p(e2) − {fi} ∪ p(fi), we
conclude that the hop-length is bounded by 7. The backup paths pre-computed
by BPM are shown in Fig 4.

From the above discussion, we showed that BPM provides 100 % recov-
ery from double-link failures through the backup paths whose hop-lengths are
bounded by 9, which is the optimal hop-length + 2. ��

Extension to Mesh Optical Networks : Mesh is one of popular topologies for par-
allel and distributed computing systems, and communication networks because
it has small node degree, and provides the flexibility in routing connections. Pro-
tection in mesh networks can be efficient, whereas it is more complex because
the multiple routes can be used for recovery. Also, the natural evolution of net-
work topologies leads to mesh-type topologies. Different to a torus, the nodes
at four corners of mesh have two neighbors, and other nodes on the boundary
have three neighbors. The rest of the nodes in a mesh are the same as torus.
Such a topological property of mesh networks provide an interesting view of
our results: Our results can be viewed as a survivable ring embedding in mesh
networks to obtain the minimum cardinality of the set of prohibited link pairs.
Moreover, in an infinite mesh which is often considered in literatures for pre-
sentational convenience (See [8] for example), our BPM can be directly applied.
Note that if, in a finite mesh, any two neighboring links at a corner fail, then
such failures can not be tolerated by any algorithms.
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5 Concluding Remarks

We provided link protection schemes that in torus optical networks, achieves
100% recovery from double-link failures by providing the backup paths of near
optical hop-length. Most our discussion strictly follows the topological property
of torus networks. Thus, our approach may not directly apply to practical net-
works such as ARPANET, NJ LATA LATAX networks. However, one of our
main goals is to explore the theoretic aspects of MADPP, which is conjectured
as NP-hard in [1, 2]. We argue that our results provide a possible evidence that
can settle the conjecture on MADPP. However, we expect that developing an
algorithm can give the exact solution or the exact minimum cardinality of pro-
hibited link pairs for general mesh-type topologies will be hard though they have
a very simple structure. Further investigation of MADPP on general mesh-type
topologies will be carried out for future study, along with performance compar-
isons with other schemes.
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Abstract. A “virtual private network (VPN) over Internet” has the
benefit of being cost-effective and flexible. Given the increasing demand
for high bandwidth Internet and the demand for QoS assurances in
a “VPN over Internet”, IP/generalized multi-protocol label switching
(GMPLS) based on a control plane combined with a high-bandwidth,
dense-wavelength division multiplexing (DWDM) optical network is seen
as a very favorable approach for realizing the future “optical VPN
(OVPN) over IP/GMPLS over DWDM”. In this paper, we suggest a new
routing algorithm for establishing optimal optical-label switched paths
(O-LSPs) in OVPN, called the Multi-Wavelength-Minimum Interference
Path Routing (MW-MIPR), to provide more improved performance for
connection blocking probability with consideration for potential future
network’s congestion status. The proposed algorithm improves wave-
length utiliza-tion by choosing route that does not interfere too much
with many potential future connection requests. Simulation results show
that proposed MW-MIPR algorithm achieves more enhanced blocking
probability than dynamic routing (DR) that yields the best performance
among previous routing and wavelength assignment (RWA) algorithms.

1 Introduction

VPN is an enterprise network based on a shared public network infrastructure
but providing the same security, management, and throughput policies as ap-
plied in a private network. This shared infrastructure can leverage a service

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 718–728, 2004.
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provider’s IP, Frame Relay, or ATM backbone network and may or may not
utilize the public Internet. The primary advantages of “VPN over Internet”
are cost-effectiveness and flexibility while coping with the exponential growth
of Internet. However, the current disadvantages are the lack of sufficient QoS
and provision of adequate transmission capacity for high bandwidth services.
For resolving these problems, OVPNs over the next generation optical Internet
(NGOI) have been suggested [1, 2, 3].

Keeping in mind that IETF and ITU-T are standardizing IP/GMPLS over
DWDM as a solution for the NGOI, DWDM optical network technology will be
used as the NGOI backbone and GMPLS [4] will be used as control protocols for
transferring data over IP. Therefore, an OVPN over IP/GMPLS over DWDM
is considered as a major trend for next generation VPNs supporting various
real-time multimedia services [5].

In a wavelength-routed OVPN backbone network, end users (customer sites)
communicate with one another via all-optical DWDM channels, which are re-
ferred to lightpaths[6]. Given connection requests, the problem of setting up
lightpath by routing and assigning wavelength for each connection so that no
two lightpaths on a given link share the same wavelength is called the RWA
problem.

The RWA problem is embossed very important as a key role in improving
the global efficiency for capacity utilization in DWDM network providing multi-
gigabit rate per wavelength, however it is a combinational problem known to be
NP-complete because routing and wavelength assignment problems are tightly
liked together [7]. Since it was more difficult to work out RWA as coupled prob-
lem, this problem has been approximately divided into two sub-problems: routing
and wavelength assignment. In previous studies, the routing scheme is recognized
as more significant factor on the performance of solution for the RWA problem
than the wavelength assignment scheme [8, 9]. Among approaches for the rout-
ing problem, DR yields the best performance because DR approaches determine
route by considering network’s status at the time of connection request [10], on
the other hand static routing approaches such as fixed routing (FR) and fixed
alternate routing (FAR) set up a connection request on fixed paths without
acquiring the information of current network status [11].

In this paper, we propose a new dynamic routing method for establishing
optimal O-LSPs in OVPN. This algorithm chooses a route that does not inter-
fere too much with many potential future connection requests and call it the
MW-MIPR algorithm. Simulation results show that proposed MW-MIPR algo-
rithm achieves more enhanced blocking probability than DR that yields the best
performance among previous RWA algorithms.

In Section 2, an architecture and functional procedure of an OVPN over
IP/GMPLS over DWDM is presented. In Section 3, an O-LSP establishment
scheme and a new dynamic routing algorithm to solve the RWA problem in
the process of optimal O-LSP establishment. Simulation results are described in
Section 4 and conclusions are presented in Section 5.
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2 Architecture of OVPNs

The suggested OVPN structure is composed of customer sites in the electric
control domain and the DWDM-based backbone network in the optical control
domain as shown in Fig. 1, respectively. The external customer site is an IP
network based on differentiated services (DiffServ) [12, 13]. It aggregates IP
packets, which have the same destination client edge nodes (CE) address at
the ingress CE to reduce network complexity and to make operation simple.
The internal OVPN backbone network is a DWDM network based on GMPLS.
It consists of the provider edge nodes (PE) and the provider core nodes (P),
and it forwards data traffic from the customer sites without electronic-optic-
electronic (E-O-E) conversions. There is a traffic policy server (TP server) for
supporting O-LSP connections among customer sites. It negotiates service level
agreement (SLA) parameters and sets an optical path according to the negotiated
parameters. In this way, it can manage the entire network to support the service
that satisfies the SLA through the optical path between end users.

In order to transmit user data transparently through the OVPN optical back-
bone network, the protocol layer structure should look like that in Fig. 2. The
OVPN based on DiffServ suggested in this paper reduces network complexity
(1) by gathering IP traffic flows that have the same destination CE address, and
(2) by directly mapping the requested service class to the corresponding optical
channel calculated by the suggested MW-MIPR algorithm. In the electrical-
optical/optical-electrical (E-O/O-E) interface layer, IP packets from the higher
layers are sorted according to destination CE address. They are given proper
GMPLS labels as to the level of modeled classes. This E-O/O-E interface layer
preserves the quality of the optical signals with the bit error rate (BER), elec-
trical signal-to-noise ratio (el.SNR) and optical SNR (OSNR) for guaranteeing
end-to-end QoS at the levels of the various classes. The functions are performed
by the TP server and the optical resource management agent (ORMA). Fur-
thermore, this layer also guarantees end-to-end QoS at the level of the OCh
wavelength by transmitting IP packets transparently through the optical chan-
nels.
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( IP /Di f fServ)

G M P L S - b a s e d

O p t i c a l  I n t e r n e t  B a c k b o n e

CE1 CE2

OVPN B 
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( IP /Di f fServ)

CE3 CE4

OVPN A 

Customer Si te  2  

( IP /Di f fServ)
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Customer Si te  2  

( IP /Di f fServ)

O-LSP 
E/O conversion 

Optical LSP provisioning
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Fig. 1. OVPN model
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3 O-LSP Establishment Scheme
and MW-MIPR Algorithm

3.1 SLA and O-LSP Establishment

In order to support differentiated optical service through the OVPN backbone
network, an implementation of the SLA negotiation procedure between the cus-
tomer site and the TP server is needed. Fig. 3 depicts the SLA negotiation
procedure and the functional blocks in the OVPN node.

First, a policy agent of the CE sends a SLA request that specifies the source
and destination IP addresses, the customer port identifier (CPI) and provider
port identifier (PPI), the aggregated IP flow information, bandwidth, and QoS
parameters. When the TP server receives this request, it verifies the pre-negoti-
ated traffic contract with the OVPN service provider. If it satisfies the traffic con-
tract, then the TP server downloads the SLA parameters onto the policy agent in
the appropriate ingress PE (PE1 in Fig. 3) to request a SLA allowance decision,
which in turn establishes an O-LSP using the resource reservation protocol with
traffic engineering extensions (RSVP-TE+) [14] or the constraint-based routed
label distribution protocol with extensions (CR-LDP+) [15].

The policy agent conveys the parameters to the GMPLS signaling agent so
that it can establish the GMPLS O-LSP from the ingress PE to the egress PE
and can reserve resources along the path. When the GMPLS signaling agent
receives a trigger for setting up an O-LSP, it asks the routing agent which uses
OSPF extensions in support of GMPLS (OSPF-TE+) [16] or IS-IS extensions
in support of GMPLS (IS-IS-TE+) [17] to find the best path to that egress
PE router. The address of this egress PE is resolved by using the multiprotocol
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extensions of the BGP-4 (MP-BGP) [18] reachability information. At each tran-
sit node, where the performance guaranteed path is calculated in the routing
agent, the requested bandwidth and specific parameters of class in the message
are examined by the call admission control agent (CAC) and the ORMA to see
whether or not it is possible to establish the O-LSP. Then it sends the result
to the TP server. As soon as the TP server gets the result, it informs the pol-
icy agent of the CE that the SLA negotiation had been completed. After SLA
negotiation between the customer site and the OVPN backbone network, the
GMPLS signaling procedure is started along the performance guaranteed path
specified by the routing algorithm (it is fully explained in the next subsection).
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3.2 MW-MIPR Algorithm for the Routing Agent

In this paper, we propose MW-MIPR algorithm as a new dynamic routing algo-
rithm with consideration for potential block possibility of future traffic demands
in OVPN backbone networks based on DWDM with full wavelength conversion
(WC) capability and single-fiber. Our work is inspired by previous proposed MIR
algorithm estimated as good schemes in terms of traffic engineering because of
achieving more improvement in resources utilization as well as in rerouting per-
formance upon a link or node failure than previous proposed routing algorithms
in MPLS network [19, 20, 21, 22].

Proposed MW-MIPR algorithm chooses a route that does minimize interfer-
ence for many potential future connection requests by avoiding congestion links.
For an example as shown in Fig. 4, MW-MIPR is to pick route P2 for connection
between (S3, D3) pair that has a minimum affect for other connection requests
(S1, D1) as well as (S2, D2) even though the path is longer than P1 with a con-
gested link L. Before the description of MW-MIPR algorithm, we define some
notations commonly used in this algorithm as follows.

G(N, L, W ): The given network, where N is the set of nodes, L is the set of
links and W is the set of wavelengths per link. In this graph, W is
same for each link l that belongs to L i.e., ∀ l ∈ L.

M : Set of potential source-destination node pairs that can request con-
nection in future. Let (s, d) denote a generic element of this set.

psd: The minimum hop lightpath between a (s, d) pair, where ∀ (s, d) ∈
M .

πsd: Set of links over the minimum hop path psd.
R(l): The number of currently available wavelengths on a link l, where

∀ l ∈ L.
Λsd: The union set of available wavelengths on each link l, where ∀ l ∈

πsd.
Fsd: The set of available wavelengths on bottleneck link that has the

smallest residual wavelengths among all links within πsd i.e., ∀ l ∈
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πsd (if all nodes in the network have wavelength-continuity con-
straint, then Fsd is equal to Λsd).

Ωsd: Set of wavelengths assigned to the minimum hop path psd.
Csd: Set of critical links for a (s, d) pair, where ∀ (s, d) ∈ M(links which

belong to πsd of a (s, d) pair and are shared on the minimum hop
paths of other node pairs at the same time).

αsd: The weight for a (s, d) pair, where ∀ (s, d) ∈ M .
Δ: A threshold value of available wavelengths on a link(20% – 30%

of W ).

Based on above notations, MW-MIPR algorithm is assumed that demands
arrive one at a time and the current connection request is between a and b nodes,
where (a, b) ∈ M .

In DWDM network, the wavelength-continuity constraint can be eliminated if
a wavelength converter is at a node [23]. Especially, in the network made of nodes
with full WC capability from any wavelength to any other one, a wavelength can
be easily assigned if a residual wavelength is on links over selected route [24, 25].
Based on notations such as Csd and Δ, we determine links with congestion
possibility for a potential future demand between (s, d) pair in the network with
full WC capability as Equation (1), where ∀ (s, d) ∈ M\(a, b) and ∀ l ∈ L, and
call them CL_WCsd.

CL_WCsd : (l ∈ Csd) ∩ (R(l) < Δ), ∀ (s, d) ∈ M\(a, b), ∀ l ∈ L (1)

MW-MIPR algorithm gives appropriate weights to each link based on amount
of available wavelengths on a link l where ∀ l ∈ L, so that the current request
does not interfere too much with potential future demands. The link weights are
estimated by the following procedures. First, let ∂Fsd/∂R(l) indicates the change
of available wavelengths on the bottleneck link l for the potential connection
request between a (s, d) pair when the residual wavelengths of link l are changed
incrementally. With respect to the residual wavelength of the link, the weight
w(l) of a link l is set to

w(l) =
∑

(s,d)∈M\(a,b)

αsd(∂Fsd/∂R(l)), ∀l ∈ L (2)

Equation (2) determines the weight of each link for all (s, d) pairs in the set M
except the current request when setting up a connection between the (a, b) pair
i.e., ∀ (s, d) ∈ M\(a, b), but computing weights of all links is very hard, where
∀ l ∈ L. To solve this problem, we consider more restricted link than other links
for routing with Equation (3) if a link belongs to the set of congestion links for
certain (s, d) pair i.e., ∀ l ∈ CL_WCsd.{

∂Fsd/∂R(l) = 1 [ if (s, d) : l ∈ CL_WCsd ]
∂Fsd/∂R(l) = 0 [ otherwise ] (3)

Therefore computing the link weights is simplified as shown in Equation (4).
And then if the value of αsd = 1 for all (s, d) pairs, w(l) will represents the
number of source-destination pairs for which link l is critical.
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w(l) =
∑

(s,d):l∈CL_WCsd

αsd (4)

Based on above formulations, the formal description of the MW-MIPR algo-
rithm in the network with full WC capability is given as fallows.

MW-MIPR(L, M, w(l), αsd, R(l), Csd, CL_WCsd)
(1) If connection is requested between a~node pair (a, b) then {
(2) For each link l, where ∀ l ∈ L {
(3) link weight w(l) = 0
(4) If R(l) < Δ then {
(5) For each node pair (s, d), where ∀ (s, d) ∈ M\(a, b) {
(6) node pair weight αsd

(7) If l ∈ Csd then {
(8) CL_WCsd := CL_WCsd ∪ l
(9) w(l) := w(l) + αsd } } } }
(10) Remove a~link l from L with R(l) = 0 }
(11) Choose the minimum hop path with the smallest w(l) using the

Dijkstra’s algorithm

Once the weight of each link l where ∀ l ∈ L is determined, MW-MIPR routes
the current traffic between (a, b) pair along the path with the smallest w(l). If
there is a tie, then min-hop path routing will be used to break the tie.

4 Simulation Results

In this section, simulations are carried out to evaluate the performance of MW-
MIPR algorithm. To prove the efficiency of MW-MIPR algorithm proposed in
section 3, we analyze the blocking performance of MW-MIPR in case of network
with or without wavelength converters and compare with that of the existing FR
and DR algorithm via simulations. The network topology of OVPN backbone
used in simulations is NSFnet that is consisted of 14 nodes, 20 links and a single
fiber as shown in Fig. 5(a). This topology is currently used for WDM network
model in USA and adopted in most of papers relation to WDM networks. We
choose 5 pairs as the set of potential source-destination node pairs M for our
simulations.

We compare proposed MW-MIPR to the existing routing (FR and DR) algo-
rithms in network with full WC capability. Generally, the restriction imposed by
the wavelength continuity constraint can be removed by the use of wavelength
converter. Wavelength converters thus play an important role in enhancing the
resource utilization and reducing the overall call blocking probability of the net-
work. Fig. 5(b) shows the comparison of FR, DR and MW-MIPR algorithm
in network with full WC capability. Proposed MW-MIPR algorithm performs
better than all others. And then, proposed MW-MIPR algorithm has the lower
blocking probability than DR (improved by about 15 %.) because of selecting
the minimum interference path with potential future setup requests.



726 Jong-Gyu Hwang et al.

 

0 

2 

5 

6 7 8 

10 11 

9 

13 

12 

4 3 
1 0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 20 33 39 45 51 57 63 69

No of Traffic Lightpaths

BP
(B

lo
ck

in
g 

Pr
ob

ab
ilit

y)

Fixed

Dynamic

MW-MIPR

(a) 14-node NSFnet (b) Comparision of FR, DR, MW-MIPR

Fig. 5. Simulation for performance of MW-MIPR algorithm

5 Conclusion

In this paper, we suggest a new routing algorithm for establishing optimal O-
LSPs in OVPN to provide more improved performance for connection blocking
probability with consideration for potential future network’s congestion status.
The proposed algorithm improves wavelength utilization by choosing route that
does not interfere too much with many potential future connection requests. In
the simulated results, proposed MW-MIPR algorithm achieves more improve-
ment in blocking probability than previous routing algorithms used in DWDM
network regardless of case that wavelength converter at node is present or not.
In future research, it is needed to study MW-MIPR algorithm based on sparse
wavelength conversion with regard for the impact of the location or the number
of wavelength converters. And it is also required to envisage specific functional
extensions and interoperation among many control protocols (MP-BGP, OSPF-
TE+/IS-IS-TE+, RSVP-TE+/CR-LDP+, LMP) in an OVPN environment that
guarantees the optimal O-LSP establishment.
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Abstract. We evaluate and compare the performance of timer-based
and threshold-based assembly algorithms in Optical Burst Switching net-
works. Results including burst blocking probability, mean packet delay
and link utilization at the ingress node are presented from both simu-
lations and two theoretical models. The results are obtained for the full
range of input traffic load so they can provide guidelines for design and
dimensioning links to meet desired Quality of Service levels.

1 Introduction

Optical Burst Switching (OBS) has recently been proposed as a future high-speed
switching technology for Internet Protocol (IP) networks that may be able to ef-
ficiently utilize extremely high capacity links without the need for data buffering
or optical-electronic conversions at intermediate nodes [8]. Packets arriving at
an OBS ingress node that are destined for the same egress OBS node and belong
to the same Quality of Service (QoS) class are aggregated and sent in discrete
bursts, at times determined by the burst assembly policy. At intermediate nodes,
the data within the optical signal is not processed but instead, the whole burst is
transparently switched according to directives contained within a control packet
preceding the burst. At the egress node, the burst is subsequently de-aggregated
and forwarded electronically. Unlike classical circuit switching, contention be-
tween bursts may cause blocking and make it consequent loss within the net-
work. Jointly minimizing blocking probability and maximizing throughput is the
main goal of OBS research. The aim of this paper is to explore the impact of
burst assembly algorithms on this optimization objective.

Recently, several burst assembly algorithms have been introduced: timer-
based [4], threshold-based [7] and hybrid [6][9][11]. Recent research into burst
assembly algorithms has focused mainly on its effect on the Long Range Depen-
dence of the traffic. The Long Range Dependence of self-similar Internet traffic
was initially shown to be reduced by applying burst assembly at an ingress
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node [4]. However, it was later demonstrated that the Long Range Dependence
was unaffected by burst assembly [10]. Further work showed potential link-
utilization improvements by leveraging the Long Range Dependence of input
traffic in choosing adaptive values of the timer and the threshold. The interac-
tion between burst assembly and Transmission Control Protocol (TCP) has also
been studied. It was suggested that the TCP performance is more sensitive to
the timer value than the threshold value and that the assembly period should
equal the TCP window size [2][3]. In [5], increasing burst size was shown to result
in higher TCP throughput but only at low blocking probabilities.

However, as far as the authors are aware, the performance impact of different
assembly algorithms from packet level input to output bursts has not yet been
explicitly explored. In this paper, we compare diverse burst assembly algorithms
and study their effect on blocking probability, delay, and utilization with sim-
ulations compared with two analytical models. While the impact of the timer
value and threshold value on delay is reasonably straight forward, consequent
network utilization and blocking probability is more complex and is the subject
of the remainder of the paper.

2 Burst Assembly

Burst assembly is a mechanism to aggregate incoming input traffic to create
a suitable sized burst for transmission through the optical network. This mecha-
nism can be modelled as a queuing system with a separate queue for each egress
node/QoS pair and a shared output link. Two key parameters determine how
a data burst is aggregated: the maximum waiting time (timer value) and the min-
imum size (threshold value) of the burst. Based on these two parameters, burst
assembly algorithms can be categorized as timer-based [4] and threshold-based
burst assembly [7] or hybrid [10][11], a combination of the two.

2.1 Timer-Based

In timer-based assembly, a timer is started at the initialization of system and
immediately after the previous burst is sent. At the expiration of this timer,
the burst assembler generates a burst containing all the packets in the buffer at
that point. Under low input offered load, this scheme guarantees the minimum
delay for burst assembly. However, under high input offered load, it may generate
bursts that are quite large, perhaps unnecessarily increasing delay.

2.2 Threshold-Based

In threshold-based burst assembly, a burst is generated when a number of packets
in a buffer arrives at a threshold value. In terms of delay, the performance of this
scheme is completely the opposite to the timer-based scheme described above.
Under low input offered load, this scheme may need to wait for a long period
of time until the buffer threshold is reached. However, under high input offered
load, the threshold will be reached quickly, minimizing delay.
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2.3 Hybrid

A hybrid scheme applies algorithms concurrently [10][11]. Both a timer and
a threshold parameter are set and the burst sent at the earlier of the timer ex-
pired and threshold reached events. The two values in a burst assembly can also
be varied according to the input traffic load. This extension is called an adaptive
hybrid burst assembly [6].

3 Single Node Model

In order to make queuing networks amenable to analysis, assumptions and ap-
proximations must be employed. A popular simplified traffic model is to assume
that the bursts follow a Poisson process, leading to the classical Erlang queuing
system. However, in many cases, the number of input sources generating bursts,
which contend for a group of wavelength channels at the output of an OXC,
may be small relative to the number of output wavelengths [12]. In this case,
the Poisson model overestimates the loss probability. Another simple model is
the Engset loss system which has a limited number of input sources [1]. The
corresponding Engset loss formula is

B =

(
M−1

K

)
ρk∑K

i=0

(
M−1

i

)
ρi

(1)

where B is the blocking probability, M is the number of input links, K is the
number of output links, and ρ is the average intensity of the free input links.
However, as discussed in [12], the Engset model may not model OBS networks
accurately.

In this paper, we consider a model of a single OXC with a finite number
of sources where each generates an on/off input stream (burst). Fig. 1 shows
a model of an ingress node with limited number of sources and with one burst
assembler for each source. Input traffic packets arrive at the ingress node and are
queued with packets destined for the same egress node. The generated data burst
are scheduled in the scheduler in order to forward them to the output links. Input
traffic is modelled as with λp and μp. Note that these parameters correspond to
the arriving IP packet process. After an ingress node performs burst assembly,
the output traffic (the generated bursts) from the burst assembler in each input
link is modelled as an input source toward the scheduler with burst arrival rate
λ and service rate μ. Therefore, the on and off periods of each source have means
of 1/μ and 1/λ, respectively. Let ρ = λ/μ.

Using the model from [12], we consider a two dimensional Markov chain
assuming exponential on and off source, the output of burst assembler, in order
to model the OBS networks. There are three types of customers: (1) busy (bursts
that are being transmitted), (2) free (empty input link), and (3) blocked (bursts
that being dumped). The sum of the three types is always M, thus the number
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Fig. 1. A Model of an Ingress Node with Burst Assembler

of the free customers is always M minus the other two types. Accordingly, let
πi,j be the steady state probability where i(0 ≤ i ≤ K) is the number of busy
customers and j(0 ≤ j ≤ M − K) is the number of frozen customers (sources
who transmit blocked bursts). We have the following steady state equations:
For i = 0, 1, 2, ..., K − 1 we have

[(M − i− j)λ + (i + j)μ]πi,j = (M − i + 1 − j)λπi−1,j

+(j + 1)μπi,j+1 + (i + 1)μπi+1,j . (2)

and

[(M −K − j)λ + (K + j)μ]πK,j = (M −K + 1 − j)λπK−1,j

+(j + 1)μπK,j+1 + (M −K + 1 − j)λπK,j−1. (3)

For brevity, in (2) and (3) πi,j values out of the range 0 ≤ i ≤ K and 0 ≤ j ≤
M −K take the value zero.
Then we also have the normalization equation:

K∑
i=0

M−K∑
j=0

πi,j = 1. (4)

Since the number of frozen customers cannot be more than M-K, as a customer
cannot become frozen if there are less than K busy customer, the offered load is
given by

To =
K∑

i=0

M−K∑
j=0

(M − 1 − j)ρπi,j , (5)

the carried load is given by
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Tc =
K∑

i=0

M−K∑
j=0

iπi,j , (6)

and the blocking probability is obtained by

B =
Tc − To

To
. (7)

3.1 Timer and Threshold-Based Models

The above model is burst assembly algorithm invariant and therefore is insuffi-
cient for analyzing possible differences between timer and threshold-based algo-
rithms. In both of these two cases, there is a deterministic element not present in
the probabilistic Engset model: threshold-based has a fixed burst size but ran-
dom time interval, timer-based has a random burst size but fixed time interval.

Several simulations were run to evaluate the performance impact of the timer
and threshold-based algorithms with the following parameter settings: Number
of input links = 6, Number of output links = 3, Capacity of input and output
links = 1Gbps. The packet arrivals were modelled by a Poisson process and had
exponentially distributed sizes with mean = 1Kbyte. The scheduling algorithm
LAUC (Lastest Available Unscheduled Channel) [8] was used to place the bursts
on the output links. The simulations were run 10 times, with the number of
packets in each simulations ranging from one to eight million. A range of sizes
was used to ensure that simulations with longer timers and larger thresholds
had similar number of bursts and therefore similar levels of accuracy. 95 percent
confidence intervals, based on the Student-t distribution, are shown in the results
if large enough to be visible.

As the packet sizes are assumed independent, the variance of the sum of k
packet sizes is equal to k times the variance of the size of a single packet. By
the central limit theorem, as k increases, the resulting queue size distribution
increasingly becomes Gaussian-like with a standard deviation of the order of√

k. Hence, for large k, the threshold based model can be approximated by
a gaussian with small standard deviation and a mean equal to the threshold
value. It was shown in [12] that models using Gaussian on and off times give
slightly higher blocking probabilities than exponential, hence it was expected
that packet-based simulations would also give higher blocking probabilities than
the model described in Section 3.

Note that the simulations were run on only a single node. An extension to
a network of nodes is currently in progress and will be the subject of a future
paper.

4 Results

The two main results are presented in Fig. 2 and Fig. 5. The upper thick line
is the blocking probability obtained by the Engset loss formula using (1). The
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lower thick dotted line is the blocking probability from the numerical analy-
sis using (7). In general, the Engset overestimated the blocking probability and
the numerical analysis underestimated the blocking probability. This is consis-
tent with results obtained in [12] for the case where the on and off periods
are Gaussian distributed. We present utilization results in Fig. 4 and Fig. 7 for
completeness.

4.1 Threshold-Based

Fig. 2 shows the burst blocking probability according to threshold values of
100Kbytes to 800Kbytes. Over that range, the blocking probability was threshold
size invariant. This is explained by the fact that for threshold-based systems, the
parameter of interest (burst size) is deterministic, therefore scaling the system
does not change the statistics of the output burst process for a constant load.
For example, if we double the threshold and define the time unit as the burst
transmission time, the number of burst served per time unit is still one, and the
number of burst arrivals per time unit is as before. Thus, we have exactly the
same system with exactly the same blocking probability. Fig. 3 shows the average
packet delay. As expected from the discussion in Section 2.2, large threshold sizes
and low load yield long average delays while small threshold sizes and high load
yield short average delays. Fig. 4 shows link utilization that implies output link
capacity occupancy of data burst. Under low load of input traffic link utilization
yields low efficiency while it yields high efficiency under high load even though
there are high blocking probability.

4.2 Timer-Based

Fig. 5 shows the blocking probability of the bursts according to timer values of
1 ms to 8 ms. Unlike the threshold-based method, changing the timer value had
a substantial effect on the blocking probability: for low load, longer timers give
lower blocking probabilities but for high load, longer timers give higher blocking
probabilities. This suggests care must be taken to choose appropriate parame-
ters that match the expected load into the network if a timer-based method is
to be employed successfully. In contrast to threshold-based systems, in this case
burst sizes are random variables, therefore scaling the system does change the
statistics as the variance and higher order moments do not scale linearly, unlike
the mean which was the only parameter of interest in the threshold-based sys-
tem. The blocking probability of Engset loss formula shows intermediate values
between that of larger timer value and that of smaller timer value. Result of
numerical analysis still presents the lower bound of blocking. Fig. 6 shows the
average size of the bursts as a function of the load. As expected from the dis-
cussion in Section 2.1, low load yields smaller burst sizes while high load yields
larger burst sizes. The burst sizes also increase approximately linearly with timer
length. Fig. 7 shows link utilization that smaller timers give high utilization over
all range of offered load except only low load. It implies that smaller size of
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burst is efficiently transmitted through the OBS networks in terms of blocking
probability and link utilization.

5 Conclusion

In this paper, we studied the performance of timer and threshold-based burst
assembly algorithms in OBS networks and compared the simulation results with
two theoretical models: the classical Engset model and an analytical blocking
model. The blocking probability was found to be threshold value invariant. But
for low load, longer timers yielded lower blocking probabilities and for high
load, longer timers yielded higher blocking probabilities. Finally, smaller size of
burst shows mostly better performance in terms of link utilization and blocking
probability over all range of load except very low load for timer-based burst
assembler, as well as for threshold-based even through its effect is very slight.
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Abstract. In this paper, we propose a new optical hybrid switching
technique which combined Optical Burst Switching (OBS) and Opti-
cal Circuit Switching (OCS) using flow classification. In particular, this
switching technique classifies incoming IP traffic flows into short-lived
and long-lived flows for Quality of Service (QoS) provisioning accord-
ing to traffic characteristics. The aim is to maximize network utiliza-
tion while satisfying user’s QoS requirements. We model the system as
a single server queue in a Markovian environment. The burst generation
process is assumed to follow a two-state Markov Modulated Poisson Pro-
cess (MMPP), and the service rate fluctuates based on the number of
concurrent OCS sessions. Results for the delay and OBS burst assembly
time are derived.

1 Introduction

Optical network technologies are evolving rapidly in terms of multiplexing band-
width and control capability. There has been considerable attention given to IP
over optical networks to combine the optical and the electronic worlds by net-
work service providers, telecommunications equipment vendors, and standards
organizations.

From the optical switching technology point of view, Optical Burst Switching
(OBS) technology has been emerging to utilize resources and transport data
more efficiently than the existing circuit switching [1]-[4]. OBS is accepted as an
alternative switching technology due to the limitation of optical devices that do
not support buffering. Another option is to use the so called hybrid switching
which combines Optical Circuit Switching (OCS) and OBS [5].

In this paper, we consider a combined OCS and OBS system and propose an
analytical performance model of an OCS/OBS switch. We propose a new optical
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hybrid switching system using a flow classification technique. This technique
classifies incoming IP traffic flows into short-lived and long-lived flows for QoS
provisioning according to traffic characteristics in an optical hybrid switching
environment. Short-lived flows are composed of a few packets and long-lived
traffic typically indicate delay-sensitive real-time streams that are better suited
for circuit (or wavelength) switching. The aim is to maximize network utilization
while satisfying users’ QoS requirements.

The remainder of the paper is organized as follows. In Section 2, we propose
a new switching scheme in optical networks and introduce QoS provisioning
mechanism in this system. Then, in Section 3, we describe an analytical model.
Finally in Section 4, we give numerical results of the technique.

2 Optical Hybrid Switching Scheme

We propose a new hybrid switching technique using flow classification in optical
edge router shown in Figure 1. For QoS provisioning according to traffic charac-
teristics, an incoming IP traffic flows are classified into short-lived and long-lived
flows. The specific classification mechanism uses the existing adaptive flow classi-
fication [6]. For short-lived traffic flows, we use OBS to achieve better bandwidth
utilization because it allows statistical sharing of each wavelength among bursts
that may otherwise consume several wavelengths. So, these flows are performed
per class burst assembling process and then data burst is created. On the other
hand, for long-lived traffic flows such as video streaming, we consider the aggrega-
tion of these flows into aggregated flows for optical circuit/wavelength switching.
Flow aggregator performs traffic aggregation according to flow characteristics.
These aggregate flows require buffering and scheduling because flows are grouped
together subject to specific constraints such as QoS class and destination.

In the case of short-lived traffic flows, data burst is created in burst assem-
bler module which has a separate buffer per class and generates Burst Control
Protocol (BCP) packet. And then the scheduling and the class-based resource
reservation function are simultaneously performed. The scheduler performs the
class-based priority queuing. In resource reservation, higher priority bursts are
assigned longer offsets than lower priority bursts using BCP [7]. Finally, after
electro-optical conversion, data burst cut through intermediate nodes without
being buffered. This increases the utilization of network through OBS for short-
lived flows.

In the case of long-lived traffic flows, we assume that these flows have the
highest priority and a great influence on network performance. These flows are
aggregated in flow aggregator and then the QoS and resource constraints of ag-
gregated flows which are related to traffic parameters and available wavelengths
are checked. The admitted traffic flows are allocated the requested resource
through static Routing and Wavelength Assignment (RWA) [8] which is exe-
cuted off-line with average traffic demands and pre-determined shortcut route.
Finally, shortcut circuit is established and after electro-optical conversion, these
flows are transmitted.
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Fig. 1. Optical hybrid switching using flow classification in optical edge router

In the above proposed mechanism, the aim is to maximize network utiliza-
tion while satisfying user’s QoS requirements in a hybrid switching environment
taking advantage of both OBS and circuit switching technologies.

3 Numerical Analysis

For node analysis of this system, the queueing model is based on the assumption
that the service capacity is made of an integer number of identical units. In
principle, this could represent a bottlenecked link made of many wavelengths.
The load on this bottlenecked link is made on OCS as well as OBS traffic. The
entire service capacity remaining from the OCS usage is used to serve the entire
OBS queued traffic in accordance with a single combined server queue (SSQ)
model. The bursts in our SSQ are those competing for service in our bottlenecked
link. Note that bursts in buffers which are not served by our bottlenecked link
are not considered as part of the traffic here.

3.1 The Short-Lived Traffic Generation Model for OBS

The generation process of OBS bursts is modeled using a two state Markov
Modulated Poisson Process (MMPP). The MMPP process captures the bursty
nature of short-lived traffic. A two state MMPP is an alternating Markovian pro-
cess with two burst generation states, where the generation process in generation
state m is a Poisson process with rate:

λm, m = 0, 1.

The sojourn time in each generation state is exponentially distributed with the
mean sojourn time in generation state 0 and 1 being r−1

0 and r−1
1 respectively.

The values of the mean and the variance of MMPP traffic are given in [9].
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The queueing process of the OBS bursts can be represented as an SSQ pro-
cess whereby the bandwidth available to OBS bursts in this SSQ is dependent
upon the number of OCS sessions active on the hybrid switching system, and
it fluctuates in accordance with OCS traffic loading. We are assuming here that
the order of service of the various bursts at different location does not affect the
average burst delay.

3.2 The Long-Lived Traffic Generation Model for OCS

A long-lived traffic stream is allocated a channel for the duration of the connec-
tion. The long-lived traffic stream sends packets at a constant rate for duration
of the connection. Admission of a long-lived traffic stream decreases the available
capacity for the traffic stream and the completion of a long-lived traffic stream
increases the capacity available for the traffic stream.

The admission and completion of the long-lived traffic stream OCS connec-
tions is modeled as an M/M/k/k process, where k is the maximum number of
connections supported by the system. The long-lived traffic connection arrival
process is Poisson with parameter λc and the connection holding time is assumed
exponential with mean 1/λc.

3.3 Queueing Analysis

We have modeled optical hybrid switching as a queue in a Markovian environ-
ment, and we follow Neuts’ analysis of such a queueing model as described in [10]
pages 254-264. The infinitesimal generator is first introduced here to describe the
system, then, we can calculate our qeueueing problem using Neuts’ solution.

We will assume that the total link capacity C is divided into c units of
capacity s, s = C/c, where s is the capacity used by a single long-lived OCS
connection. Of the c units of capacity, d units are reserved exclusively for short-
lived OBS bursts. Therefore only c−d capacity units are available for long-lived
OCS connections. The state of the system under consideration is denoted by
the three dimensional vector (i, j, m) where i is the number of short-lived OBS
bursts in the queue (including the one in service), j is the number of capacity
units available for bursts, m is the arrival state (m takes the values 0 and 1). The
OBS burst service rate is always equal to jμ, where μ is the service rate provided
by one capacity unit, and j = d, d + 1, d + 2, ..., c. The OBS burst arrival rate
is, m = 0, 1. All the possible state transitions are presented in Figure 2. Hence,
Figure 2 defines the infinitesimal generator matrix G.

The sum of the entries in each row of G is 0. Let be the probability of being
in state (i, j, m), the vector is:

(ĥ0,d,0, ĥ0,d,1, ĥ0,d+1,0, ĥ0,d+1,1, ...,

ĥ0,c,1, ĥ1,d,0, ĥ1,d,1, ĥ1,d+1,0, ĥ1,d+1,1, ...,

ĥ1,c,1, ĥ2,d,0, ĥ2,d,1, ĥ2,d+1,0, ĥ2,d+1,1, ...)
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Fig. 2. State transition diagram

The state transition balance equation is then

ĥG = 0

The steady state queue size distribution xi is related to ĥ as such

xi =
∑
m

∑
j

ĥi,j,m

We can obtain xi by another approach, using Neuts’ analysis.
The mean queue size is computed using the stationary probability vector x.

The mean OBS burst delay is found using Little’s law. Burst delay is the time
from the generation of the burst to the time the last bit of burst is sent. The
mean delay is thus obtained as follows:

mean OBS burst arrival rate =
λ0r1 + λ1r0

r0 + r1
,

mean queue size =
i=∞∑
i=1

xi · i,

mean OBS burst delay =
mean queue size

mean burst arrival rate
.
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3.4 End-to-End Network Performance Analysis for OBS

We present an analysis of end-to-end delay for OBS using one-way reservation
scheme such as JIT(Just-In-Time), JET(Just-Enough-Time). We assume that
fiber link capacity (C) is 10Gbps and burst size (Lb) is variable. Packet ar-
rival rate is λp (packets/sec) and packet length (Lp) is variable (e.g., 40bytes ∼
1500bytes). The end-to-end delay (Ttotal) is obtained as follows:

Ttotal = 2tu + tba + toff + n(tt + tp) + (n− 1)tc + tbd,

toff ≥ ntsetup + tproc,

Ttotal ≤ 100ms.

The offset time(toff ) depends on the number of hops (n) and setup and
processing time (tsetup, tproc) at OBS node. The end-to-end delay must be satis-
fied with delay constraint (100ms) which is recommended at ITU-T Y.1541 [11].
Table 1 shows the parameters and values used in this analysis.

Table 1. Parameters and values used in analysis

Parameter Value Description

b 1Gbps Bit rate of OBS switching system processor
tu 10ms The overall delay from an end user to OBS switch
toff variable Offset time
tsetup 5μs Processing time of set up message
tconf 5μs OBS switch configuration time
tc Lb/b Cut-through switching over time at each OBS switch
tp 0.1ms Propagation delay on a fiber link
tt Lb/C Transmission delay at each OBS switch
tba Lb/(Lpλp) Burst assembly time at ingress OBS switch
tbd Lb/b Burst disassembly time at egress OBS switch

4 Numerical Results

The analysis was performed for an optical hybrid switching system of particular
parameters. There are 120 available capacity units of link. Out of the 120 avail-
able, 10 capacity units are reserved exclusively for OBS bursts only. Each link
is 10Gbps. The mean duration of an OCS session is 3 minutes. The OCS load
is chosen so that the capacity available to the OCS connection has a utilization
of 30%. Table 2 lists all of the parameters used. These parameters were used to
obtain a result using analytical approach.
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Table 2. Model parameters

Parameter Value Meaning

λ0 variable OBS state 0 burst generation rate
λ1 λ1 = 5λ0 OBS state 1 busrt generation rate
r0 0.00001 State 0 to 1 transition rate
r1 0.000001 State 1 to 0 transition rate
μ 1/1000 Mean OBS burst service rate per unit of capacity
c 120 Total capacity units of link
d 10 Capacity units reserved for OBS bursts only
μc 1/180000 1 / (OCS connection hold time)
λc 0.3(c − d)μc OCS connection establishment rate

In Figure 3, we present the result for the mean delay versus utilization for
OBS bursts. The mean delay is rapidly increased for high utilization (over 0.7).
Thus, this result indicates that in order to operate an optical hybrid system with
reasonable burst delays the utilization must be kept below 70%. Similarly, Figure
4 shows the queue size probability distribution for OBS bursts when utilization
is 0.8.

In Figure 5 and Figure 6, we present the result for end-to-end delay and
burst assembly time. Figure 5 shows the end-to-end delay versus the burst size
for different load when hop distance is 10. To guarantee end-to-end delay bound
(100msec), burst size depending offered load is limited. In Figure 6, we fix offset

Fig. 3. Mean delay versus utilization for OBS bursts
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Fig. 4. Queue size probability for OBS bursts

time to 70 μs and hop distance to 10. We present burst assembly time as a func-
tion of the offered load. The reader should realize that the burst size is a potent
influence on the delay performance from Figure 5 and Figure 6.

5 Conclusions and Future Research

In this paper, we have proposed a new optical hybrid switching system which
combines OBS and OCS. We also presented a simple analytical model of this
system. We have used MMPP to model the bursty nature of OBS data traf-
fic. This paper has provided an analytical tool for provisioning capacity in an
optical hybrid system to increase network utilization subject to meeting QoS re-
quirements. This proposed architecture can give rise to interesting performance
evaluation research of the interaction of the different elements such as hybrid
switching, traffic classification, queueing and loss networks, routing, connection
admission control, each of which, by itself, has been a topic for much research.
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Fig. 5. End-to-end delay versus the burst size for different offered load (n = 10)

Fig. 6. Burst assembly time versus the offered load for different burst size (n = 10,
fixed offset time= 70μs )
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Abstract. This paper presents a performance evaluation of just-in-time
(JIT), just-enough-time (JET), Jumpstart and Horizon signaling proto-
cols in optical burst switching (OBS) networks with mesh topologies.
The analysis is focused on the following topologies: rings, chordal rings,
mesh-torus, NSFNET, ARPANET and the European Optical Network.
It is shown that choral rings with smallest diameter lead to best network
performances. For 16 nodes and 64 data channels, the nodal degree gain
due to the increase of nodal degree from two (ring) to three (chordal ring
with smallest diameter) is about three orders of magnitude in the last
hop of both topologies. Mesh networks with a number of nodes ranging
from 14 to 26 nodes have been analyzed and it was shown that chordal
ring topologies with smallest diameter are very suitable for this kind of
networks. It is also observed that, for the cases under study, the network
performance for JIT, JET, JumpStart and Horizon is very close.

1 Introduction

Optical burst switching (OBS) [1]-[4] has been proposed an alternative paradigm
to optical packet switching (OPS) in order to overcome the technical limitations
of OPS, namely the lack of optical random access memory and the problems with
synchronization. OBS is a technical compromise between wavelength routing and
optical packet switching, since it does not require optical buffering or packet-level
processing and is more efficient than circuit switching if the traffic volume does
not require a full wavelength channel. In OBS networks, IP (Internet Protocol)
packets are assembled into very large size packets called data bursts. These
bursts are transmitted after a burst header packet, with a delay of some offset
time. Each burst header packet contains routing and scheduling information and
is processed at the electronic level, before the arrival of the corresponding data
burst. Several signaling protocols have been proposed for optical burst switching
networks. In this paper, we concentrate on just-in-time (JIT) [3], JumpStart [4]-
[6], just-enough-time (JET) [1] and Horizon [2] signaling protocols.

A major concern in OBS networks is the contention and burst loss. The
two main sources of burst loss are related with the contention on the outgoing
data burst channels and on the outgoing control channel. In this paper, we
consider bufferless networks and we concentrate on the loss of data bursts in

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 750–759, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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OBS networks with mesh topologies. For comparison purposes, ring topologies
are also considered.

The reminder of this paper is organized as follows. In section 2, we describe
the model of the OBS network under study, and in section 3 we present a per-
formance analysis of OBS networks with mesh topologies. Main conclusions are
presented in section 4.

2 Network Model

We consider OBS networks with the following mesh topologies: chordal rings
with number of nodes ranging from 14 up to 26, mesh-torus with 16 and 25
nodes, the NSFNET with 14-node and 21 links [7], the NSFNET with 16 nodes
and 25 links [8], the ARPANET with 20 nodes and 32 links [7], [9], and the Eu-
ropean Optical Network (EON) with 19 nodes and 37 links [10]. For comparison
purposes bi-directional ring topologies are also considered. These topologies have
the following nodal degree: ring: 2.0; chordal ring: 3.0; mesh-torus: 4.0; NSFNET
with 14-node and 21 links: 3.0; the NSFNET with 16 nodes and 25 links: 3.125;
the ARPANET with 20 nodes and 32 links: 3.2; and the EON: 3.895.

Chordal rings are a well-known family of regular degree three topologies pro-
posed by Arden and Lee in early eighties for interconnection of multi-computer
systems [11]. A chordal ring is basically a bi-directional ring network, in which
each node has an additional bi-directional link, called a chord. The number
of nodes in a chordal ring is assumed to be even, and nodes are indexed as
0,1,2,...,N -1 around the N -node ring. It is also assumed that each odd-numbered
node i (i=1,3,...,N -1) is connected to a node (i+w)mod N, where w is the chord
length, which is assumed to be positive odd. For a given number of nodes there
is an optimal chord length that leads to the smallest network diameter. The
network diameter is the largest among all of the shortest path lengths between
all pairs of nodes, being the length of a path determined by the number of hops.

In each node of a chordal ring, we have a link to the previous node, a link
to the next node and a chord. Here, we assumed that the links to the previous
and to the next nodes are replaced by chords. Thus, each node has three chords,
instead of one. Let w1, w2, and w3 be the corresponding chord lengths, and
N the number of nodes. We represented a general degree three topology by
D3T(w1, w2, w3). We assumed that each odd-numbered node i (i=1, 3, ..., N -
1) is connected to the nodes (i+w1)mod N, (i+w2)mod N, and (i+w3)mod N,
where the chord lengths, w1, w2, and w3 are assumed to be positive odd, with
w1 ≤ N − 1,w2 ≤ N − 1, and w3 ≤ N − 1, and wi �= wj, ∀i �= j and 1 ≤ i,j ≤ 3.
In this notation, a chordal ring with chord length w is simply represented by
D3T(1,N -1,w3).

Now, we introduce a general topology for a given nodal degree. We assume
that instead of a topology with nodal degree of 3, we have a topology with
a nodal degree of n, where n is a positive integer, and instead of having 3 chords
we have n chords. We also assume that each odd-numbered node i (i=1,3,...,N -
1) is connected to the nodes (i+w)mod N, (i+w2)mod N, ..., (i+wn)mod N,
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where the chord lengths, w1, w2, ..., wn are assumed to be positive odd, with
w1 ≤ N − 1,w2 ≤ N − 1, ...,wn ≤ N − 1, and wi �= wj, ∀i �= j and 1 ≤ i,j ≤ n.
Now, we introduce a new notation: a general degree n topology is represented
by DnT(w1, w2,...,wn). In this new notation, a chordal ring family with chord
length w is represented by D3T(1,N -1,w). In this new notation, a chordal ring
family with a chord length of w3 is represented by D3T(1,N -1,w3) and a bi-
directional ring is represented by D2T(1,N -1).

We assume that each node of the OBS network supports F+1 wavelength
channels per unidirectional link. One wavelength is used for signaling (carries
setup messages) and the other F wavelengths carry data bursts. Each OBS node
consists of two main components [12]: i) a signaling engine, which implements
the OBS signaling protocol and related forwarding and control functions; and
ii) an optical cross-connect (OXC), which performs the switching of bursts from
input to output. It is assumed that each OXC consists of non-blocking space-
division switch fabric, with full conversion capability, but without optical buffers.
It is assumed that each OBS node requires [12]: i) an amount of time, TOXC ,
to configure the switch fabric of the OXC in order to set up a connection from
an input port to an output port, and requires ii) an amount of time, Tsetup(X)
to process the setup message for the signaling protocol X, where X can be JIT,
JET, horizon, and JumpStart. It is also considered the offset value of a burst
under reservation scheme X, Toffset(X), which depends, among other factors,
on the signaling protocol, the number of nodes the burst has already traversed,
and if the offset value is used for service differentiation. In this study, it is
assumed that [12]: TOXC = 10μs, Tsetup(JIT ) = 12.5μs, Tsetup(JET ) = 50μs,
Tsetup(Horizon) = 25μs, Tsetup(JumpSart) = 12.5μs, the mean burst size,
1/μ, was set to 50μs, and the burst arrival rate λ, is such that λ/μ = 32.

3 Performance Assessment

In this section, we present a performance assessment of JIT, JET, Horizon,
and Jump-Start signaling protocols in OBS networks with mesh topologies. The
performance assessment is based on the burst blocking probability obtained by
simulation.

In chordal ring topologies, different chord lengths can lead to different net-
work diameters, and, therefore, to a different number of hops. One interesting
result that we found is concerned with the diameters of the D3T(w1,w2,w3)
families, for which w2=(w1+2)mod N or w2=(w1-2)mod N. Each family of
this kind, i.e. D3T(w1,(w1+2)mod N, w3) or D3T(w1, (w1-2)mod N, w3), with
1 ≤ w1 ≤ 19 and w1 �= w2 �= w3, has a diameter which is a shifted version (with
respect to w3) of the diameter of the chordal ring family (D3T(1, N -1, w3)). For
this reason, we concentrate the analysis on chordal ring networks, i. e., D3T(1,
19, w3).

Fig. 1 shows the burst blocking probability in the last hop of ring, chordal
rings, mesh-torus and NSFNET networks, all with 16 nodes. As may be seen in
Fig. 1, when enough network resources are available (F=64), the chordal ring
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Fig. 1. Burst blocking probability, as a function of the number of data wavelengths
per link (F ), in last hop of ring, chordal rings, NSFNET and mesh-torus networks with
N=16 nodes and for JIT protocol

Fig. 2. Burst blocking probability, as a function of the number of data wavelengths
per link (F ), in the last hop of D2T(1, 15), D3T(1, 15, 3), and D3T(1, 15, 7) for JIT,
JET, Horizon, and JumpStart signaling protocols; N=16

network with chord length of w3=5 clearly have better performance. This figure
also shows that the performance of the NSFNET is very close to the performance
of chordal rings with chord length of w3=3 or w3=7. This results reveals the im-
portance of the way links are connected in the network, since chordal rings and
NSFNET have similar nodal degrees and therefore a similar number of network
links. Also interesting is the fact that chordal rings with w3=5 have better per-
formance than mesh-torus networks, which have a nodal degree of 4, i. e., more
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Fig. 3. Burst blocking probability, as a function of the number of data wavelengths
per link (F ), in the last hop of D3T(1, 15, 5), NSFNET, and mesh-torus for JIT, JET,
Horizon, and JumpStart signaling protocols

Fig. 4. Burst blocking probability, as a function of the number of hopes, for rings and
chordal rings networks using JIT, JET, Horizon, and JumpStart signaling protocols;
F=64

25/100 of network links. We have also observed that the best performance of
chordal ring network is obtained for the smallest network diameter. Results pre-
sented in Fig. 1 were obtained for the JIT signaling protocol. Similar results have
been obtained for JET, Horizon and JumpStart, as may be seen in Fig. 2 and 3.
Fig. 2 shows the burst blocking probability in the last hop of D2T(1, 15), D3T(1,
15, 3), and D3T(1, 15, 7) for JIT, JET, Horizon, and JumpStart and Fig. 3 shows
the burst blocking probability in the last hop of D3T(1, 15, 5), NSFNET, and
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Fig. 5. Burst blocking probability, as a function of the number of hopes, D3T(1,15,5),
mesh-torus, NSFNET networks using JIT, JET, Horizon, and JumpStart signaling
protocols; F=64; N=16

Fig. 6. Nodal degree gain due to the increase of the nodal degree from 2 (D2T(1,15))
to 3 (D3T(1, 15, w3)), in the last hop of each topology, for JIT, JET, Horizon, and
JumpStart signaling protocols; N=16

mesh-torus for JIT, JET, Horizon, and JumpStart signaling protocols. As may
be seen in these figures, the performance of the four signaling protocols in the
OBS mesh networks under study is very close. Fig. 4 and Fig. 5 confirm these
results. These figures show the burst blocking probability as a function of the
number of hopes. Since the burst blocking probability is a major issue in OBS
networks, clearly ring topologies are the worst choice for these network due to
very high blocking probabilities and, surprisingly, chordal rings with smallest di-
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Fig. 7. Nodal degree gain due to the increase of the nodal degree from 2 (D2T(1,15))
to 3 (D3T(1, 15, w3)), and due to the increase of the nodal degree from 3 (D3T(1, 15,
w3)) to 4 (mesh-torus) in the last hop of each topology, for JIT, JET, Horizon, and
JumpStart signaling protocols; N=16

Fig. 8. Burst blocking probability, as a function of the number of nodes (N ), in the
last hop of rings, chordal rings, NSFNET, ARPANET, European Optical Network, and
mesh-torus, for JIT protocol; F=64

ameter have a good performance with burst blocking probabilities ranging from
10−3 − 10−5, depending on the number of hops.

In order to quantify the benefits due to the increase of nodal degree, we
introduce the nodal degree gain, G(n−1),n(i, j), defined as:
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Fig. 9. Network diameter, as a function of the number of nodes (N ), for chordal rings,
NSFNET, ARPANET, European Optical Network, and mesh-torus networks

Gn−1,n(i, j) =
Pi(n− 1)

Pj(n)
(1)

where Pi(n−1) is the burst blocking probability in the i-th hop of a degree (n-1)
topology and Pj(n) is the burst blocking probability in the j -th hop of a degree
n topology, for the same network conditions (same number of data wavelengths
per link, same number of nodes, etc), and for the same signaling protocol.

Fig. 6 shows the nodal degree gain due to the increase of the nodal degree
from 2 (D2T(1,15)) to 3 (D3T(1, 15, w3)), in the last hop of each topology, for
JIT, JET, Horizon, and JumpStart signaling protocols. Fig. 7 shows the nodal
degree gain due to the increase of the nodal degree from 2 (D2T(1,15)) to 3
(D3T(1, 15, w3)), and due to the increase of the nodal degree from 3 (D3T(1,
15, w3)) to 4 (mesh-torus) in the last hop of each topology, for JIT, JET, Horizon,
and JumpStart signaling protocols. As may be seen, the increase of the nodal
degree from 2 (rings) to 3 (chordal rings with w3=5) can lead to nodal degree
gains of about 3 orders of magnitude, where as the increase of the nodal degree
from 3 (chordal rings with w3=5) to 4 (mesh-torus) can lead to a performance
degradation. Once again, the results obtained for the four signaling protocols
under study are very close.

Fig. 8 shows the burst blocking probability, as a function of the number
of nodes (N ), in the last hop of rings, chordal rings, NSFNET, ARPANET,
European Optical Network, and mesh-torus, for JIT protocol. Fig. 9 shows the
corresponding network diameters (except for rings). As may be seen, the D3T(1,
N -1, 5) has a very good performance, except for N =26, because this topology
leads to a smallest diameter in the whole range from 14 to 26 nodes, as may
be seen in Fig. 9. When the number of nodes is larger, D3T(1, N -1, 7) has
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better performance than D3T(1, N -1,5). However, D3T(1, N -1, 7) has worse
performance than D3T(1, N -1,5) when the number of nodes is smaller. This
results have been obtained for JIT. Similar results have been obtained for JET,
Horizon and Jumpstart, which are not displayed due to space limitations.

4 Conclusions

We have presented a performance assessment of JIT, JET, JumpStart and, and
Horizon signaling protocols in optical burst switching (OBS) networks with the
following topologies: rings, chordal rings, mesh-torus, NSFNET, ARPANET and
the European Optical Network. It is shown that chordal rings with smallest
diameter lead to best network performances. For 16 nodes and 64 data channels
per link, the nodal degree gain due to the increase of nodal degree from 2 to
3 (chordal ring with smallest diameter) is about three orders of magnitude in
the last hop. Those topologies have also been analyzed for a number of nodes
ranging from 14 to 26 nodes. It is shown that the D3T(1, N -1, 5) and D3T(1,
N -1, 7) have very good performance, being D3T(1, N -1, 5) better for a smaller
number of nodes and being D3T(1, N -1, 7) better for a larger number of nodes.
In all of these cases, it was observed that the network performance for JIT, JET,
JumpStart, and Horizon is very close.

Acknowledgements

Part of this work has been supported by the Group of Networks and Multimedia,
Institute of Telecommunications-Covilhã Lab, Portugal, and by the Euro-NGI
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Abstract. Businesses and individuals often suffer from significant
amount of damage as a result of network failures, and that is why network
fault tolerant mechanism is important for network design and manage-
ment. The most common failure is happen to the network equipments.
Moreover, network equipments located at the entrance of a network play
an important role in the availability and reliability of the internal net-
work. Therefore, we design and implement a fault-tolerant system espe-
cially for the network equipments located at the entrance of a network.
On the situation that no redundant device exists, the fault-tolerant sys-
tem could bypass the forwarding path to survive the network connec-
tions. We adopt the Intel IXDP1200 Network Processor as development
platform to implement the proposed system.

1 Introduction

Providing any kind of network service and applications is based on the premise
that the network is zero faults or the fault is tolerable. Network faults may cause
existing connections to break and new arrival connections establishment to fail,
and then the network services rely on the faulting network will be stopped.
Thus, network fault tolerance has always been a vital issue in network design
and management.

Most researches related to network fault-tolerance focus on finding the failure
link or failure network node (host or equipment) under certain network topology
and trying to find the recovery strategy or alternative healthy path for traffics
[1]. Typically those solutions need the cooperation of some kind of network
management protocol to gather current network status to determine whether
and where the fault occurs.
� This work was partially supported by the MOE Program for Promoting Academic

Excellence of Universities under Grant 89-E-FA04-1-4.
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We proposed a fault-tolerant system (FTS) architecture which is capable of
actively monitoring and detecting current status of network equipments using
a lightweight method. When fault is detected, the system will interchange the
physical connection between failure equipment and redundant backup equip-
ments very fast without management overhead. Even in the situation that net-
work equipment fails but without any redundant equipment available, the system
will still keep the network connection alive by the intelligent switching mecha-
nism within the system. Besides, the proposed system could support more than
one type network equipments simultaneously while providing fault-tolerant ca-
pability for each type separately. The word type means the different specific
functionality of corresponding network equipment.

In our system design, all traffics that traverse through the network equip-
ments will also traverse transparently through our system to obtain fault-tol-
erance. In order not to let the fault-tolerance system become the performance
bottleneck of overall network, fast packet forwarding process is required. There-
fore, we adopt network processor as an essential part of our system concept and
our implementation platform. Network processor is a programmable processor.
Unlike the general purpose processor do almost anything, network processors
aim at processing network packets rapidly and satisfying the balance of flexibil-
ity and performance.

2 Related Works

2.1 Network Fault Tolerance

Fault management is one of the most important aspects of network management.
Network fault tolerance indicates the ability to against the failure of network
components or links. It may be a hard issue because of lacking the full knowl-
edge of topology information to identify where the failure point is, and which
component or link is failed. Thus providing a fault resilient network is more
difficult than before as the result of the dynamic nature and heterogeneous of
network in the present days.

We can find that fault detection and fault recovery are the most time critical
parts in fault tolerable network system. In order to reduce the duration of in-
ability of system and improve the system availability and reliability, we should
try to minimize the time spent on fault detection and recovery.

2.2 Related Definitions

Some definitions related to fault management are given in [6]:
Fault Detection: is the process to discover the fault in a specified network

area. Fault detection time dominates the duration of fail-over. Thus many re-
searches are working out to find efficient detection techniques while minimizing
the impacts on network performance.

Fault Recovery: is the identification and selection of an alternative route
or component which will serve to reconnect the source to the destination [6].
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Typically, recovery mechanism is involved with the redundant components or
architecture as prerequisite.

MTBF (Mean Time between Failures): is the average expected time between
failures of network equipment, assuming the equipment goes through repeated
periods of failure and repair.

MTTR (Mean Time to Repair): is the average expected time to restore the
fault. Therefore, MTTR includes the times for failure detection, fault diagnosis,
fault isolation, the actual repair, and any software synchronization time needed
to restore the entire service. Under the situation without redundancy, high avail-
ability is achieved by increasing the MTBF and decreasing the MTTR.

2.3 Failure Types

Network failure has been classified into hard failures and soft failures by many
works e.g., [5,7]. Hard failures are characterized by the inability to deliver pack-
ets, while soft failures are characterized by a partial loss of bandwidth, increase
of packet delay, equipment performance degradation, etc. Hard failures gener-
ally cause the network throughput down to zero thus is the most serious failure
type among those two types. But hard failures are more easily to be discovered
than soft failures. On the other hand, soft failures are less well-defined. Possible
reasons for soft failures are inappropriate use of the network, temporary con-
gestion causing delay transmission, failed host hardware, failure of higher level
protocols, mischievous users, and network attack like DoS or DDoS. Soft faults
are hard to be defined and detected. Especially for those faults have transient
property, i.e. faults that are not continuously happening. The FTS is capable of
deal with hard failures for network equipments more efficiently without human
resources.

2.4 Failure Detection and Recovery

In network fault tolerance research domain, many works have been done with
fault detection and recovery techniques especially on the focus of soft faults.
A classical review [4] explores network fault detection models and algorithms.
”Fault feature vector” as the basis of fault signature matching is defined in [5]
to detect soft faults. Meanwhile, many fault reasons are studied in [5] to select
the proper parameters for fault feature vector. [2] and [3] provided an open-
solution-based fault tolerant Ethernet (OFTE) for processor control networks.
OFTE requires no change of vendor hardware and software, and it is transparent
to control applications. OFTE claimed that it can perform less than 1ms end-
to-end LAN swapping time and less than 2-sec failover time. A layered model
is introduced in [9] to enhance the level of automation in fault isolation and re-
covery. [9] also made a comprehensive survey about the dependencies at various
network layers in the aspects of network function, services, and protocols respec-
tively. [10] is a remarkable research about fault recovery where a fault recovery
model is built to evaluate the rerouting mechanisms (i.e. route selections and
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establishments) in different fault scenarios when identifying link faults. Bejer-
ano and Rastogi [1] extended the probe-based link delay monitoring technique
to detect network link failures.

2.5 Network Processors

In NP based network equipment, network processor unit (NPU) is usually com-
posed of multiple custom built or RISC processor units to deal with packet
forwarding, scheduling, and classification at wire speed in data plane. While
there is still a general purpose processing unit handling table management, traf-
fic management, and configuration interface etc. sometimes, NPU cooperates
with co-processors to accelerate certain specific packet processing purpose like
high-layer packet classification, encryptions and decryptions, etc.

NP-based solution has been considered to be the major next generation net-
working equipment solution and increasingly works and researches are devoted
to provide advanced function on network processor to meet high bandwidth and
quality of service requirement. Also, Network Processing Forum (NPF) plays
an important role in promoting network processor industrial advancement and
standardizing the programming interfaces for related software API of network
processors and the physical and message layer of interconnection between Traffic
Manager and switching fabric.

3 Fault Tolerant System Concept

3.1 Main Idea and Operation

The main idea is to design a system capable of providing fault-tolerance for net-
work equipments on critical link while minimizing the impacts on transmission
performance. We focus on providing the link survivability when network equip-
ment fault comes up. Thus, the basic requirement is, the system should have the
ability to switch to the corresponding redundant equipment if available, within
the minimum link downtime. On the other hand, if no redundant equipments
exist, the system should be able to bypass the failure device. The above two cri-
teria should be done automatically to reduce the mean time to recovery (MTTR)
which is an important index to network availability discussed in Section 2.

The proposed Fault Tolerance System (FTS), as in Figure 1, is a hardware-
based configurable switching platform which consist of multiple 10/100 Fast
Ethernet ports. The number of port can be variant relying on the requirement
and scale of network equipments need fault-tolerance. Inbound Port serves as
the port connecting to the intranet while Outbound Port serves as the port
connecting to the outside network. All traffic from and to the intranet will pass
through the Inbound and Outbound ports. Another two ports serve as Mirror
Ports for monitoring traffic from any two other ports. Monitor Stations (MS) are
connected to mirror ports for analysis purpose. MS must have the capability to
capture packets from mirror ports in promiscuous mode and analyze abnormal
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Fig. 1. Proposed Fault Tolerance System (FTS)

behavior from the gathered packets. Except for the above four ports, the other
ports are used to connect the network equipments which need fault-tolerance. We
define the connected network equipments with specified functionality as a type of
NE (network equipment). The term type means the specified functionality of the
NE, the same type NE will equip with the same functionality. FTS could support
different type of NEs simultaneously while each type NE could have redundant
as Backup NE (BNE). A Configure User Interface (ConfigUI) is connected to
FTS via console RS232 port or via the Ethernet 10/100BaseT cable. ConfigUI
is responsible for configuring the default forwarding sequence and ports need
mirroring within the FTS. The forwarding sequence constitutes a path for the
traffic to traverse through the specified NEs connected to FTS. In FTS, any
packet header or payload is not modified but just completely forwarded between
NEs and FTS, i.e. FTS is transparent to the traffics.

3.2 Major System Functions

The detailed functions of FTS are described as follows:

3.3 Fault Detection

FTS periodically detects the status of connected NEs and BNEs by a simple
polling strategy. The assumption for fault detection in FTS is that each NE owns
TCP/IP protocol stack and can perform ICMP reply action. This assumption to
general L2/L3/L4 or higher layer network equipments is apparently reasonable.
Upon polling startup, FTS sends ICMP echo messages to all NEs and BNEs.
If the ICMP reply was received from certain NE before the ICMP reply time-
out. FTS expect that NE is healthy. Otherwise, the NE without replying ICMP
message is identified as a failed NE. when the failure NE is detected, FTS will
seek for the same type BNE. If BNE exist, then FTS will perform Traffic Migra-
tion. If not, FTS will perform Failure Bypass. The polling duration is a design
constraint in order to satisfy the system performance and the fault detection
efficiency at the same time. Too short duration will result in the heavy load of
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Fig. 2. Traffic Migration

system, too long duration will make the fault detection can not detect the fault
as soon as possible.

3.4 Fault Recovery

FTS has two faults recovery strategies to handle the failure network equipments

Traffic Migration: when fault detection component find an available BNE to
replace the position of failure type NE, FTS need to switch from the fail-
ure NE to BNE and thus re-construct a new forwarding path for traffic.
The path reconstruction action is what we called Traffic Migration. After
rebuilding the new path, traffic originally pass through the failed NE will
now pass through the selected BNE. Traffic Migration time is supposed to
be very short so that the downtime of connections can be minimized. Figure
2 illustrate the migration scenario.

Failure Bypass: when fault detection component can not find the correspond-
ing BNE to replace the specified failure type NE, FTS will execute Failure
Bypass strategy to save the broken connection. One thing FTS need to do is
to rebuild a new forwarding path while ignore the failure type NE. Ignoring
the failure NE may cause another damage for client users: imagine that, when
an IDS network equipment fails and the Failure Bypass strategy is executed,
now the network inside FTS is not protected by IDS thus may intruded by
hackers or attackers. But comparing to keeping the maximum connection
uptime, bypass is supposed to be the most instant and efficient solution.
In the meanwhile, FTS will send an alarm message to notify ConfigUI that
there is a failure NE without the BNE support and need to be repaired as
soon as possible. Figure 3 illustrate the scenario for Failure Bypass.

3.5 Mirroring Traffic

FTS has reserved two ports as mirror ports. Through ConfigUI, system manager
could specify which two ports are mirrored by FTS. At the MS terminal, manager
could analyze and compare the traffics from the two mirror ports to find out the
abnormal behavior. Besides, due to the transparency nature of FTS, mirror ports
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Fig. 3. Failure Bypass

could be used to discover what the actions NE does to traffic. It’s beneficial for
testing the ability and performance of NEs connected to FTS in a dramatically
convenience way. For example, an IDS (Intrusion Detection System) is protected
by FTS. In order to discover what kind of packets is filtered by IDS, We could
mirror two ports which are connected to the inbound and outbound ports of IDS
respectively.

3.6 Features and Advantages

The proposed FTS have the following features and advantages that traditional
fault-tolerance system doesn’t have:

Simple: FTS itself is simple to configure, and the overhead for overall network
is very slight.

No Changes about Hardware and Software of NE: there is no need to
change or add any hardware and software onto existing network equipments.
Besides, in real operation, FTS is totally transparent to each NE.

Flexibility: FTS support fault-tolerance for multiple network devices simulta-
neously. Through the ConfigUI, managers could setup the same type devices
as primary NE and redundant BNE. Managers need not to really change the
physical connections if the fault-tolerance policy has been changed.

Topology Simplification: compare to typical fault-tolerant system topology,
FTS simplify the cabling complexity to achieve the same goals. Only one
physical cable need to be constructed between internet and intranet to sup-
port redundant NE in FTS while two cables are needed for primary con-
nection and redundant connection in typical network fault-tolerant architec-
tures.

Scalability: FTS could be cascaded to support more network equipments for
increasing demand of fault-tolerance scale. When cascading FTSs, the con-
figuration for each FTS is independent, i.e. no synchronization is required
between the cascaded FTSs.
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Fig. 4. System Block Diagram

Fig. 5. System Architecture

4 Design and Implementation

Figure 4 is the system block diagram designed for providing failure detection and
recovery on network processor for the network equipments on critical paths. We
adopt the 16 ports layer 3 forwarding reference design project (L3fwd16 project)
as our basic programming development platform.

Figure 5 illustrate the FTS system architecture combined with data plane
and control plane.

5 Performance Evaluation

5.1 Evaluation and Test Procedure

Figure 6 illustrates the environment setup for evaluating and verifying the func-
tionality of proposed system. In this environment, two Intrusion Detection Sys-
tems (IDS) are used to represent the NE served by FTS. One IDS is configured
as primary NE and the other is configured as Backup NE. Moreover, two PC
equipped with Ethereal Sniffer software are used to capture and analysis packets
from the two Mirror Ports. The test procedure is as follows:
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Fig. 6. Testing Environment

1. At the initial state, the packet flow is traversed through primary NE only.
2. USER-A performs Smurf attack [8] to USER-B. Meanwhile, USER-A sends

continuously but not intrusive UDP traffic to USER-B to simulate normal
traffics.

3. The launched attack will be intercepted by primary IDS while normal traffics
are passed through FTS, which can be monitored by mirroring traffics from
the two ports of IDS,

4. Turn off the primary IDS to simulate the fault occurrence of NE,
5. Then FTS will detect the failure NE and perform ”Traffic Migration” to

Backup IDS in short time,
6. USER-A still performing Smurf attack to USER-B,
7. Attack is intercepted by Backup IDS, and FTS still forward normal traffics

through Backup IDS from USER-A to USER-B
8. Turn off Backup IDS and then FTS perform ”Failure Bypass” procedure,
9. No IDS is available now, so the overall traffic including Smurf attack packets

will be forwarded through FTS, and USER-B is subjected to attack now.

6 Conclusions

We explored the network fault tolerance issues aimed at the point of view of net-
work equipment. Issues including the failure type, fault detection and recovery
methods were discussed. Then we proposed a novel network fault-tolerant system
architecture concentrating on providing fault-tolerance for network equipments
located at the critical paths (e.g., the entrance of certain network). Our imple-
mentation of the proposed concept is based on IXDP1200 network processor
platform and the real testing cases show our implementation is feasible in to-
day’s heterogeneous network environment. The result of performance evaluation
demonstrates that the system could detect failures of network equipments in
a very short time and the failure recovery is efficiently and automatically thus
reduce the network downtime in a significant effect. Our approach also possesses
several advantages described in section 3.
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Abstract. A Mean-Field theory is presented and applied to a Cellular
Automata model of distributed packet-switched networks. It is proved
that, under a certain set of assumptions, the critical input traffic is in-
versely proportional to the free packet delay of the model. The applicabil-
ity of Mean-Field theory in queue length estimation is also investigated.
Results of theoretical derivations are compared with simulation samples
to demonstrate the availability of the Mean-Field approach.

1 Introduction

Modelling computer networks is important for people to understand the network
behaviors, especially those related to the critical phenomena. Assumptions were
made in accordance with network topology in these models. Some of them were
based on graph theory [1], while others were given as the topology was built
on regular lattices [2, 3, 4, 5]. Choosing what kind of models depends upon the
application background.

This paper focuses on architectures of distributed packet-switched networks.
The model presented in this paper is extended from Fukś’ work [3]. Actually, the
same topology was studied even in the pre-Internet history, within the reports
of RAND on distributed networks authored by Paul Baran and others [6, 7].
However, only survivability of the lattices was studied then. We step forward
this effort into dynamic behavior of packet-switched Cellular Automata over the
lattices.

On the other hand, previous works on Cellular Automata for data networks
have discovered in simulations that critical traffic behavior is related to free
packet delay in the networks [5, 3]. By the help of Mean-Field Theory technique,
we step forward this discovery to an approximated analytical theorem for the
extended model, where the critical traffic is inversely proportional to the free
delay of the network provided the conditions of Mean-Field Theory are fulfilled.
The most basic idea in the approximation relies on simplifying the system with
an identical open Jackson network. However, the application of the Mean-Field
Theory could not be exaggerated. In estimating queue length of the model, the
Mean-Field approach is not accurate.
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The rest parts of the paper are organized as such: section 2 describes the
model and its parameters. Section 3 applies Mean-Field Theory to the model,
with a certain set of approximations. Section 4 briefly discusses queue length
estimated by the Mean-Field Theory, with comparison to simulations. Finally,
we summarize the works with emphasizing its significance to analysis and design
of distributed network architectures.

2 Model Definitions

Cellular Automaton is a mathematical model for physical systems containing
large amount of simple, identical and locally interacting units [8]. Any Cellular
Automata could be defined with a 4-tuple of lattice space, neighborhood, state
set, and rule of state-transition [9]. The Cellular Automata models for distributed
packet-switched networks (briefly “the model” or “our model”, later through the
paper) are also defined as such.

2.1 Lattice

The model are defined on d-dimensional Euclidean lattice space. Originally the
lattice is boundless and extended to infinity. In digital simulation, however, the
lattice is often truncated in a certain d-dimensional hypercube, say L as its width.
Because a distributed network has no geometrical center, the truncated lattice
should be thought as periodical, i.e. the coordinate values with same remainder
modulo L are identical. Therefore the lattice of the model is denoted with

Ld � Z
d ∩ [0, L)d

And the bases of the lattice space are denoted with ei, i = 1, 2, ·, d.

2.2 Neighborhood and Metric

A neighborhood is a mapping from the lattice to its power set, A : Ld &→ P (Ld).
For the purpose of routing packets among the sites in the model, metrics are
defined with the neighborhood as well. For example, von Neumann neighborhood
and the periodic Taxicab metric 1 are defined by:

A(x) =
d⋃

i=1

{x + ei, x− ei}, ∀x ∈ Ld

D(x,y) =
d∑

i=1

L

2
−
∣∣∣∣|xi − yi| − L

2

∣∣∣∣
1 Or Manhattan metric.
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While Moore neighborhood and the periodic Moore metric are defined as
follows:

A(x) =

( ⋃
y1=−1,0,1

· · ·
⋃

yd=−1,0,1

{
x +

d∑
i=1

yiei

})
\{x}

D(x,y) = max
i

{
L

2
−
∣∣∣∣|xi − yi| − L

2

∣∣∣∣}
The Taxicab and Moore metrics are identical in 1-dimensional cases.

2.3 State and Transition

The state of a site is a first-in-first-out queue of packets, each of which contains
at least the information of its destination. Each site x’s queue length at time k,
denoted as q(x, k), is updated by both packet input and packet forwarding pro-
cesses. The routing rule described here is as same as what Fukś introduced [3].

At each discrete time k, one packet enters the network through any site
independently with an identical probability λ, while more than one packets do
with probability o(λ). Destination of a new packet is randomly selected among
all possible sites with the same probability.

At each moment, a site serves the first packet in its queue, forwarding it to
one of its neighbors properly selected under the routing rule. The service time is
a constant of unity. Two criteria are applied to route selection. First, the next-
hop should be selected from the neighbors, nearest to the destination in the term
of given metric. The neighbor set of a site x nearest to destination z is

B(z;x) = {y ∈ A(x) : D(z,y) → min}
Second, the next-hop should be selected from the neighbors with minimum

queue length within the neighbors nearest to destination.

C(z;x, k) = {y ∈ B(z;x) : q(y, k) → min}
Finally, if the minimum-queue nearest-to-destination neighbor set C(z;x, k)

contains more than one coordinates, then anyone is selected as the next-hop,
randomly with the same probability. If this one is current destination z, then
the packet is not queued anymore: it leaves the system.

3 Mean-Field Theory

Any queueing system has a critical traffic as the upper bound of the input traffic,
so that the system converges into a stable state instead of going far from stability.
This critical traffic is just the service rate μ in a single queueing-service system,
while it is different for networks.

Ohira has shown that the critical traffic is related to the free delay of the
network [5] and Fukś has uncovered that, in two-dimensional von Neumann Cel-
lular Automata model, the sufficient and necessary condition for stability of the
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model is λ < 1/τ̄0, or equivalently, λc = 1/τ̄0, where τ̄0 is the average delay
of a free packet without being queued anywhere. These previous results are ob-
served in simulations. Now we prove that this law is an analytical result under
certain assumptions and is available for whatever dimensionality and neighbor-
hoods rather than only for two-dimensional von Neumann cases.

3.1 Approximation to Open Jackson Network

The model defined in the previous section has the property of open queueing
networks, i.e. any packet enters the system from outside and finally leaves once
it arrives at the destination. This inspires utilizing well-known conclusions of
open Jackson network.

Open Jackson network is of Markovian queueing network, i.e. packet arrival
is a Poisson process and the service time of each site conforms to exponential
distribution. The Jackson theorem presents the condition of stability as well as
the queue length distribution in stable state [10, 11]. In the Jackson theorem,
a parameter σ(x), called as “site traffic”, is defined as the traffic observed at site
x in the system and we have the traffic equilibrium equations

σ(x) = λ(x) +
∑
y

σ(y)ryx, ∀x (1)

where ryx is the forwarding probability from site y to x and
∑

x ryx = 1− ry,∞
where ry,∞ represents the probability of leaving.

Our model contains all the sites over a lattice space, each of which is
a discrete-time M/D/1 queueing system. In order to utilize Jackson’s approach,
the model is approximated with a continuous-time open Jackson network where
input traffic at each site is identical, λ(x) = λ; and the constant service time
is replaced by a exponential distribution with its mean value of 1/μ = 1; fur-
thermore, details in route selection is ignored and approximated with a simple,
time-invariant, and destination-free probability, ryx.

3.2 Mean-Field Theory for Critical Traffic

Observing simulations of queue growth processes in the model, one can easily
summarized that site traffic σ(x) seems to be a constant without difference
referring to the coordinates. This implies that a Mean-Field Theory can be
developed in order to derive the critical traffic law of the open Jackson network
for the model.

Mean-Field Theory is an approximate technique widely used in statistical
physics, which treats the order-parameter as spatially constant [12]. In our
model, the Mean-Field approximation aims at an identical parameter σ such
that

σ(x) = σ, ∀x ∈ Ld (2)

A sufficient condition for Equation (2) consists of three Mean-Field Theory
assumptions.
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1. Isotropy Lattice space, either infinite or periodic, is isotropic in geometry.
Therefore, it is reasonable to assume that, at any moment, any site forwards
the first packet with a same probability to its neighbors. That is

ryx = ry =
1

|A(y)| (1 − ry,∞) , ∀x ∈ A(y), ∀y ∈ Ld (3)

2. Homogeneity Further, it is assumed that the packet departure probability
is same among all the sites.

ry,∞ = r∞, ∀y ∈ Ld (4)

3. Spatial and temporal ergodicity It is assumed that the queue length pro-
cess q(x, k) is spatially ergodic, i.e.

E{q(x, k)} = lim
L→∞

1
|Ld|

∑
x∈Ld

q(x, k), a.s. (5)

And furthermore, it is also temporally ergodic as long as the stable state
q(x) � limk→∞ q(x, k) is achieved. Later on, we denote q̄ for either the
ensemble, or temporal, or spatial average (in the stable state if it exists) of
queue length processes on sites over the lattice.

From (3) and (4), note that λ(x) are identical to λ, the traffic equations (1)
is simplified to

σ(x) = λ +
[

1
A

(1 − r∞)
]∑

y

σ(y), ∀x ∈ Ld (6)

For linear equations (6) are symmetric to permutations of {σ(x)}, it is definite
that they have a unique solution which is satisfying (2).

Then equation (6) is reduced to a single equation referring to σ, and finally
it is solved that σ = λ/r∞.

The value of r∞ has not been determined yet. We’d like to present current
result first and then derive r∞ by applying the well-known Little’s Law to the
mean value of packet lifetime.

With the help of the assumptions above, and the Jackson Theorem, we have

Theorem 1. Under the assumptions of Mean-Field Thoery, the queueing net-
work of the model converges to stable state if and only if

ρ � σ

μ
=

λ

r∞
< 1 (7)

And in the stable state, queue length on each site, q(x), conforms to an identical
geometric distribution:

P (q(x) = n) = (1 − ρ)ρn, ∀n ≥ 0, ∀x ∈ Ld (8)
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And the mathematical expectation of stable queue length is:

q̄ =
ρ

1− ρ
, ∀x ∈ Ld (9)

Now from the Little’s Law of arbitrary queueing system, it holds in the stable
state that

q̄ = λτ̄ (10)

where τ̄ is the mathematical expectation of packet lifetime in stable state.
When all the sites have identical queue length, lifetime of a packet is independent
upon the path that it pass through, and is equal to the free delay τ̄0 plus the
total time of being queued. Note that the packet must be queued τ̄0 times, and
apply the third assumption to regard queue length of each site on a packet path
is constant and equal to the average q̄, then we have

τ̄ = τ̄0 + τ̄0q̄ (11)

Apply (11) to (10), we obtain the following equation

q̄ = λ(τ̄0 + τ̄0q̄), and q̄ =
λτ̄0

1 − λτ̄0
(12)

Recall the formulae (7), (9) in the Theorem 1 and compare them to the
equation (12), we have the following theorem, which represents the law of critical
traffic as a function of the free delay in the model2.

Corollary 1. In the Mean-Field Theory of the model, the packet’s leaving prob-
ability and the site traffic are respectively

r∞ =
1
τ̄0

(13)

and σ = λτ̄0 (14)

And the stability condition is equivalent to λ < 1/τ̄0, or, equally to say, the
critical input traffic is λc = 1/τ̄0.

The theorem, esp. the formula (14), shows that the free delay of a network
does significantly impact on the critical traffic. Actually, the delay linearly am-
plifies input traffic to site traffic.

It is emphasized that, in the Mean-Field Theory demonstrated above, there
is not any requirement to lattice dimensionality, nor its neighborhood type. The
analytical result of Corollary 1 is universally available, provided the Mean-Field
Theory assumptions are conforming to physical properties of the model.
2 The third assumption plays an important role here. Note that in formula (9), q̄ is, in

fact, the ensemble average; while in Little’s Law (12), q̄ is actually a time average.
Without the ergodicity assumption, the two formula could not be combined.
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(a) d = 1, L = 100, τ̄0 = 25, λc = 0.04
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(b) d = 1, L = 200, τ̄0 = 50, λc = 0.02
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(c) von Neumann lattice, d = 2, L = 40,
τ̄0 = 20, λc = 0.05
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Fig. 1. Simulation samples for showing the critical behavior. With whatever dimen-
sionality and whatever neighborhood, the model’s critical traffic λc is almost equal to
1/τ̄0.

3.3 Simulation Samples

As the upper bound of input traffic for existence of stable state, the critical be-
havior in an instance of the model may be demonstrated by its queue length pro-
cesses or the total number of packets in the entire system, say Q(k) �

∑
x q(x, k).

If the input traffic exceeds the critical point, then Q(k) will increase to infin-
ity, in stead of getting stable. These phenomena are shown in Figure 1, where
several sample cases with variety of parameters or topology characteristics are
provided. Figure 1(c) is similar to the case that [3] has provided. However, we
have extended the results on critical traffic to far more general environments.

4 Queue Length Estimation

As any other Mean-Field approaches to statistical-physical systems, the Mean-
Field Theory presented here can not be treated as an accurate quantitative
result, though it almost accurately predicts the critical behavior of the model.
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Fig. 2. Comparison simulation to Mean-Field Theory on a one-dimensional sample
with L = 200, k = 1000, for stable state queue length. The Mean-Field Fluid approxi-
mation overestimates the average queue length.

4.1 Queue Length of Stable State

Theorem 1 has given the mean value for the queue length on any site in the
stable state, if it exists. However, the result overestimates it a little.

The overestimation may originated from approximating the model to an open
Jackson network. Each site in the model is defined as an M/D/1 queueing sys-
tem, while it becomes to M/M/1 in the Jackson network. It has been proved
that, for Markovian routing schemes, an M/D/1 queueing network has less av-
erage queueing delay (or, equivalently, less queue length) in stable state than its
M/M/1 counterpart [13].

4.2 Fluid Approximation of the Mean-Field Theory

On the other hand, when the value of input traffic exceeds the critical point, it
is presented in the simulations that queue length of a site approximately grows
as a linear function to both time and input traffic. To explain this phenomenon,
we combine the assumptions of the Mean-Field Theory and (13) with the Fluid
approximation in queueing theory [14].

The Fluid approximation, based on the law of large numbers, replaces discon-
tinuous stochastic arrival and departure processes with continuous deterministic
versions. Let α(x, t) and δ(x, t) represents, respectively, the two continuous pro-
cesses for packet arrival and departure happening at site x ∈ Ld in our model.
Then for the queue length approximation q(x, t), we have

q(x, t) = α(x, t) − δ(x, t), ∀x ∈ Ld (15)
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Fig. 3. Comparison the simulation result to Mean-Field Fluid approximation on a one-
dimensional sample with L = 200, for queue length growth far from stability. The
Mean-Field Fluid approximation is near to but a little underestimates the queue growth
rate.

Arrivals are resulted by both traffic input and forwarding events, and the
departure rate is constant μ = 1. Therefore, we have the Fluid version of (1).

α(x, t) = α(x, 0) +
∫ t

0

λdy +
∑

y∈A(x)

ryxδ(y, t), (16)

δ(x, t) = δ(x, 0) +
∫ t

0

dy = δ(x, 0) + t, ∀x ∈ Ld (17)

With (13), i.e. ryx = (1 − 1/τ̄0)/A, another corollary is obtained.

Corollary 2. In the Mean-Field Theory of the model, approximated with Fluid
model, queue length at any site is growing linearly if the input traffic exceeds the
critical value, and the growth rate is

dq

dt
= λ − 1

τ̄0
= λ − λc, ∀x ∈ L, t →∞ (18)

The result is compared to simulations with either time fixed and input traffic
variant, or vise-versa (Figure 3). Because the integral of (18) contains an arbi-
trary constant, we add the intercept of the linear fitting (as a bias) to the Mean-
Field Fluid approximation, in order to focus the comparison on the growth rate.
The Mean-Field Fluid approximation underestimates the rate of queue growth
because Fluid approaches replace the stochastic processes with deterministic
(D/D/1) systems [14]. The larger the input traffic is, the more the estimated
rate is close to the reality.
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5 Summary

This paper develops a modelling method for studying distributed network behav-
iors. It promotes the previous works of simulation to an approximated analytical
result, where the law of critical traffic is proved under a certain set of Mean-Field
assumptions. Therefore, one may improve the critical behavior of a network by
minimizing the free delay of its topology equivalently. Analyzing non-isotropic,
non-homogeneous and non-ergodic models, which are more close to real systems,
are of the successive work after this paper.

On the other hand, the Mean-Field Theory is not able to accurately estimate
average queue length in a network. Generally speaking, the farther the input
traffic is away from the the critical point, the better the Mean-Field theory
estimates queue length behavior. One should take a deep sight at the local details,
where the fluctuations are ignored by the Mean-Field Theory.

The work is a part of research efforts on next-generation distributed network
architectures. The critical traffic law presented here implies that free packet
delay determines the rate of packet departure and the critical traffic behavior.
This is especially important for packet-switched overlay networks. Without fixed
infrastructure, an overlay’s (e.g. IPv6 over IPv4) topology might be so badly
deployed that a packet is considerably more delayed than that when it were
delivered in the physical network. This might make the physical network filled
up with deadweight. Detailed study on interaction between overlay and physical
networks is in progress.
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Abstract. In an on-demand streaming service on a P2P network, a
client peer can receive parts of a video object from different peers in-
stead of from just one server. For this, the client peer must find enough
peers that have the required object. In this paper, we propose a method
of constructing an overlay to search for objects efficiently for the on-
demand streaming services on a pure P2P network. The proposed overlay
is composed of groups, and all peers in a group have common objects.
We compared our method with Gnutella by simulation. The results show
that our method reduces traffic overheads, hop counts, and the number
of messages, at the cost of join/leave overhead.

1 Introduction

Video streaming services are limited in client/server architectures because the
number of clients that a server can support and the outbound bandwidth of
a server are limited. In CoopNet [1], a client having the required object can
provide a service to another client in place of a server. However, CoopNet is
based on the client/server architecture, and many authors have tried to address
this problem using many ordinary nodes as servers in a P2P network.

There are two kinds of streaming service. In live media services, one source
broadcasts video data to many clients, whereas in an on-demand service, stored
video data in a storage system are published.

The main approach to improving the quality of live media services is
application-layer multicast trees, which have been reported in Narada [2], Sprea-
dIt [3], NICE [4], and ZIGZAG [5]. In these trees, a source becomes a root and
clients become tree nodes. On the other hand, in on-demand services, many
source peers can provide a streaming service to a client peer because they trans-
mit a stored video object from their own storage systems [6, 7]. In [8] and [9],
an overlay network is composed of multicast groups with clients, and the same
video object is served to the group members.

Super-peers [10] are installed in Gnutella to manage peers and find objects
efficiently. However, because super-peers are intended to be servers rather than
normal nodes, they absorb the installation and management overheads, and the
overheads increase as the number of nodes increases.

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 784–792, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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In this paper, we focus on on-demand streaming services from multiple server
peers in a pure P2P network. We propose an overlay network that is composed
of groups, with one peer in each group selected as a directory server for the
management of its group, while the other peers in the group provide streaming
services. These roles are determined dynamically and autonomously when peers
join the network by comparing their shared objects.

2 Overlay Scheme

In our proposed scheme, all peers in a group have as many common shared
objects as possible. A group consists of a Leader Peer (LP), which is the repre-
sentative of the group, and some Member Peers (MP). A peer becomes an LP if
it has some unique objects not in the current network, otherwise it becomes an
MP of one or more groups sharing the most common objects with it.

All requests are forwarded to the network through LPs. Because LPs serve
as directory servers, when they receive a request they forward it depending on
conditions. However, LPs do not provide streaming services to client peers, as
the MPs do this. When an LP receives a request, it forwards the request to other
LPs only if it cannot be satisfied within the group. A request is flooded only to
LPs, not to all peers in the network. The LPs forward the request to any of their
own members that have the requested object.

Each LP manages the location information of other LPs for flooding requests.
In addition, each LP manages the location information of its MPs for forwarding
requests.

2.1 Joining Process

We assume that a join peer knows the location of a peer that manages the
process of entering the network (entry peer) and that only LPs can be entry
peers. A join peer sends a join request with <peer id, shared object set> to the
entry peer. When the LP (entry peer) receives the request, it compares its own
shared object set with that of the join peer. If the LP has all the objects that
the join peer shares, it accepts the join peer as a member. Otherwise, the LP
forwards the join request to other LPs to find a more appropriate LP for the
join peer. Each LP compares its shared object set after receiving the request
and then replies to the join peer with the common shared object set and a join
flag. The join peer gathers the object sets and checks whether it has any unique
object not in the current network. If it has such objects, it becomes a new LP. If
not, it determines which LP is the best to join and then becomes an MP to that
LP. The join peer can be a member of one or more groups and it selects LPs
to join by the number of common objects. If the join peer has all the objects of
any LP, the join peer replaces the LP and makes it its MP.

Join flags represent the relations between shared object sets and are classified
into the following (ShrObjSet(p) means the shared object set of a peer p):
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Table 1. Join flags example

shared object set
LP 1, 2, 3 1, 2, 3 1, 2, 3 1, 2, 3 1, 2, 3

join peer 1, 2 2, 3, 4 1, 2, 3, 4 1, 2, 3 4
join flag ALL PART SUB EQUAL NONE

ALL: {ShrObjSet(join peer) ⊂ ShrObjSet(LP)}
PART: {ShrObjSet(join peer) ∩ ShrObjSet(LP)�= ∅} and {ShrObjSet(join

peer) - ShrObjSet(LP) �= ∅} and {ShrObjSet(LP) - ShrObjSet(join
peer) �= ∅}

SUB: {ShrObjSet(LP) ⊂ ShrObjSet(join peer)}
EQUAL: {ShrObjSet(LP) == ShrObjSet(join peer)}
NONE: {ShrObjSet(join peer) ∩ ShrObjSet(LP) == ∅}

Table 1 shows examples of join flags.
Figure 1-(1) shows an example of a join process. A join peer has a shared

object set {3,4} and (1) sends a join request to an entry peer, LP4. LP4 compares
its shared object set with that of the join peer’s. LP4 does not have all objects
of the join peer, hence, (2) it forwards the join request to the other LPs, that
is, LP1, LP2 and LP3. The LPs receiving the request compare their own shared
object sets with that of the join peer and then (3) reply to the join peer with
the common object sets and join flags. The replies are <{3}, PART> for LP1,
<{4}, PART> for LP2, <∅, NONE> for LP3, and <{3}, PART> for LP4.

A join peer decides which group to join based on the replies from the LPs.
If some LPs send EQUAL or ALL for a join flag, the join peer can be an MP of
all of those LPs.

If all LPs reply with the NONE flag, it means that no LP has objects in
common with the join peer. Hence, the join peer becomes a new LP and makes
a new group. In the new group, there are unique objects not in the other groups,
so service requests for those unique objects can be served from only this group.
Later, if another peer joins the network and has those objects plus some new
unique objects, it will become a new LP and those objects of the previous LP
can be published in this group too.

If some LPs reply with NONE, they have no common objects with the join
peer and if some reply with PART, they have some common objects. However,
the join peer does not know whether or not it can be an LP, because it cannot
know whether or not it has unique objects in the current network. Hence, the join
peer gathers the replies from the LPs and checks if it has any unique objects. If
so, it becomes an LP, otherwise it becomes an MP of one or more of the LPs that
sent PART flags. The join peer can connect to only the LP that has the most
objects in common with it, or to some LPs that send PART flags. If a join peer
connects to more LPs, it will receive more hits on requested objects as a client.
Connection rate is the number of actual connections divided by the number of
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Fig. 1. Overlay scheme example

all possible connections between a join peer and LPs, and indicates the number
of LPs with which a join peer is connected.

For example, assume that a join peer has a shared object set {2, 3, 4, 5 }
and LP1, LP2, and LP3 have {1, 2, 3, 4}, {4, 5, 6}, and {3, 6, 7} respectively.
LP1, LP2, and LP3 send the replies <{2, 3, 4}, PART>, <{4, 5}, PART>, and
<{3}, PART> flags to the join peer. The join peer can connect to all the LPs
(LP1, LP2, LP3) or some of them, or only one. If the join peer connects to only
one LP, it must be LP1, because LP1 has the most common shared objects. The
connection rate is a percentage value of the number of common objects divided
by the maximum number of common objects. In this example, the maximum
number of common objects is three (by LP1). Hence, if the join peer connects
to LP1, the connection rate will be 0%, for LP1 and LP2 it will be 50%, and for
all LPs it will be 100%. In Fig. 1-(1), the join peer connects to LP1, LP2, and
LP4, which send PART join flags, for a connection rate of 100%.

If one or more LPs send SUB join flags, it means that the join peer has all
the objects of those LPs. Hence, the join peer replaces those LPs and they and
their MPs become members of the new LP. At all times, a new LP has some
unique objects not previously in the network. Figure 1-(2) shows the process
by which some LPs are replaced by a join peer. The join peer has a shared
object set {1, 2, 3, 4, 5, 6}. When the join peer sends a join request, LP1, LP2,
LP3, and LP4 return <{1, 2, 3}, SUB>, <{4, 5}, SUB>, <{5, 6}, PART>, and
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<{3, 5}, PART>, respectively. The join peer becomes a new LP controlling the
group members of LP1 and LP2 because the join peer has all the objects of LP1
and LP2.

2.2 Search Process

All requests are forwarded through LPs. Both LPs and MPs can request services.
An LP requests object services from other LPs when it does not have the objects
in its group. The request of an MP can be satisfied within its own group when
its LP has the requested object. If the LP has the requested object, then some
members also have the object. Hence, an MP makes a request to its LP first. If
the LP has the object, the LP forwards the request to its other MPs. Otherwise,
the LP forwards the request to the other LPs.

Figure 1-(3)(a) shows an example in which a request is satisfied within
a group. When an MP requests object 3 from its leader LP1, LP1 checks whether
it has the requested object. It does, so it forwards the request to its other MPs.
The MPs in the group that have the requested object reply to the client and can
be server peers. Then the client MP requests different segments of the object
from each server peer using the assignment methods in [7]. If the client does not
find enough server peers, LP1 forwards the request to the other LPs to search
for more server peers.

When an MP requests an object from its LP but the LP does not have that
object, the LP forwards the request to the other LPs. Those LPs that have the
requested object forward the request to their own MPs. In Fig.1-(3)(b), a client
peer requests object 4 from its leader LP1. LP1 forwards the request to the other
LPs because it does not have that object. Among those LPs, LP2 has object 4
and can provide the service. Hence, only LP2 forwards the request to its MPs
and the MPs having the object reply to the client. The client selects the server
peers from those MPs.

2.3 Leaving Process

When an MP leaves the P2P network, it sends a “leave” message to the LP of
its group and the LP deletes the MP’s information from the MP list. When an
LP leaves the P2P network, a member of its group replaces it and the new LP
notifies the other group members of its takeover. The MPs of the group change
their information about the LP. Without takeover, all the MPs in a group would
be disconnected from the network by the departure of their LP. To address this
problem, the LP selects a candidate LP to replace it.

An LP selects the candidate LP that has the most of the common shared
objects. The LP knows the shared object sets of all its MPs because peers send
their shared object sets when they join the network. Hence, an LP updates the
information about possible candidate LPs whenever a new join peer has more
common shared objects than the current candidate LP. However, LPs do not
manage the detailed information about the shared object sets of MPs.
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Table 2. Simulation parameters

Parameter Value
Number of peers 5000

Number of total objects in P2P network 1000
Max. number of objects of a peer 50–800

Interval between requests by a peer 86400 sec. (exponential distr.)
Lifetime of peers 1800–14400 sec. (exponential distr.)

Idle time between connections 21600–345600 sec. (exponential distr.)
Connection rate 0–40%

Number of neighbors in Gnutella 10
Time-to-live (TTL) in Gnutella 7

Simulation time 864000 sec. (10 days)

When an LP leaves the network, it sends a “take over” message to its can-
didate LP. The candidate LP takes over and then notifies the other LPs and its
MPs of the change of LP. Then the MPs replace their current LP with the new
LP. After the change of LP, some MPs may not be members of the group any
longer. For example, assume that the current LP has the shared object set {1,
2, 3, 4, 5}, its candidate LP has {3, 4, 5}, and one of its MPs has {1, 2}. The
candidate LP and the MP can be in the same group with the current LP because
they have the common object sets {3, 4, 5} and {1, 2}, respectively. However,
after the candidate LP takes over, the MP cannot be in the same group because
it has no common objects with the new LP. To address this case, the candidate
LP sends a state-change message to its MPs after takeover. All MPs compare
their own object sets with the LP’s and inappropriate MPs in the group rejoin
the network.

3 Simulation

In this section, we present and discuss simulation results. The parameters used
for the simulation are shown in Table 2. We used CSim for the simulation. Peers
connect to (join) the network and request services or provide them during their
lifetimes and then disconnect from the network. All peers repeat this processes
during the simulation time.

When the connection rate is large, a join peer becomes the member of more
groups. Hence, the number of MPs of an LP increases when the connection
rate increases. Similarly, the hit rate and the number of redundant forwarding
messages also increase.

It is not necessary for a client to find all the peers having the requested
object for an on-demand streaming service. In the proposed scheme, a client can
find the appropriate number of peers for a service by adjusting the connection
rate. Unnecessary messages for a search can be reduced when the connection
rate is small. In Fig. 2, the performance is compared as the lifetime varies for
0%, 10%, and 20% connection rates. Figure 2-(a) shows that the forwarding
overhead for an LP is small for small connection rates because the group size is
small. However, Fig.2-(b) shows that a 0% connection rate can cause problems,
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(a) (b)

Fig. 2. The effects of connection rate

as all MPs in a group must rejoin the network when the group’s LP leaves the
network. This makes the rejoin overhead high. Hence, the selection of the proper
connection rate can improve the performance by reducing overheads for leaving
nodes.

In Fig. 3-(a) the LP rate is the number of LPs divided by the number of live
nodes and the MP rate is the number of members in a group divided by the
number of live nodes. If peers have very large stable storages and they can share
enormous numbers of objects, the probability that a peer has unique objects in
the network becomes low. Hence, the number of LPs decreases and the number
of MPs increases. If we assume the size of an object is 600 MB, the realistic
number of objects of a peer is about 100–200 and the LP rate is about 5–15%.
Figure 3-(a) also shows that each LP manages less than 5% of the live peers as
MPs when the maximum number of shared objects is less than 200.

Figure 3-(b) shows the amount of information an LP must maintain. An LP
manages the location of all LPs and its MPs. As the maximum number of shared
objects in each peer increases, each LP maintains less LP information and more
MP information. In this figure, the number of LPs and MPs is balanced when the
maximum number of shared objects is 200. Even though we cannot control the
number of LPs and MPs, there is a balanced value depending on the maximum
number of shared objects.

We compared the performance with Gnutella. We do not show the results
because of the space limitation, but we found that the proposed scheme reduces
traffic overhead, hop counts, and the number of messages compared to Gnutella,
at the cost of overhead as peers join and leave the network.

4 Conclusion

In this paper, we proposed an overlay scheme using shared objects for an on-
demand streaming service in a pure P2P network. The proposed scheme is com-
posed of groups and all peers in a group have common objects. A leader peer
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(a) (b)

Fig. 3. The overheads of the proposed overlay

(LP) in a group serves as a directory server while the member peers (MPs) pro-
vide on-demand streaming services. The role of peers is decided autonomously
when a peer joins the network, and service requests are managed by some peers
without any server installation and management cost. The environment for the
on-demand streaming service can be tuned by careful selection of the connection
rate.
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Abstract. In this paper, we propose the efficient placement of MG-
OXC (multi-granularity optical cross-connect) nodes in GMPLS net-
works to reduce all the network cost. When only a limited number of
nodes are allowed to have the capability of waveband switching, it is
shown that selection based on max-traffic performs better than Ran-
dom and Nodal-degree schemes. Performance of the sparse placement of
max-traffic scheme can be achieved very close to that of all placement of
MG-OXC.

1 Introduction

Generalized Multi-Protocol Label Switching (GMPLS) is being developed in
the Internet Engineering Task Force (IETF) [1]. In GMPLS with ordinary-OXC
networks, pass-through traffic dominates over add-drop traffic in large-scale net-
works. Since many lightpaths conveying path-through traffic might have the
same route, the size of the optical switch matrix would be largely reduced if
they were dealt with as a single channel. Fig.1 shows the node architecture for
networks employing MG-OXC where the direct waveband add/drop ports in
waveband crossconnect (WBXC) are added to the ordinary-OXC architecture
described in [2]. The switching units of FXC, WBXC, and WXC are fiber, wave-
band, wavelength, respectively. Note that wavelength con-version is allowed only
at the wavelength crossconnect because of the significant technical difficulty of
waveband conversion. In all previous research on waveband switching in opti-
cal networks, it is assumed hat every network node has waveband switching
capability, which may not be practical or cost-effective in a nationwide optical

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 792–799, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Fig. 1. The proposed architecture of MG-OXC [2]

backbone network [3,4]. In this paper, we propose a selection method for sparse
MG-OXC nodes in GMPLS networks. We also propose a heuristic design proce-
dure as a practical method to general large scale networks (not presented in this
paper because of space limitation). By applying the proposed design method
to ARPA network, the benefits of the sparse MG-OXC placement are discussed
with respect to the traffic load.

2 Design of GMPLS Networks
with Sparse MG-OXC Nodes

The characteristics of three different cost functions for selecting MG-OXC nodes,
namely nodal-degree selection, maximum flow selection, and random selection.
Note that some ideas on these node selection schemes are borrowed sparse-
wavelength-converter-placement studies [5].

Nodal-Degree Selection: In this scheme, the first M nodes which have the
maxi-mum nodal degree are picked to be MG-OXC nodes. If several nodes
have same nodal degree and only some of them can be chosen, random
selection is used to break any ties.

Max-Traffic Selection: For a given node ν , the total amount of traffic which
may pass-through the node is computed, assuming that each traffic request is
routed physical network topology using a k-shortest path routing algorithm.
The M nodes which have maximum amount of pass-through traffic flow
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can be selected as MG-OXC nodes. Instead of routing the traffic requests
between a node pair (s, d)using a single shortest path route, it may be also
possible to compute alternate paths between (s, d) and bifurcate the traffic
among these K alternative paths.

Random Selection: In this scheme, M nodes are randomly selected to be MG-
OXC nodes.

One can also design other schemes to select the MG-OXC nodes. To minimize
the size of MG-OXC with the minimum number of wavelengths and to select the
MG-OXC with maximum traffic, the heuristic design method explained below
consists of three stages: routing, selecting the MG-OXC nodes, and waveband
assignment in MG-OXC node

2.1 Routing of Lightpaths

To maximize the number of complete waveband paths, it is clear that the light-
paths with the same destination should have the same route. Therefore, we make
all light-paths in the network satisfy the optimality principle. That is, if node y
is on the optimal path from node x to node z, then the optimal path from node y
to node z follows the same route on that part from x to z. As an optimal path,
we use k-shortest path because the size of the MG-OXC is proportional to the
number of hops of a path. Based on optimality principle, we can construct aux-
iliary graphs for each destination node. However, several auxiliary graphs may
be found for one destination node be-cause multiple shortest paths may exist. In
order to choose an auxiliary graphs leading to minimum number of wavelengths,
we use least loaded routing. This procedure is summarized as follows:

1. Find the k-shortest paths for each lightpath request.
2. List all lightpath requests in descending order of minimum hop path length.
3. Decide the route of each lightpath request on the list.
4. If a lightpath request has several shortest paths, select a path with the least

link loading on the route.

2.2 Selecting the MG-OXC with Max-Traffic

After selecting the route of each lightpath, we determine which waveband each
light-path would be grouped into. To achieve a large reduction gain of the size
of MG-OXC, it is clear that the lights path with many common links should be
grouped into a wave-band. We use the following simple lightpath grouping rules.

1. Classify each lightpath into classes according to the destination node, and
list all lightpaths in each class in descending order of the number of hops.

2. Select a lightpath on the top of the list in a class and find WB −1 lightpaths
which have the most common links to form a waveband group. Then assign
a waveband number to the group of lightpaths and remove them from the
list. Reapply this procedure to the remaining lightpsths in the class.

3. Repeat step 2. for the other classes.
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4. Once the wavebands and the routes for all lightpaths are determined, cal-
culate the size of MG-OXC and list all MG-OXC in descending order of
maximum size of MG-OXC.

5. Select the MG-OXC nodes, M on the list of MG-OXC.

2.3 Wavelength Assignment in a Waveband of MG-OXC Node

Each lightpath in a waveband path should have a wavelength for all links of its
route because the wavelength conversion is not allowed in WBXC. We propose
following new wavelength assignment rule for the lightpaths in a waveband of
MG-OXC nodes.

1. Select a group of MG-OXC nodes, which has the Max-Traffic, and do the
following.

2. Choose a node which has the Max-Traffic. If several candidates exist, select
the waveband path is the longest.

3. If w is set as the lowest wavelength in each waveband path on the list, light-
paths in this waveband path may have one of the wavelengths from w to
w+WB−1 . Then solve the following binary linear programming, where WB

is wavelength granularity:

Maximize
WB∑
p=1

WB+k∑
k=w

αp,kβp,k (1)

Subject to
WB+k∑
k=w

αp,kβp,k ≤ 1, ∀p = 1, . . . , WB (2)

WB∑
p=1

αp,kβp,k ≤ 1, ∀k = w, . . . , WB + w (3)

where βp,k is a binary variable that becomes 1 when pth lightpath in a com-
plete waveband path is assigned wavelength k, and αp,k is binary constant
that becomes 1 when wavelength k is available for pth lightpath in a complete
waveband path. The value of objective function is equal to WB if every light-
path in a complete waveband path is successfully assigned a wavelength. If
not, increase w by WB and solve again the above binary linear programming
until the objective value is equal to WB as shown Fig.2.

4. If any MG-OXC nodes in the group are not assigned the waveband, then go
to step 2). Otherwise, go to step 5.

5. If all MG-OXC nodes are assigned the waveband, this algorithm finishes.
Otherwise, go to step 1.

The above problem formulation is quite tractable because the number of con-
straints and the number of variables are 2WB and W 2

B , respectively, and inde-
pendent of network size.
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Fig. 2. An example of wavelength assignment in a complete waveband. WB1 and WB2

are not selected if every lightpath in a complete waveband path is failed when wave-
lengths are assigned to every lightpath in wavelength granularity WB . However, WB3

is selected because every lightpath in a complete waveband path is successfully assigned
a wavelength

3 Numerical Results of Heuristic Design

We calculate six parameters of MG-OXC networks that Mwxc, Mwbxc, Sum-
Max, Twxc, Twbxc, and SumTotal are the maximum WXC size, the maximum
WBXC size, the sum of Mwxc and Mwbxc, the sum of WXC sizes in all nodes, the
sum of WBXC sizes in all nodes, and the total sum of Twxc and Twbxc, respec-
tively. The ARPA network with N=20 and L=30 was chosen as a test network
[2]. Fig.3 shows the example of MG-OXC selection when WB = 8, M = 14. In
this case, node 10 has largest waveband number, node 19 has has least waveband
number. Fig.4 shows the number of port of MG-OXC with respect to the various
wavelength granularity values. For uniform demand pattern of Dp = 2, we can
achieve a maximum reduction gain of more than 50% for SumTotal at WB = 6
(SumTotal of MG-OXC and ordinary OXC are 4492 and 8676 ports, respec-
tively). Therefore, it can be concluded that an optimal wavelength granularity
value leading to maximum reduction gain may exist. However such an optimal
wavelength granularity value may depend on network topology, traffic demand,
and traffic pattern. Nonetheless, the reduction of MG-OXC size can be still be
expected with non-optimal wavelength granularity values. Another advantage is
that the maximum size of WXC and WBXC in MG-OXC network is less than
half of the maximum size of ordinary OXC (that is 619 ports). On the contrary,
disadvan-tage of MG-OXC is the increase in number of required wavelength at
overall wave-length granularity values. Also, the number of port in MG-OXC is
saturated to any values as the increase of wavelength granularity values. From
Fig.4, we can see the relation of waveband and traffic demand per node. In less
traffic load, smaller waveband needs less number of ports. However, in more
traffic load, more wavelength granularity needs less number of ports. In Fig.5,
we observe that the Max-Traffic selection can achieve much better performance
than Random and Nodal-Degree selection. This validates the importance of prob-
lem of MG-OXC placement. When there are five MG-OXCs, Nodal-Degree and
Max-traffic selection result in the same placement scheme, which have better
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Fig. 3. An Example of MG-OXC placement when WB = 8, M = 14
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Fig. 4. The effect of wavelength granularity for uniform demand pattern of Dp = 2

performance than Random. When there are ten MG-OXCs, we observe that
with the number of waveband switching increased, the blocking probability is
increased because of wave-length shortage. From the above simulation analy-
sis, we conclude that sparse MG-OXC placement improves blocking probability
performance significantly in mesh networks if the MG-OXCs are placed appro-
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Fig. 5. Blocking probability vs. traffic load in the 20-node ARPA network

priately. The proposed Max-traffic selection for MG-OXC can achieve better
performance than Random and Nodal-Degree selection.

4 Conclusion

In this paper, we propose cost-effective design of multi-granularity optical cross-
connect (MG-OXC) which significantly reduces the number of used ports and
hence the cost of GMPLS network. The proposed selection method of MG-OXC
is that the nodes with maximum of traffic flow are chosen. Performance analysis
shows that the proposed design method of MG-OXC is more cost-effective than
that of Random and Nodal-degree.
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Abstract. The stream control transmission protocol (SCTP) is a trans-
port protocol that is robust against network failure. However, it cannot
select routes for packet rerouting unless the receiver is a multi-homed
host. We propose a method that allows single-homed hosts to support
SCTP multi-path access; it allows hosts in a local network to select
routes to single-homed severs on the Internet. In this method, a single-
homed client constitutes a virtual multi-homed client with a Multi-path
gateway (MPGW) and communicates with a single-homed server over
multiple routes. Our experiments show that a virtual multi-homed client
can communicate with a normal SCTP server and that the method es-
tablishes connections that experience the same network failure to recover
at different times, whereas IP dynamic routing recovers them at the same
time.

1 Introduction

When two hosts want to communicate over a network, there may be several
topological routes between them. For any application, using several or all of
these routes at once can be an effective way of enhancing robustness against
network failure. Moreover, careful route selection can yield close to the desired
communication quality.

To select the routes used, the host needs one or more selection criteria.
The quality of communication that one application desires may differ from that
needed by another. Therefore, route selection should be performed per flow on
the transport layer, like a TCP connection.

The stream control transmission protocol (SCTP) [1] is a transport protocol
that permits route selection, but only when the partner is a multi-homed host.
We propose a method that allows SCTP multi-path access to a single-homed
host in order to enable hosts that have a single IP address to select routes by
SCTP. Sect. 2 outlines SCTP route selection. Next, we introduce our proposal
and experiments in Sect. 3 and Sect. 4. The proposal is compared to existing
technology in Sect. 5. Our conclusions complete this paper.
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2 SCTP Multi-homing

SCTP is a connection-oriented transport protocol that offers, like TCP, conges-
tion control and retransmission control, and also the feature of multi-homing;
a multi-homed host can uses his multiple IP addresses to establish a connection.
If the peer is a multi-homed host, or, has multiple IP addresses, a host can in-
directly set a route to transfer packets by selecting one of the peer’s addresses
as the destination address of the packet. The selection policy is described below.
A ”path” in SCTP terminology means an end-to-end route for communication
between two hosts.

1. Original packets are sent on the so-called the primary path.
2. Retransmitted packets are sent on another path.
3. If N retransmission time-outs (RTO) occur in succession on the primary

path, the host judges the primary path to be unreachable and thereafter
sends all packets over another path. Protocol parameter Path.Max.Retrans
corresponds to N .

4. Hosts periodically send a HEARTBEAT message on each path and confirm
the receipt of HEARTBEAT-ACK message to check reachability. If the pri-
mary path becomes reachable, original packets are sent over it again.

SCTP offers a guarantee of reachability by means of selecting routes based
on the transport layer condition; we note that this guarantee is for just the con-
nection. SCTP can be expected to guarantee other characteristics as requested
by applications through the addition of a sophisticated route selection policy.
However, SCTP has a restriction in that a host can only use as many routes as
there are IP addresses of the peer. There are many hosts on the Internet that
have just a single IP address, and so when hosts communicate with them, only
a single route can be used.

We have developed a method of SCTP multi-path access that enables single-
homed hosts to use SCTP route selection.

3 Proposed Method

3.1 Assumption

We assume a local network that has multiple routes to the Internet (See Fig. 1).
SOHO (Small Office/ Home Office), corporations, and ISPs (Internet Service
Providers) often adopt this form to keep reliable connectivity to the Internet.

In Fig. 1, a local network is located in the global domain and connected to
the Internet through a transit network TNW1. All packets destined for the local
network from the Internet are routed to TNW1.

The local network also connects to network TNW2 through gateway G2, but
routes for IP addresses in the local network are not informed to the Internet
through TNW2. For example, we can sign up for an ADSL residential service
provided by an ISP and get an only global IP address Agc assigned to G2. G2
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AgcAgs
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Fig. 1. A local network connected to the Internet by two routes

uses IP address Agc to receive packets routed over the Internet and IP address
Ags for packets routed within the local network.

Client C in the local network has a single address and accesses an arbitrary
server S on the Internet. S has a single address and a standard SCTP/IP suite.

3.2 Concept—Virtual Multi-homing

A host using SCTP can change the route only by selecting an alternative desti-
nation IP address, so SCTP is useless if the peer has a single IP address. Our
solution that the host sends packets to the peer via a network node that is not
located on the currently active route; the network node transfers the received
packets to the peer. In Fig. 1, C and S send packets to the IP address of G2,
and G2 transfers received packets to S and C, respectively. This allows C and
S to communicate via the route through TNW2, which normally would not be
recognized by the network as a route between C and S. We call this network
node the multi-path gateway (MPGW).

To establish virtual multi-homing without any server modification, a client
notifies his own address and his MPGW’s address to a server as if he had two
addresses. In Fig. 2, S recognizes Ac and Agc as addresses of C. C treats As and

Virtual multi-homed client

As

Ags
MPGW

Agc

C
Ac

S

Client’s IP addresses from Server’s viewpoint
Server’s IP addresses from Client’s viewpoint

Fig. 2. A virtual multi-homed client has two IP addresses, Agc and Ac
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Ags as the addresses of S. Consequently, the server can communicate with the
client by normal SCTP multi-homing.

3.3 Signaling Flow

Fig. 3 shows an example of the signaling flow among client, MPGW and server.
An ”association” in SCTP terminology means a connection. We use the word
below.

First, the client knows his MPGW’s IP address, Ags, in advance, by means
of, for example, manual configuration or address resolution based on DNS.

When a client wants to establish an association with a server, the client
notifies the association information—client’s IP address and SCTP port, and
server’s IP address and SCTP port—to the MPGW. The MPGW and the client
negotiate to ensure that client’s port Pc is unique among all clients using the
same MPGW, so that the MPGW can distinguish packet associations. After
the negotiation, the MPGW registers the association information in an internal
table, and passes IP address Agc to the client to allow it to establish virtual
multi-homing.

The client starts the procedure to establish an association. INIT message has
a source transport address Ac:Pc and a destination transport address As:Ps,
and includes Ac and Agc as client’s IP addresses in the payload. The server
receives INIT message and recognizes the client as being a multi-homed host.
Although the server sends the INIT-ACK message whose payload includes only
server’s IP address As, the client treats Ags as the server’s address, as well as As.

- Negotiate Client port Pc  
- Register association {Ac:Pc}-{As:Ps} 
- Learn of proxy client address Agc 

Ags
MPGW

Ac
Client 

Agc

INIT {Ac:Pc}->{As:Ps} ( Client IP addr = Ac, Agc ) 
INIT-ACK {As:Ps}->{Ac:Pc} ( Server IP addr = As ) 

COOKIE-ECHO {Ac:Pc}->{As:Ps} 
COOKIE -ACK {As:Ps}->{Ac:Pc} 

DATA {Ac:Pc}->{Ags:Ps} DATA {Agc:Pc}->{As:Ps} 
SACK {As:Ps}->{Agc:Pc} SACK{Ags:Ps}->{Ac:Pc} 

SHUTDOWN {Ac:Pc}->{As:Ps} 

SHUTDOWN-ACK {As:Ps}->{Ac:Pc} 
SHUTDOWN-COMPLETE {Ac:Pc}->{As:Ps} 

As
Server

- Delete association 

Fig. 3. Signaling flow
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This procedure ends with COOKIE-ECHO and COOKIE-ACK messages sent
between the client and the server.

When the client sends packets on the route through the MPGW, the packets’
destination IP address is Ags. Upon receipt of packets, the MPGW rewrites the
packets’ source address and destination address with Agc and As, respectively,
and sends the packets to the server. Similarly, when the server sends packets on
the route through the MPGW, the server sends them to Agc and the MPGW
transfers them to Ac.

To close the association, the client orders the MPGW to delete association
information following the normal SCTP shutdown procedure.

We note that the procedure in Fig.3 is intended to keep the route via MPGW
in the regular manner, so client port negotiation is done prior to establishment of
SCTP association. As another consequence, establishing SCTP association prior
to registering association information to the MPGW may allow the transfer of
application data to start as early as in standard SCTP; however, the MPGW
might refuse the use of any route via it because of inadequate client port unique-
ness. The order shown suits applications that give more importance to short
delay in starting data transfer than to reliability by using multiple routes.

4 Experiments and Results

We tested our method to confirm two points. One is that it can communicate
with normal SCTP servers without any problem. The other is that the method
enables transport connections through the same networks to select their own
level of reachability guarantee, or more specifically, to select their own threshold
which determines the timing of recovery from communication failure. SCTP
possesses a basic advantage in that it can recover communication from network
failure by selecting routes based on monitoring the condition of one transport
connection independently of the others. It is important the virtual multi-homing
technology retains this advantage.

We realized the signaling flow from INIT message to SHUTDOWN-
COMPLETE message on an experimental network and evaluated our method.

4.1 Implementation of Client and MPGW

We used ”SCTP reference implementation Ver.4.0.5” (the appendix to [3]) as
the client and server software. We also added some functions to the client. Our
client can manage the IP address Ags as a server’s address and notify IP address
Agc as a client’s address to servers in the INIT message.

We implemented MPGW as a daemon on Linux. Association information is
provided to MPGW as a text file. Below is an example of this text file and the
rules for MPGW packet transfer.
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### association table (static)
### client_port client_address server_address
assoc 1000 110.1.1.110 120.1.1.120
assoc 2000 110.1.1.111 120.1.1.121

Rule 1: If the destination address of received packet is Ags, the source port is
a client port. Search the association table for the source port and identify
the association. Rewrite the destination address and the source address of
the packet with the server’s IP address and Agc respectively, then send out.

Rule 2: If the destination address of received packet is Agc, the destination
port is a client port. Search the association table for the destination port
and identify the association. Rewrite the destination address and the source
address of the packet with the client’s IP address and Ags respectively, then
send out.

4.2 Experimental Setup

Fig. 4 shows the experimental network. Clients, a server, Linux routers and
a packet monitor were built on PCs. Network1 represented a local network while
Network2 represented an external network.

OSPF ran among Linux routers in Network 1 and BGP-4 ran between Net-
work 1 and 2. We set the parameters of the routing protocols to assign higher
priority to the lower route than the upper route between Network1 and 2. If the
lower route failed, the communication between Network1 and 2 was established
on the upper route under the control of IP dynamic routing. Routing daemons
were Gated.

Considering the real Internet, we added 50ms delay in Network2 by NIST
Net[2]. We attached a packet monitor to the L2 link between a server and Linux
router 5 and observed packets that the server sent out and received.

10Mbps hubs were placed between Network1 and 2, but other links were
100Mbps. In these experiments, we triggered network failure by disconnecting
the Ether cable from the 10Mbps hub.

Packet
Monitor 

BGP

10Mbps

NIST
Net
Linux
Router
5

Server
Linux
Router
2

Failure point 

MPGW
Linux
Router 1 

Network 1 

Client2
Linux
Router
4

Network 2 

Linux
Router 3 

OSPF

Client3

Client1
Delay 50ms 

Fig. 4. Experimental Setup
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We located the MPGW daemon on Linux router 1. To allow the proposed
method to be compared to dynamic routing, we made an environment in which
the lower route failed and communication was recovered on the upper route,
regardless of which method was used.

In these experiments, the server sent a 8MB data set to the clients by
FTP/TCP or a specific test application on SCTP. Receiver window size and
sender window size in SCTP and TCP were both 32kB.

4.3 Results and Analysis

Impact of Network Failure on Data Transfer First, we compared our
method to IP dynamic routing in terms of communication recovery. We observed
data transfer to client1 by TCP, SCTP, and our method; the network failed 15sec
after starting the transfer.

Fig. 5 shows the TCP sequence number of data sent by the server. Network
failure occurred at tfailure, the route between client1 and the server was recov-
ered by IP dynamic routing at tupdate, and data transfer was resumed at tresume.
Regarding tupdate, it reflects the later value among the time Gated on router 2
issued a system call to renew the routing table and the time Gated on router
4. That is, more than a few seconds was needed for the renewal to be seen
as valid in the Linux kernel. TCP first backed off and started retransmission
after tfailure; continuous transmission was recommenced after tupdate. tupdate

depended on the time BGP-4 used to identify network failure. Below is the rela-
tion among KeepAlive timer TKeepAlive, Hold Time timer THoldTime and tupdate,
the first and second are parameters of BGP-4.

THoldTime − TKeepAlive < tupdate − tfailure ≤ THoldTime . (1)

We used the default values of Gated: 60sec for TKeepAlive and 180sec for
THoldTime. Therefore,

134.9 < tupdate ≤ 194.9 . (2)

Fig. 6 shows the case of SCTP. In SCTP, a sequence number is assigned
to each data ”chunk”, which makes the Y axis differ from that of Fig. 5, al-
though the same amount of data was transmitted. Like Fig. 5, data transmis-
sion was recovered by just IP dynamic routing because endhosts knew only the
route indicated by the networks. SCTP backed off and started retransmission
after tfailure; continuous transmission was resumed after tupdate. The difference
from TCP was that with SCTP, the interval between tresume and the retrans-
mission right before tresume was shorter. That means that retransmission back
off was not the trigger to resume continuous transmission. SCTP can detect the
recovery of a route by HEARTBEAT and HEARTBEAT-ACK messages, which
allowed continuous transmission to resume earlier than the trigger of the first
retransmission after tupdate.

Figure 7 shows the case of our method. At tresume, the number of suc-
cessive RTOs on the primary path, or the lower route, exceeded the value of
Path.Max.Retrans. Therefore, continuous transmission resumed independently
of tupdate.
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Different Values of Path.Max.Retrans Next, we tested whether connections
through the same networks could recover from the same network failure at dif-
ferent times. Concretely, clients 1, 2 and 3 established associations to the server
and the server started to send the same 8MB data set to each client. 15sec after
the commencing, we triggered a network failure. Values of Path.Max.Retrans of
the associations for client1, 2 and 3 were 1, 3, and 5, respectively.

Fig. 8 shows the results. The default value of Path.Max.Retrans is 5, which
was used in Fig. 7. The periods from tfailure to tresume1, tresume3 and tresume5 are
approximately 7sec, 19sec, and 71sec respectively, which shows that our method
can recover associations from a network failure at individual timing values.

On the experimental network, the lower and the upper route in each as-
sociation didn’t experience any RTO except for the periods in which the net-
work failed. If both routes have sufficiently small RTO occurrence probabilities,
Path.Max.Retrans should be set at the smaller value. If both routes have high
RTO occurrence probabilities in the normal condition, Path.Max.Retrans should
be set according to the maximum number of successive RTOs on the route with
smallest packet loss.

5 Related Work

This section compares our proposal to other technologies that allow the endhost
to select routes.

First, IP source routing can control the routing of a TCP connection. It yields
larger packet delay than our proposal because every router always analyzes the
IP header option, which controls source routing, even if the router is not in-
tended to perform any source routing function. IP source routing is also used
to establish malicious attacks against servers on the Internet. These attacks are
often countered by denying source routing access. This means that IP source
routing is impractical. Regarding implementation, although changing routes af-
ter the establishment of a TCP connection is required by [4] with ”SHOULD”
condition, we found in our experiments that Windows, Linux, and FreeBSD do
not support this function well. Moreover, to detect route failure, TCP needs to
know the route that each packet should follow, which requires the addition of
some SCTP-like function to TCP.

Migrate TCP[5] can change a route by means of changing the endhost’s IP
address. This technology was proposed to enable a mobile host to hold a TCP
connection even if the IP address of the host was changed due to his movement.
A host communicating by TCP performs an address change procedure with TCP
Migrate option when a new IP address is assigned by networks. This procedure is
based on the 3-way handshake by SYN packets. This imposes excessive overheads
if the change should be performed packet by packet. The endhost recognizes only
one route at one time, and so cannot know the condition of the other routes. In
contrast, SCTP monitors all routes by HEARTBEAT and HEARTBEAT-ACK
messages and measures RTT (round-trip-time). SCTP can consider the RTT
when selecting routes to recover the connection.
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6 Conclusion and Future Work

This paper proposed the method of SCTP multi-path access for single-homed
hosts, and showed the experiments conducted to confirm its performance. Our
method allows that multi-homed network providers, including users who manage
their home networks can provide hosts in their networks with robust commu-
nication to the Internet by the multi-path gateways placed only on their own
boundaries. A single-homed SCTP client in the network notifies its MPGW’s
IP address as another client IP address to the server; this realizes a virtual
multi-homed client. In experiments, a single-homed client communicated with
a single-homed, normal SCTP server over multiple routes. We also verified that
SCTP associations can recover from the same network failure at different times
under the control of an SCTP protocol parameter. This means that our method
retains the feature of SCTP, offering a proper guarantee level of reachability
considering the transport layer condition of routes which belong to a specific set
that each application employs.

We intend to clarify the best timing for changing routes considering the
characteristics of each route. Another research goal is to set the guarantee level
according to the QoS requests issued by the applications and users by means of
implementing a more sophisticated route selecting policy.

Our method allows that hosts in the moving network with multiple gateways
to fixed networks hold their data connections by seamless handover, and that
mobile hosts communicating with each other by mobile SCTP[6] hold the con-
nection however they change their IP addresses simultaneously. We will study
our method considering various applications.
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Abstract. A multihomed enterprise or AS (Autonomous System) im-
proves reliability and performance by acquiring its Internet connectivity
from more than one ISP (Internet Service Provider). When connectiv-
ity through one of the ISPs fails, its connectivity to the Internet can
be continued by using tunneling mechanism through Non-direct EBGP
(Exterior Border Gateway Protocol). However, this mechanism causes
the problem that makes the communication route non-optimal. In this
paper, we propose a route optimization mechanism by using an extension
header in the IPv6 mutihoming environment.

1 Introduction

As the Internet becomes more important, an enterprise or AS (Autonomous Sys-
tem) needs to improve reliability and performance of its Internet connectivity.
Multihoming, which allows an AS to acquire its Internet connectivity from more
than one ISP (Internet Service Provider), is suggested for this purpose. Main-
taining connectivity via more than one ISP makes connectivity to the Internet
more reliable by preserving the Internet connectivity via other ISPs when con-
nectivity through one of the ISPs fails. In addition to providing more reliable
connectivity, the multihoming mechanism improves performance by distributing
load among multiple connections.

A multihomed site connected to a set of ISPs is allocated with several address
prefixes by each of these ISPs, and each host within the multi-homed site is
allocated with an IPv6 address made from one of several address prefixes. The
site exit router connected to each ISP provides an Internet connectivity for the
hosts that use its address prefix. Each site exit router and the ISP router directly
connected to it transmit the routing information to each other using EBGP
� This work was supported by University IT Research Center project.
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Fig. 1. Tunneling mechanism using Non-direct EBGP

(Exterior Border Gateway Protocol), and site exit routers transmit the routing
information to each other using IBGP (Interior Border Gateway Protocol). Each
site exit router and the ISP router non-directly connected to it also transmit the
routing information to each other using Non-direct EBGP so that the Internet
connectivity can be continued via the other ISP even if connectivity between the
site exit router and the ISP router directly connected to it fails [1][2].

Figure 1 shows the tunneling mechanism using Non-direct EBGP. The Host-
B within the multihomed site usually acquires its Internet connectivity from
ISP-A because it uses the address prefix, Pre-A, that ISP-A has allocated to it.
But if the connectivity between ISP-BR-A as a border router of ISP-A and BR-A
as a border router of the multihomed site fails, ISP-A could not provide normal
Internet service for Host-B any more. Therefore ISP-BR-A lets the other ISP
provide the Internet connectivity for Host-B by using the tunneling mechanism
through Non-direct EBGP. That is, when ISP-BR-A receives a packet destined
to Host-B from Host-A, it tunnels the packet to BR-B. The tunneled packet
is transmitted to BR-B via ISP-BR-B. And BR-B decapsulates and transmits
the packet to Host-B. As above, when one of ISPs fails, IPv6 multihoming could
improve reliability by using the tunneling mechanism through Non-direct EBGP,
but cause the problem that makes routes non-optimal.

SERDB (Site Exit Router Database) mechanism is suggested to solve the
problem related to IPv6 multihoming. In this mechanism, SERDB stores the list
of multiple site exit router addresses and unreachable site exit router addresses
of each multihomed site. If the ISP border router receives a packet destined to
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the multihomed site when connectivity between one of ISPs and the multihomed
site fails, it discards the packet and sends an ICMPv6 destination unreachable
message toward the source node including failed network address of the multi-
homed site. Then, the border router at the source’s site intercepts the ICMPv6
message and queries the address of a reachable site exit border router of the
multihomed site to the SERDB. The SERDB replies with the reachable site
exit router address. After this, if the border router of the source site receives
a packet destined to multihomed site, it transmits the packet to the multihomed
site using the routing extension header to cause the packet to be routed via the
reachable site exit router [3]. This mechanism can solve the non-optimal route
problem caused by the tunneling mechanism using Non-direct EBGP, but also
has the following problems. The SERDB mechanism must maintain SERDB that
stores the information about all multihomed sites and have the border router
at source’s site intercept the ICMP message. Besides, the packet sent to the
unreachable site exit router of the multihomed site can be discarded before the
border router at the source site receives ICMPv6 message.

In this paper, we propose the mechanism that can provide route optimization
without packet losses using an extension header as well as maintain the Internet
connectivity in IPv6 multihoming, even though connectivity between one of ISPs
and a multihomed site fails.

The rest of this paper is organized as follows. Section 2 describes the op-
eration of the route optimization mechanism using an IPv6 extension header.
Section 3 evaluates the performance of the proposed mechanism through simu-
lation. Finally Section 4 concludes this paper.

2 The Route Optimization Mechanism
Using an IPv6 Extension Header

In the proposed mechanism, a new Hop-by-Hop Option named Multihomed
Binding Option is defined. When connectivity between one of ISPs and mul-
tihomed site fails, the ISP transmits packet including Multihoming Binding Op-
tion toward the source. The packet allows intermediate routers between a source
and a destination to know the loss of connectivity between one of ISPs and the
multihomed site. After that, if intermediate routers receive packets destined to
a multihomed site via an unreachable site exit router, they tunnel the packets
directly to a reachable site exit router.

Figure 2 shows the operation of the proposed route optimization mechanism.
The multihoming site is connected to the Internet through two ISPs, ISP-A
and ISP-B. And Host-B within the multihoming site is usually connected to the
Internet through ISP-A because it uses the address prefix, Pre-A, that ISP-A
has allocated to it.

Suppose that Host-A transmits a packet to Host-B when the connectivity
between ISP-BR-A and BR-A has failed. At first, the packet is transmitted to
ISP-BR-A. Then ISP-BR-A tunnels it to BR-B using Non-direct EBGP. At the
same time, it transmits a packet including Multihoming Binding Option toward



A Route Optimization Mechanism Using an Extension Header 813

Fig. 2. The operation of the route optimization mechanism using IPv6 extension
header

the source node, Host-A. The packet is examined by all intermediate routers
between Host-A and Host-B because Multihomed Binding Option is a Hop-
by-Hop Option. When R1, the first intermediate router, receives the packet, it
decides whether it can recognize the option by checking the Option Type field.
If R1 cannot recognize Multihomed Binding Option, it ignores the option and
transmits the packet toward Host-A. If R1 can recognize the option, it stores
the information of Multihomed Binding Option and transmits the packet toward
Host-A. After that, R1 establishes the tunnel with BR-B and transmits packets
toward the multihomed site to BR-B by using the tunnel. R2 and R3 also perform
the same process as R1 does. As each intermediate router tunnels packets to BR-
B directly, the route that the packets go through becomes more optimal. When
the border router of source site, R4, receives the packet including Multihomed
Binding Option and stores the information, the router establishes a tunnel with
BR-B that makes the route most optimal.

Each intermediate router sends the Binding Request message to ISP-BR-A to
check whether the connectivity is still in failure before the lifetime of the binding
information expires. If the connectivity between ISP-BR-A and BR-A is up, ISP-
BR-A ignores the Binding Request message. Then, the intermediate router that
doesn’t receive the Bind Reply message deletes the binding information for Pre-A
as soon as Lifetime expires. On the contrary, if the connectivity is still in failure,
ISP-BR-A transmits Binding Reply message to the source router of Binding
Request message. The intermediate router that receives the Bind Reply message
updates Lifetime for the binding information.



814 Ji-Young Huh et al.

Fig. 3. Multihomed Binding Option format

As shown in Figure 3, four fields are defined in the proposed IPv6 Multihomed
Binding Option. The lifetime field indicates the expiration time of the binding
information. The Destination Address and the Prefix Length fields indicate the
address prefix allocated by the ISP whose connectivity has failed with site exit
router. Lastly, the Target Address field indicates the destination address of the
packet tunneled by each intermediate router.

Each intermediate router having Multihomed Binding Option for the un-
reachable site exit router decides whether received packets are toward the un-
reachable site exit router using the Destination Address and the Prefix Length
fields. And then it decides where to tunnel those packets using the Target Ad-
dress field.

3 Performance Evaluation

In this section, the performance of the proposed mechanism is evaluated through
simulation using the Network Simulator ns − 2 [3]. The network topology and
the parameters of the simulation are shown in figure 4. In this simulation model,
Host-A transmits traffic to Host-B via ISP-A. When the connectivity between
BR-A and ISP-A fails, ISP-A tunnels received packets to BR-B and transmits
the packet including Multihomed Binding Option toward Host-A. After SR1 and
SR2 receive the binding information, they tunnel the packets toward BR-A to
BR-B directly.

Figure 5 shows the transmission delay of the tunneling mechanism through
Non-direct EBGP (ND-EBGP) and the proposed Route Optimization Mecha-
nism using Multihomed Binding Option. For this case, two failures have been
generated. During the failure period, the transmission delay of the ND-EBGP
mechanism is kept very high because the packets transmitted by Host-A con-
tinue to be tunneled to BR-B by ISP-A. On the other hand, the proposed mecha-
nism incurs the same transmission delay as the ND-EBGP mechanism when the
first packet is tunneled by ISP-A. However, the transmission delay decreases as
packets are directly tunneled by SR1 after Multihomed Binding Option is trans-
mitted to SR1. Finally the transmission delay becomes very low as packets are
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Fig. 4. Simulation Network Topology

Fig. 5. The comparison of transmission delay

transmitted through the optimal route after SR2 receives Multihomed Binding
Option.

Figure 6 shows the average transmission delay for the number of failures in
the ND-EBGP mechanism and the proposed mechanism. The failure recovery
time is exponentially distributed. As shown in Figure 6, the average transmission
delay of the ND-EBGP mechanism increases rapidly as the number of failures
increases. On the other hand, we can observe that the average transmission delay
of the proposed mechanism increases slowly as the number of failures increases.
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Fig. 6. The average transmission delay for the number of failures

4 Conclusions

The multihoming mechanism allows the multihomed site to improve reliability
and performance of its Internet connectivity by maintaining connectivity from
more than one ISP. However, the mechanism causes the problem that makes the
transmission route non-optimal when connectivity between one of ISPs and the
multihomed site is failed.

In this paper, we proposed the mechanism that optimizes the transmission
route using Multihomed Binding Option. The performance is analyzed and com-
pared for the ND-EBGP mechanism and the proposed mechanism by using the
ns−2. From the simulation results, we can observe that the proposed mechanism
improves the average transmission delay performance.
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Abstract. In this paper, a novel TCP-friendly congestion control with
Virtual Reno and Slack Term, VRST for short, was proposed. The de-
sign objective of VRST is to maintain a smoother sending rate and to be
friendly to TCP. VRST maintains a virtual Reno to mimic the TCP Reno
behavior. To avoid sawtooth-like rate variation in TCP Reno, a limit on
window adaptation is imposed on VRST to prevent drastically reducing
or increasing congestion window. Owing to the discrepancy in window
adaptation between VRST and virtual Reno, the window compensation
is provided. This mechanism first keep track of the difference in window
between VRST and virtual Reno, then this difference should be compen-
sated or paid back at some future time, so the aim of TCP-friendliness
can be achieved. From the simulation results, in most situations, VRST
dose get the almost same throughput with TCP and have a smaller vari-
ation in throughput.

1 Introduction

Even with the rapid growth of Internet users and applications, the Internet to
date still works stably without network collapse. This stability has been pri-
marily due to the congestion control mechanism of TCP, which is still the most
popular protocol used in the Internet. Nevertheless, over recent years, the dra-
matically increasing popularity of the real time multimedia applications, such
as IP-telephone, video-on-demand (VOD), RealAudio, built on top of UDP are
growing in bandwidth usage on the Internet. There are three primary reasons
why they don’t choose TCP as their transport layer: 1) Owing to the design
principle in TCP that favors reliability over timeliness, it is likely to make no
sense if TCP sends obsolete data that would no longer be useful to the receiving
application. 2) TCP’s congestion control will reduce the sending rate by half
in response to a single packet drop [1]. This seems to be unnecessarily severe
to most multimedia applications, as it will suddenly reduce the user-perceived
quality [2]. 3) A user using TCP, which employs congestion control, usually gets
less bandwidth than a user using UDP.

Since UDP does not employ any congestion control mechanism like TCP,
which will regulate the amount of data in the network by maintaining a window
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in the sender side. Thus, the increase of deploying these UDP traffic not only
brings a severe congestion situation in the Internet but also results in the unfair
treatment towards TCP flows. The extreme unfairness may ultimately cause the
starvation for TCP traffic [3] and even lead to “congestion collapse”, which is
a situation where, although the network links are being heavily utilized, very
little useful work is being done [4].

In order to address these problems mentioned above, a new term named
“TCP-friendly” protocol has been proposed. TCP-friendly protocol means that
the throughput of a non-TCP flow should be roughly the same as that of a TCP
flow under conditions with the same round-trip time and packet loss [4]. Fur-
thermore, in order to cater to the features of multimedia applications, the TCP-
friendly flow commonly has two requirements. One is its sending rate or the
variation of congestion window should have fewer oscillations than that of TCP.
The other is it remains to make its throughput as close to TCP as possible even
under premise that its long-term throughput should be less than or equal to
TCP.

In this paper, we proposed a novel TCP-friendly congestion control, which
uses the techniques, namely, Virtual Reno and Slack Term, VRST for short.

2 Related Works

Transmission Control Protocol (TCP) is the most popular transport protocol
in the Internet. It provides a connection oriented, reliable, byte stream service
and, above all, congestion control mechanism, which is regarded as the single
dominant reason for the stability of the Internet [5]. Since the first specification
of TCP appeared in RFC761, which was finally standardized in RFC793, its
version has over time been improved in several ways. The successive versions of
TCP contain Tahoe, Reno, SACK, New Reno, and latest D-SACK. We briefly
introduce TCP Reno congestion control mechanism because the implementation
of our proposed algorithm, VRST, modified directly from TCP Reno.

2.1 TCP Reno

TCP uses a sliding-window protocol for end-to-end congestion control. Each TCP
sender maintains a congestion window, cwnd, to control the maximum amount
of data in a round trip time (RTT) that it can send without overloading the
network. Three significant components of TCP involve slow start, retransmission
timeout, and AIMD (Additive Increase Multiplicative Decrease), which is the
basis of TCP congestion control. The spirit of AIMD is that the sender raises its
offering load by a constant if no congestion happens; or the sender reduces its
offering load to a fraction of the current load in order to alleviate the congestion
situation. The working scheme of TCP Reno includes five phases, where three
phases of congestion avoidance, fast transmission, and fast recovery, together
construct the spirit of AIMD.
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2.2 TCP-Friendly Protocol

To reach TCP-friendliness, it perhaps needs to know the TCP throughput in
a certain network situation. Padhye et al. [6] derived the equation for TCP
throughput in terms of packet loss rate and round trip time. His analysis con-
sidered fast retransmit, fast recovery, and retransmission timeout. The equation
is shown as follows,

T (S, p, RTT, tRTO) =
S

RTT
√

2p
3 + tRTO(3

√
3p
8 )p(1 + 32p2)

(1)

where S is the packet size, p is the packet loss rate, RTT is the round trip time
and tRTO is the TCP retransmission timeout value.

If ignoring the effect of retransmission timeout, Equation (1) can be simplified
in the following,

T (S, p, RTT ) =
1.5
√

2
3S

RTT
√

p
(2)

Equation (2) provides a simple but essential criteria for validating whether
the new invented protocol is TCP-friendliness or not, namely T ∝ 1√

p .
In recent years, several TCP-friendly protocols have been proposed. Some

directly apply to equation (1), and others are based on the T ∝ 1√
p relation.

These proposed TCP-friendly protocols are further categorized into two classes:
window-based and rate-based algorithms. The former includes GAIMD [7] and
IIAD [8] while the latter includes TEAR [9] and TFRC [10].

3 Virtual Reno and Slack Term

The objective of VRST is to provide the smoother transmission rate, and in
the meanwhile, to pursue TCP-friendliness property. The former is achieved
by limiting the degree of the window adjustment, while the later is achieved
by incorporating a compensation mechanism. Besides, this mechanism requires
VRST to maintain a virtual Reno to mimic the Reno behavior. The architecture
of VRST is illustrated in Figure 1, and in the following subsections, we will dwell
on each component of VRST.

3.1 Slack Term

VRST limits its degree of the window adjustment to avoid reducing or increasing
congestion window drastically. Owing to the discrepancy in window adaptation
rule, VRST will eventually lead to different number of packets being sent com-
pared to virtual Reno. Hence, VRST records this difference in window between
VRST and virtual Reno, and this difference will be compensated by increasing
the window or will be paid back by decreasing the window at future time.
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Fig. 1. Architecture of VRST

VRST uses variable C to record this difference and ΔV as maximum change-
able window each time, and variable vrst cwnd and vreno cwnd as the window
size of VRST and virtual Reno respectively. For instance, assuming that both
vrst cwnd and vreno cwnd are equal to w, and after one RTT, vreno cwnd is
equal to w+1, while vrst cwnd is equal to w + ΔV (0 < ΔV < 1). Reno will
send additional one packet than VRST, so we add this one packet into C to
reflect this difference. Obviously, VRST gets less bandwidth than Reno if C is
positive; accordingly, VRST should progressively increase its window as com-
pensation until having found the number of delivered packets is the same as
or similar to that of Reno. In contrast, if C is negative, VRST then gradually
decreases its window to avoid getting more throughput than Reno. Slack Term
algorithm is exhibited as follows.

Algorithm 1: Slack Term
1. [This step initializes C to 0, vrst cwnd to 1, and ΔV to Vw ]

C ← 0, vrst cwnd ← 1, ΔV ← Vw
2. [This step adjusts VRST’s window per RTT ]

2.1 [VRST calculates window difference, and adds it into C ]
C ← C +(( int (vreno cwnd)–int (vrst cwnd))

2.2 [VRST determines to increase or decreaseits window size according to C ]
if C > 0 then vrst cwnd ← vrst cwnd +ΔV

C ← C–ΔV
else if C < 0 then

vrst cwnd ← vrst cwnd–ΔV

C ← C +ΔV

The choice of the Vw mentioned above, in fact, involves the tradeoffs between
smoothing the transmission rate and quickly reacting to the network status.

3.2 Virtual Reno

The virtual Reno agent also plays an essential role in VRST because it provides
the estimation of TCP Reno’s window. Clearly, if the window of virtual Reno
is determined incorrectly, the compensation mechanism responsible to fairness
requirement could fail. An example is introduced to explain why we need to
maintain a virtual Reno. Assume that the congestion window of VRST and
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virtual Reno are 2w+1 and w respectively. After one RTT, VRST’s window is
(2w+1) ±ΔV (the sign of positive or negative according to C) and the window
of virtual Reno is supposed to be w+1. The window of virtual Reno, however,
is found w+2 instead of w+1. That is because first w ACKs lead the window of
virtual Reno to become w+1, where each incoming ACK contributes 1/cwnd.
Next, sequent w+1 ACKs lead the window of virtual Reno to become w+2.
Clearly, this is different from the increase part of AIMD that the congestion
window adds only by one after one RTT.

A straightforward way to overcome this situation is to synchronize the time of
window adjustment of virtual Reno and VRST, because the interval between two
window adjustments in VRST is about RTT. However, this way may not mimic
TCP well, because the basis of the window increase in real TCP is according
to each receiving ACK rather than according to the expiration of a RTT. We,
therefore, adopt an alternative way, which is based on each receiving ACK. Two
variables, vreno cwnd and vreno ssthresh, are created here, whose functionalities
are identical to the variables cwnd and ssthresh used in TCP Reno, respectively.
With such two variables, the window increase in virtual Reno totally depends on
the current phase. For example, in case virtual Reno is in congestion avoidance,
vreno cwnd should increase by 1/vrst cwnd so that vreno cwnd will increase by
one in each RTT, and in case virtual Reno is in slow start vreno cwnd should
increase by vreno cwnd / vrst cwnd so that vreno cwnd will double in each RTT.
It is sufficiently clear that what we do is just to make virtual Reno behave more
like real TCP Reno.

As for the decrease part of window adjustment in virtual Reno, the procedure
is also identical to TCP Reno. Therefore, we should determine which of following
congestion events virtual Reno belongs to: retransmission timeout, three dupli-
cate ACKs, or ECN echo, and, in turn, virtual Reno will do appropriate actions
in response to the congestion event it belongs to. The algorithm 2 states the
window increase in virtual Reno, while algorithm 3 stated the window decrease
in virtual Reno.

3.3 Dynamic Adjustment

After introducing the basic concept of Slack Term in algorithm 1, we describe an
advanced version of Slack Term in this section, in which ΔV is a variable rather
than a constant. Recall that in algorithm 1 VRST makes use of C to guarantee
the TCP-friendliness property in the long-term situation; however, VRST does
not consider short-term situation, so VRST may not work well when the network
environment changes frequently. As a result, at any time the window adjustment
in VRST should depend more than just on C solely. The adjustment should also
take the difference in window between itself and maintained virtual Reno into
consideration, so that VRST can thus gain the abruptly increased bandwidth
and can react to the abruptly decreased band-width in the short-term situation.
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Algorithm 2: Mimic the increase of congestion window in TCP Reno
1. [This step determines what state Virtual Reno is currently in, slow start

or congestion avoidance]
if vreno cwnd < vreno ssthresh then /*slow start*/

vreno cwnd ← vreno cwnd + vreno cwnd / vrst cwnd
else /*congestion avoidance*/

vreno cwnd ← vreno cwnd + 1 / vrst cwnd
2. [The flow control mechanism in TCP is also considered ]

if vreno cwnd > receiver advertised window then

vreno cwnd ← receiver advertised window.

Algorithm 3: Mimic the decrease of congestion window in TCP Reno
1. [This step determines that a congestion indication comes from which of

the following: retransmission timeout, three duplicate ACKs, or ECN echo]
if the congestion indication comes from timeout then

vreno ssthresh ← vreno cwnd / 2.
vreno cwnd ← 1.

else, it must comes from three duplicate ACKs, or ECN echo
vreno cwnd ← vreno cwnd / 2.

If vreno cwnd < 1 then
vreno cwnd ← 1.
vreno ssthresh ← vreno cwnd.

2. if vreno ssthresh < 2

vreno ssthresh ← 2

Accordingly, each time either the window’s increasing or the window’s decreasing
in VRST acts according to the following rule; that is,ΔV = (C /λ+ diff ) * Vw ,
where diff is the value of vreno cwnd – vrst cwnd,λ is a amortized factor, which
can be thought of as making C zero in a matter of λ times of RTT, and the rest
of the notation are identical to the previous definition. The following pseudo
code is used in place of step 2.2 in algorithm 1.

ΔV ← ( C /λ+ reno cwnd—vrst cwnd )* Vw
vrst cwnd ← vrst cwnd +ΔV
C ← C–ΔV

By the above rule,once C is too far from the zero, which means that the total
number of packets being sent is significantly different from that of virtual Reno,
VRST can hence expand ΔV to rapidly reduce this difference. In addition, the
diff is used with the intention of keeping as closer to the reaction of TCP as
possible, especially in the short-term network situation.

4 Simulation Results

Several simulations were conducted by means of well-known ns-2 simulator to
investigate the performance of VRST. The performance compared with some
other TCP-friendly schemes is also investigated. In the most researches related
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Fig. 2. Network topology

to TCP-friendliness, the commonly used performance metrics are friendliness
and smoothness, and both will be discussed in the following subsections.

4.1 Simulation Environment

Our network topology is a single bottleneck link (“dumbbell”) with RED (Ran-
dom Early Discard) router as shown in Figure 2. Let Nr denote the total number
of TCP Reno connections and Nf denote the total number of TCP-friendly con-
nections. The bottleneck link has a bandwidth of B Mbps and a propagation
delay of d ms. The bottleneck buffer size is set to 2.5 times the bandwidth-delay
product, and the parameters of min thresh and max thresh used in RED are set
to 0.25 and 1.25 times the bandwidth-delay product, respectively. All senders
always have infinite data to send, which are de facto modeled as FTP sessions
in ns-2 simulator. Simulation parameters, including network topology and RED
queue management, are tabularized in Table 1.

4.2 TCP-Friendliness

In this section, we intend to verify the ability of non-TCP flows to gain similar
bandwidth with TCP flows. The fairness ratio, F , is defined as the ratio of the
mean throughput obtained by TCP-friendly flows (TF ) to the mean throughput
obtained by TCP flows (TR); that is,F = TF

TR
.

As you see from Figure 3, in a wide range of situations, the fairness ratio of
VRST approaches one, which means VRST gains the nearly same bandwidth
as competing TCP flows. The remaining protocols, including GAIMD, TFRC,
SQRT, and IIAD, all have a smaller fair ratio than VRST and GAIMD (0.2).
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Table 1. Parameters and default values in network configuration

Parameter Value

Packet size 1,000 byte

ACK size 40 bytes

B/W of bottleneck link (B) 10 Mbps

Propagation of bottleneck link (d) 20 ms

B/W of side links 100 Mbps

Propagation of side links 2 ms

Receiver max window size 1,000

TCP timer granularity 100 ms

RED buffer size 2.5 × B × d

RED parameters min thresh:0.25×B × d
max thresh:1.25×B × d
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Fig. 3. Fairness ratio

4.3 Smoothness

We again emphasize that the TCP-friendly protocol is used for multimedia ap-
plications, so it is necessary to have throughput as smooth as possible. In this
subsection, we would like to show a characteristic of smoothness. Before the per-
formance metric of smoothness is formally defined, we first start ten flows, five
VRST and five TCP flows, at the same time to show the throughput trace. For
clarity of presentation, we present the result with two randomly selected flows
for each kind of flow. By observing from Figure 4, the throughput trace of TCP
varied frequently and greatly; in contrast, each of VRST flows exhibits relatively
smooth behavior with a tight band of throughput variation. Now we turn our
attention to define the performance metric of smoothness formally. The coeffi-
cient of variance (CoV) of throughput is usually used as an index to quantify
the level of rate fluctuation, where CoV is defined as follows. Note that a flow
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with small CoV is smoother than a flow with large CoV.

CoV =
s

x
,

where s is the standard deviation and x is the mean. In Figure 5, VRST has
a relatively small CoV than other protocols in most cases except the case of
TFRC when total number of flows reaches 50. GAIMD (0.2) is smoother than
GAIMD (0.31) in most cases. IIAD and SQRT have the almost same CoV.

5 Conclusions

In this paper, we proposed a new TCP-friendly transport protocol, VRST. In
our experiments we have shown that VRST is TCP-friendly and with a smaller
variation in the sending rate under various network conditions.
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Abstract. This paper proposes a novel-scheduling algorithm, which
considers offset time for burst control packet in optical burst switch-
ing networks. In the proposed algorithm, a burst control packet (BCP)
with short residual offset time is served by the scheduler prior to a BCP
with long residual offset time. Our proposed scheme can decrease the
data loss due to early arrival problem of the data burst in optical burst
switching networks. Finally, we evaluate the performance improvement
through the simulation.

1 Introduction

The Internet has been the fastest-growing field in the world. This rapid increase
of the Internet traffic is driving the demands for high transmission bandwidth
and multimedia services [1]. Wavelength Division Multiplexing (WDM) has ma-
tured sufficiently to satisfy the demands. Moreover, IP router has the ability to
directly access the WDM networks by eliminating the protocol overhead between
the IP and the WDM networks. Although a lot of optical packet switching mecha-
nisms have been studied for delivering IP packets for a long time, the difficulty in
all-optical synchronization and optical buffering of pure optical packet switching
technologies is still in the research stage. Recently, optical burst switching (OBS)
was proposed as a new switching paradigm for optical networks requiring more
relaxed technology than optical packet switching [2]. It is still being improved as
a novel switching technique for the optical layer in optical burst-switched WDM
networks.

In an OBS network, packets are assembled into bursts at an ingress router,
and then routed via the OBS network and disassembled back into packets at
an egress router. An original feature of the OBS is the physical separation of
the optical data transport and the electronic control of the switch about data
burst, which can facilitate the electronic processing of BCPs at OBS core nodes
and provide end-to-end transparent optical paths for transporting the data burst
[3]. A data burst may enter into the optical switching. fabric before its control
packet has been fully processed due to excessive processing delay of the BCPs.
This event is called early arrival. Early arrival problem can result in data burst

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 827–834, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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loss in OBS node. It happens frequently that data burst is dropped as it is closed
to the egress. Early arrival problem can be solved by using fixed-length inlet fiber
delay lines (FDLs). However, this method occurs the additional delay of data
burst owing to FDLs.

In this paper, we present the control plane issue to solve the early arrival
problem in optical burst switching WDM networks. In section II, we investigate
an issue in terms of early arrival due to excessive BCP delay in the control plane.
And, the early arrival creates serious problems such as data loss. In section III,
we propose an advanced scheduling algorithm named as Scheduling Considering
Offset-Time (SCOT), the focus of this paper for BCP in optical burst switching
WDM networks. The proposed algorithm can solve the early arrival problem at
the OBS control plane instead of the data plane, where a BCP with short residual
offset time is served by the scheduler earlier than a BCP with long residual
offset time under a burst environment. We will show performance evaluations
via computer simulation in section IV, with our conclusions in section V.

2 Burst Control Packet Delay

In the control packet network, the switch control plane may experience an over-
load period because of random fluctuations in the burst control packet arrival
process. Namely, BCP congestion could occur in a switch control plane, as a re-
sult, the process of BCP is delayed. Then, it results in early arrival problem.
Especially, most of the data loss by early arrival happens at the egress node or
near the egress node, as shown in figure 1.

Fig. 1. Early arrival problem under the congestion at control plane
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To avoid this event, a conventional solution uses fixed-length inlet fiber delay
lines (FDLs), placed at all data channels in order to delay the data burst for
a budget time for sufficient BCP processing [4]. That is the solution taken at the
data plane to solve early arrival problem. If the fixed-length inlet FDLs are used
to hinder early arrival, all of the data burst passing through the OBS router may
be delayed. Therefore, a new approach taken at the control plane without delay
is proposed.

According to OBS protocols, the BCP is transmitted to the core OBS router
earlier than its corresponding data burst. At ingress node, we determine the
offset time by the product of the processing time (δo) at each intermediate node
and the number of hops (Hi, i = 1, 2, 3, ...) traversed by the BCP. Therefore,
the offset time is longer at the ingress node than at the egress node. As a BCP
proceeds toward the egress node, the residual offset time diminishes as much as
the processing time is consumed at intermediate nodes.

The proposed algorithm can solve the early arrival problem at the OBS
control plane instead of the data plane, where a BCP with short residual offset
time is served by the scheduler earlier than a BCP with long residual offset time.

3 Scheduling Considering Offset-Time

A BCP that enters the control channel will experience O/E/O conversion in
OBS switch control unit. The control packet contains specific data information
that is wavelength identification, burst data length, offset time, etc. Tracking
the BCP information, the number of remaining or passed hops is known. As
mentioned previously, the processing time is included in the offset time at each
OBS node. The relation is considered between the processing time and the queue
size, namely, the number of packets in the queue. Let Wq be the waiting time in
queue, Nq the queue size, the service time, which is the fixed value depending
on the system. The processing time is the waiting time plus the service time,

δo = Wq + σ (1)

Here, the waiting time is the product of the buffer size and the service time,

Wq = No ∗ σ (2)

So, the processing time is Burst

δo = (Nq + 1) ∗ σ (3)

Therefore, the buffer size Nq is then given by

Nq =
δo − σ

σ
(4)

Clearly, the buffer size is proportional to the processing time. In order to reduce
the burst loss owing to the unduly BCP delay, the buffer size must be increased.
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As a result, offset time related to the processing time also has to be extended.
Hence, data burst should be delayed in the ingress node as many as the increment
buffer size. The SCOT operates as followings. In case BCPs get to the egress
node, control packets are first classified into two types which are one residual
offset time(δH(1)) packet and two more than residual offset time(δH(i), i =
2, 3, ...) packet and then assigned to a queue according to the residual offset
time, as shown in figure 2. The residual offset time is δH(i), i = the remaining
hop count.

Here,

δH(i) =
i∑

j=1

δo =
i∑

j=1

δ = δ ∗ i (5)

In normal condition, each of the queue is served in a round-robin order.
However, if BCPs with δH(1) offset time arrive at the buffer overflowed over NTh,
the corresponding data burst gets lost in this node since there are not enough
time for switch configuration, that is, an early arrival occurs. In this case, the
scheduler should serve more BCPs with δH(1). Then, the weight w of queue is
defined as :

w =
NTh + ΔN

NTh
(6)

Here, N is increment of δH(1) BCPs. As the scheduler serves δH(1) BCPs
earlier than δH(i) BCPs, burst loss problem corresponding to a BCP close to the
egress node due to early arrival can be solved This scheduling algorithm has an
effect on the same processing time, even though the buffer size at control plane
increases by using FDLs at data plane. This SCOT algorithm results in good
performance, reducing the loss probability due to early arrival problem.

Fig. 2. Example behavior of the total BCP processing delay time(μs) with Pareto
distribution (The scheduling considering offset time (SCOT) algorithm
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4 Performance Evaluation

To validate the proposed schemes, computer simulations were performed under
the following assumptions: The switch was 8 x 8 optical core OBS node. To model
the burst BCP traffic, the ON/OFF source model was used, the most popular.
We assumed that the burst inter-arrival rate use the Pareto distribution with
Hurst parameter H=0.9, affected by the data burst generation. This means that
BCP traffic also had burst characteristics because data is burst traffic. If the
constant assemble time of data burst generation scheme [5], it was to implement
easier than variable assembly. A number of remaining or passed hops were dis-
tributed uniformly. We also assumed that control channel had one channel per
each fiber/port and the bit rates of 10Gbps per wavelength. The BCP service
times for the forwarder, the scheduler, and the switch controller on the burst ar-
rival rate to an OBS router were set to 0.1 μ, 0.1 μ, and 0.025 μ respectively [6].
Early arrival problem happens frequently under the above-mentioned condition
when BCP processing time is longer than burst arrival time. These assumptions
may appear difficult to implement through the current technique, but, with some
pipelining and parallelism, scheduling process can be shortened.

Considering the input traffic processing delay, as mentioned before, the inter-
arrival rate is assumed to use the Pareto distribution with Hurst parameter
H=0.9. If the constant assemble time in data burst generation scheme which
is easier to implement than variable assembly is used at the OBS edge node,
the BCP traffic also has burst characteristics. The infinite variance of a Pareto

Fig. 3. Example behavior of the total BCP processing delay time(μs) with Pareto
distribution (Hurst parameter H=0.9, Offered load=0.8, Control Channel=8, Service
time=0.225 μs, Simulation time=100ms)
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Fig. 4. Ratio of burst loss to total burst loss with different offset time under self-similar
traffic (threshold buffer size = 20, Hurst parameter H=0.9)

Fig. 5. Total burst loss probability due to early arrival problem under self-similar
traffic (NTh= 20(4.5 μs ) (Offered load = 0.8)
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Fig. 6. Threshold buffer size (NTh) versus burst loss probability and processing
delay(μs) (Offered load = 0.8)

distribution exhibits extreme variability. Hence, the early arrival occurs during
the congestion period as depicted in figure 3.

We compared SCOT algorithm to the general buffering, the First-Come First-
Served (FCFS) scheduling algorithm that is commonly used in OBS control
plane. The inter-arrival rate of offered load used the Pareto distribution with
Hurst parameter H=0.9. The BCP service time was 0.225 μs/burst. Therefore,
when offered load is 1, the arrival rate is 4444444 burst/sec. The threshold buffer
size(NTh) that was determined by offset time is set to 20 packets. Hence, the
processing time of BCP in each OBS node was 4.5 μs in this simulation.

Figure 4 shows the ratio of burst loss with the offset time of δH(1) and δH(i)
to total burst loss. We do not observe any lost packet when the input offered
load is smaller than 0.3 in total 1012 BCP packets. As shown in figure 4, most of
BCPs loss due to early arrival happens to BCPs with short residual offset time
in FCFS algorithm. On the other hand, if we apply SCOT algorithm, BCPs
loss with only δH(1) offset time decreases. But, BCPs loss with δH(i) offset
time increases as the offered load is increased. In order words, the burst loss
corresponding to BCP with δH(1) offset time is decreased by trading off BCPs
with δH(i) offset time.

Furthermore, as shown in figure 5, total loss probability due to early arrival
problem decreases by 2 to 3 orders, compared to FCFS algorithm. The reason is
that the SCOT algorithm survives data that is lost due to early arrival in FCFS
algorithm.
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The threshold buffer size (NTh) must be considered, but it is not easy to
decide the threshold value, critical to the dimensioning of the control plane. As
shown in figure 6, if NTh is set to large, the burst loss decreases, however, process-
ing delay increases. Therefore, the optimal threshold value must be determined
to satisfy two conditions.

5 Conclusion

In this paper, the scheduling algorithm in the control plane to solve the early
arrival problem in optical burst-switched WDM networks was presented. In the
proposed algorithm, a BCP with short residual offset time is served prior to BCPs
with long residual offset time. The priority-scheduling algorithm eliminates the
early arrival problem due to the long processing delay of BCP. Therefore, the
proposed algorithm can reduce the burst loss ratio at each node and the total loss
probability over the networks. From the analysis of the loss probability under
the burst traffic through simulations, it was learned that the proposed algorithm
could decrease the total loss probability at the control plane without producing
excessive delay.
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Abstract. This paper presents a novel approach that can simultane-
ously detect, classify, calibrate and visualize attack traffic at high speed,
in real time. In particular, upon a packet arrival, this approach makes
it possible to immediately determine if the packet constitutes an attack
and if so, what type of attack it is. In this approach, a flow is defined
by a 3-tuple, composed of source address, destination address, and des-
tination port. The core idea starts from the observation that only DoS
attack, hostscan and portscan appear as a regular geometric shape in
the hyperspace defined by the 3-tuple. Instead of employing complex
pattern recognition techniques to identify the regular shapes in the hy-
perspace, we apply an original algorithm called RADAR that captures
the ”pivoted movement” in one or more of the 3 coordinates. From the
geometric perspective, such movement forms the aforementioned regular
pattern along the axis of the pivoted dimension. Through real execution
on a Gigabit link, we demonstrate that the algorithm is both fast and
precise. Since we need only 3 to 4 memory lookups per packet to de-
tect and classify an attack packet, while simultaneously running 2 copies
of the algorithm on a Pentium-4 PC, the algorithm incurred no packet
loss over 330Mbps live traffic. Memory requirement is also low - at most
200MB of memory suffices even for Gigabit pipes. Finally, the method
is general enough to detect both DoS’s and scans, but the focus of the
paper is on its capability to identify the latter on backbone links, in the
light of recent global worm epidemics.

1 Introduction

Detecting attacks on backbone-speed links, let alone performing attack classifi-
cation and other more involved tasks, is hard. The formidable speed forbids any
algorithm requiring more than a few memory lookups and computation steps per
packet, to operate in-line. Traditional anomaly-based approach [1, 2] is obviously
not usable in this environment since, first, it requires traffic accumulation to char-
acterize normal traffic, second, it usually requires complex computation. In this
paper, we discuss an approach to simultaneously detect, classify, and calibrate
attack traffic at backbone speed, in real time. Better yet, it easily lends itself to
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the visualization of on-going attacks. To be more specific, it has the following
desirable properties: a) real-time detection and classification: done in O(1) per-
packet processing, immediately upon packet arrival, b) low memory requirement:
less than 200MB for gigabit pipes, c) ease of calibration: attack source/victim,
duration, intensity, dimensions identified without off-line post-mortem analysis,
d) minimal false positives/negatives, e) no requirement for the support from the
Internet infrastructure in any form: neither protocol modification, protocol addi-
tion, nor coordination between networks/routers, f) simultaneous DoS, hostscan
and portscan tracking, and finally, g) immunity from asymmetric routing.

This paper is organized as follows: Section 2 presents our real-time classifica-
tion method. A novel representation of attacks, their particular signatures, and
the implementation of the signature generator are discussed. In Section 3, we
show the result of applying the algorithm to a backbone trace, and live network
traffic on campus backbone. The paper is concluded in Section 4. Due to the
space constraints we omit the discussion on the statistical nature of the method,
its analysis, performance evaluation of the scheme in terms of the speed, mem-
ory requirement, sensitivity, estimation error, and false positive rate. Interested
readers are referred to [3] for these details and related work.

2 Real-Time Attack Classification

On each packet arrival, we want to judge whether it is (highly likely) part of an
attack or not. And if indeed it constitutes an attack, we want to classify the type
of attack: DoS, hostscan, or portscan . Furthermore, we want to identify who is
the victim (DoS), who is the perpetrator and what ports are scanned (hostscan,
portscan), and the intensity of the attack. In this section, we discuss our ap-
proach to achieve these goals. First, we define a flow to be a 3-tuple < s, d, p >,
composed of the source address (s), destination address (d), and destination port
(p). Our novel idea starts from the observation that only DoS attack, hostscan
and portscan appear as a regular geometric entity in the hyperspace defined by
the 3-tuple. For instance, source-spoofed DoS packets maintain a fixed destina-
tion address, thus appears as a straight line (in case destination port is fixed)
parallel to the s axis, or as a rectangle (in case destination port is randomly
varied) parallel to the s-p plane. Legitimate flows, on the other hand, appear as
random points scattered across the hyperspace. Figure shows the flows observed
at 9:35 and 9:36 a.m. in December 14th, 2001 on two trans-pacific T-3 links
connecting the U.S. and a Korean Internet Exchange. The three axes are the
source IP address, destination IP address, and destination port as used in the
flow definition above. (The source and the destination addresses have decimal
scale.) Each dot in the 3-dimensional hyperspace represents a single flow (not
a packet). Total of 2.22 million packets were mapped to the hyperspace in the
figure, where the packets in the same flow fall on the same position. We can
easily recognize the regular geometric formations, such as a large rectangle and
a leaner rectangle lying parallel to s-axis, lines parallel to d-axis, and numerous
vertical lines. These regular formations are (destination port varied) DoS at-
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 Fig. 1. Flows at around 9:35 a.m., Dec. 14th, 2001

tacks, hostscans, and portscans, respectively. Although far outnumbering them,
legitimate flows do not form any regular shape, and are less conspicuous. Instead
of employing complex pattern recognition techniques such as 3-dimensional edge
detection, we apply an original algorithm that captures the ”pivoted movement”
in one or more of the 3 coordinates. This is because, from graphical perspective,
such movement forms the aforementioned regular pattern along the axis of the
pivoted dimension. In hostscan, the source IP address and the destination port
are fixed, while the destination IP address pivots on them [5]. In portscan, the
destination port pivots on the source and the destination IP address. In source-
spoofed DoS, the destination IP address is fixed, while either only the source IP
address or both the source IP address and the destination port pivots on it [9].

In order to detect the presence of pivoting in the traffic stream, our scheme
first generates a signature for each incoming packet. The signature is simply
a tuple consisting of 3 binary values: < Ks, Kd, Kp >. The coordinates in the
signature one-to-one correspond to the flow coordinates. Each coordinate value
in the signature tells us whether the corresponding value in the flow (that the
packet in hand belongs to) was seen ”recently” or not. (The degree of recentness
for different coordinates could vary, and we will deal with it later.) For example,
suppose two flows

Arrival time Flow Flow ID
t: < 3.4.5.6, 5.6.7.8, 90 > 1

t + 1: < 1.2.3.4, 5.6.7.8, 80 > 2
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pass through the monitor that executes our scheme. For convenience, through-
out the paper we will call the monitor RADAR monitor (for Real-time Attack
Detection And Report), and the algorithm that it executes, RADAR algorithm.
Unless we explicitly mention the algorithm, we refer to the monitor (that in-
cludes the algorithm) when we simply say RADAR. RADAR remembers these
two flows for a finite time duration L. For the sake of explanation, let us assume
for now that the time duration is the same for every coordinate, e.g., L = 2.
When a packet with source IP = 1.2.3.4, destination IP = 3.4.5.6, destination
port = 90 appears at time t + 2, RADAR tells that this packet’s signature is
< Ks, Kd, Kp >=< 1, 0, 1 >. This is because source IP address 1.2.3.4 appeared
in flow (2) and port 90, in flow (1). But 3.4.5.6 was not used either in (1) or (2) as
the destination address, so Kd =′ 0′. If L = 1, flow (1) would have been purged
from RADAR at the time of the packet arrival, and the signature would be
< 1, 0, 0 >. In principle, this per-packet signature determines whether the packet
is part of a ”pivoted movement”, and if so, what type it is. Note that when piv-
oting occurs, the value of the pivoted coordinate changes constantly from packet
to packet within the attack stream. From the perspective of RADAR algorithm,
the pivoted coordinate is viewed as persistently presenting recently unobserved
values. In Fig. 2, for instance, the pivoted coordinate is the destination ad-
dress, and each packet presents a new value: 72.142.101.84 → 72.142.101.197 →
197.14.58.120→ . . .. So RADAR will keep generating < 1, 0, 1 > signatatures for
hostscan. This way, RADAR gets to yield the signatures < 1, 0, 1 >, < 1, 1, 0 >,
or < 0, 1, ∗ > rather frequently in the presence of hostscan, portscan, or source-
spoofed DoS, respectively. (’*’ is wildcard, i.e., ’0’ or ’1’). These signatures are
what we call attack signatures, and the corresponding flow goes through further
examination. Sometimes legitimate traffic can get attack signatures, and vice
versa. Or one attack might be mistaken as another, all due to hapless modifica-
tion of one or more coordinates in the signature, so some refinement is required
in back-end processing (which is much less time-pressed). The accuracy of the
proposed algorithm thus depends on how likely these unwanted changes in the
signature are, and the analysis of this statistical aspect of our algorithm can be
found in [3].

2.1 Attack Signatures

In this section, we explore possible signatures and their semantics. There are
attack signatures and the signatures of legitimate traffic, and we start the dis-
cussion with the former. Figure 3 exhaustively enumerates all signatures and
their conceivable implied attack types. As we described earlier, ’0’ in a signature
means that the monitor has not recently seen the value in the given coordi-
nate. Thus, if a packet belongs to an attack stream, ’0’ value in a coordinate
most probably means that the coordinate is pivoting. The leftmost column is
the number of dimensions that are pivoting. The second column is how the at-
tacks might manifest themselves geometrically when the attack is mapped on to
the 3-d hyperspace a la Figure 1. An important note here is that the signatures
listed in Table I are self-induced. Namely, the values in a signature are what are
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Time Source 
address 

Source 
port 

Destination 
address 

Destination 
port 

…… 
09:35:23.955222 
09:35:23.958716 
09:35:23.965132 
09:35:23.965443 
09:35:23.966412 
09:35:23.974520 
09:35:23.976617 
09:35:24.091332 
09:35:24.093271 
09:35:24.093317 

…… 
09:35:24.104956 
09:35:24.105238 
09:35:24.106191 
09:35:24.107471 
09:35:24.125654 
09:35:24.126519 

…… 

…… 
x.x.x.x 
x.x.x.x 
x.x.x.x 
x.x.x.x 
x.x.x.x 
x.x.x.x 
x.x.x.x 
x.x.x.x 
x.x.x.x 
x.x.x.x 
…… 

x.x.x.x 
x.x.x.x 
x.x.x.x 
x.x.x.x 
x.x.x.x 
x.x.x.x
…… 

…… 
64218 
64232 
64310 
64311 
64316 
64322 
64331 
64424 
64423 
64422 
…… 

64438 
64437 
64433 
64429 
64466 
64464 

…… 

…… 
72.142.101.184 
72.142.101.197 
197.14.58.120 
197.14.58.121 
197.14.58.126 
197.14.58.132 
197.14.58.141 
19.231.216.127 
19.231.216.126 
19.231.216.125 

…… 
19.231.216.141 
19.231.216.140 
19.231.216.136 
19.231.216.132 
85.114.173.117 
85.114.173.115 

…… 

…… 
111 
111 
111 
111 
111 
111 
111 
111 
111 
111 
…… 
111 
111 
111 
111 
111 
111 
…… 

 
Fig. 2. Real-life pivoting example: hostscan

Dim. 
Graphical 

manifestation 
Signature Implied attack 

0 Dot <1, 1, 1> Single-source-spoofed DoS 
<1, 1, 0> Portscan 
<1, 0, 1> Hostscan 1 Straight line 

<0, 1, 1> 
Source-spoofed DoS    

(destination port fixed) 

<1, 0, 0> Kamikaze 

<0, 1, 0> 
Source-spoofed DoS    

(destination port varied) 
2 Rectangle 

<0, 0, 1> Distributed hostscan 

3 Hexahedron <0, 0, 0> Network-directed DoS 

 
Fig. 3. Attack signatures

caused by the corresponding attack itself, but not by others. To wit, these are
what an attack would obtain in the absence of any cross (legitimate + other
type of attack) traffic. But as we discussed earlier, cross traffic might overlap
in one or more coordinates, and these signatures are not always those detected
when corresponding attack is under way. For < 0, 0, 0 >, one or more coordinates
can be flipped to 1 by cross traffic that happens to coincide on IP addresses or
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port number. Suppose a flow < 4.4.4.4, 2.2.2.2, 5555 > is initiated after a flow
< 1.1.1.1, 2.2.2.2, 3333 > is registered by RADAR. Then the former will receive
< 0, 1, 0 > signature, which RADAR recognizes as the port-varied DoS attack.
Since the signatures in Table I are before their attack traffic is subject to possi-
ble overlap, we call them original signatures. In contrast, if an original signature
does get modified by overlap, we call the resulting signature transformed signa-
ture. For instance, if the transformation < 0, 0, 0 >→< 1, 1, 1 > occurs, where
< 0, 0, 0 > is the original signature and < 1, 1, 1 > is the transformed signa-
ture. So when RADAR detects an attack signature, it might be a transformed
signature, or an original signature kept intact. Most signatures in Table I are
fairly straightforward, but there are a few that call for some explanation. First,
even if nothing is pivoting (signature < 1, 1, 1 >), theoretically it still can con-
stitute an attack. One may use a single, spoofed source IP address and a fixed
destination port number in a DoS attack. But it is impractical from the per-
spective of the attacker. Once the attack is identified as DoS, simply filtering
on the single (spoofed) source address leads to the complete elimination of the
attack. ”Worse” yet, the collateral damage in the filtering process is limited to
the spoofed host only (it is denied an access to the victim). Therefore, we assume
in this paper that this type of attack is not employed in reality. Second, we as-
sume the distributed hostscan (signature < 0, 0, 1 >) will be detected as multiple
hostscans (signature < 1, 0, 1 >), as it is. Third, the network-directed DoS (sig-
nature < 0, 0, 0 >) is an attack on the ingress pipe rather than on any particular
host in the victim network. The only rationale might be that the attacker wants
to evade detection because attack intensity for individual destination IP address
contained in the pivoting range is proportionally reduced. But then the attacker
is assuming (micro) flow-based detector as its potential opponent, which is lame
under the whole gamut of other existing detecting/filtering methods [6, 7]. So in
this paper, we also reject this type of attack as dubious. In sum, we reject three
among the listed eight as original attack signatures: < 0, 0, 0 >, < 0, 0, 1 >, and
< 1, 1, 1 > (shaded in Table I). Finally, distributed DoS (DDoS) does not appear
in Table I. We can consider two cases. If DDoS sources spoof source IP address,
they will collectively be detected as a single DoS attack < 0, 1, ∗ >. If spoofing is
not used, since individual DoS streams look like legitimate flows from our mon-
itor’s viewpoint, they will not be detected as attacks. Usually, however, DDoS
mobilizes a large DoS network of agent hosts to maximize the impact - e.g.,
more than 359,000 machines were made an agent by Code-Red version 2 [4] in
an attempt to bombard the White House web site. The Sapphire worm infected
more than 70,000 hosts [5]. Therefore, when the attack commences, RADAR
will begin to see a great many source IP addresses all of a sudden. This will
produce a noticeable amount of < 0, 1, ∗ > signature at a fast pace, and draw
the attention of RADAR. Provided the intensity exceeds the tolerable threshold,
which is low enough to be used on a spoofed DoS attack from a single attacker
(see Section V), RADAR will raise an alarm. The remaining five cases are of
our interest in the paper. First of all, ”Kamikaze” is special. A single source
spews packets at a high rate towards random destination hosts at random ports.
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Apparently, it cannot be an effective attack, but rather, it seems suicidal. The
origin of this type of ”attack” is not clear, but it does appear in our traces [3].
One explanation could be a bug in the DoS attack code - pivoting destination
address instead of source. But a more plausible theory is that it is the backscat-
ter [8] from the DoS victim towards spoofed attack sources. And in Table I, we
list two DoS types, but the distinction is only for the convenience of analysis - it
does not bear any practical significance. The signatures of the legitimate traffic
can be similarly analyzed, but we omit the discussion due to space constraint.
Interested readers can find them in [3].

2.2 Signature Generation

Fig. 4 shows the construction of main filter in the attack monitor. This is what
we have called the ”front-end” thus far. It is composed of 3 hash tables, and
collectively these hash tables generate the signature for each incoming packet.
The network/transport packet header is mirrored to the filter, where a single,
separate lookup is made against source IP address, destination IP address, and
destination port number table, respectively. When a value (address or port) is
’not found’, i.e., recently unobserved, it is registered in the corresponding hash
table as a new sighting. Any hash function can be used as long as it has good
distributional property and can be quickly calculated. Among these two proper-
ties, however, the speed weighs more for the front-end. For instance, MD5 and
SHA-1 may have good distributional property, but they require too complicated
a computation, so they would not fit our environment. Our experience shows
that using the least significant 24 bits from the IP address suffices for casual op-
eration. Against the backbone trace we have, it resulted in 1.0072 comparisons
on average (most are 0 and 1, where 0 means empty hash bucket), with only
a few reaching up to 8 comparisons. For port hash table, the hash function is
identify function, i.e., we use the port number as the index itself. This is be-
cause there are only 64K port number values. Since the hash lookups are used,
the complexity of the main filter can be engineered at O(1). with each entry is
the last accessed time tl. We maintain a moving time window L beyond which
registered IP addresses or port numbers age out. Namely, if tnow − L > tl, we
remove the entry from the corresponding hash table. We call the time window
lifetime, and we define two lifetimes as follows:

– LH (= Ls = Ld): [source/destination] host lifetime
– Lp : destination port lifetime

The reason that we perform a separate lookup for each coordinate is clear. If
we maintained each flow entry indexed by < s, d, p > collectively, we would not
know which coordinate is responsible for a failed flow lookup. It means that we
would not know immediately which coordinate is being pivoted, i.e., what type of
attack is being mounted. Then some additional processing would be necessary on
these new flows in order to achieve classification. Therefore, for real-time classifi-
cation, separate hash lookups are essential. Earlier we mentioned the possibility
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Fig. 4. Signature generation by the main filter

of signature transformation. In particular, when the signature of the first packet
belonging to a legitimate flow gets transformed, the packet may be identified as
an attack. For < 1, 1, 1 >, on the other hand, the cause of misinterpretation is
the inadequately set lifetime(s). In case it is set too low, RADAR forgets too
fast (i.e., before the flow ends), and returns 0 when it should return 1. Likewise,
attack packets can get non-attack or incorrect attack signatures depending on
the number and location of the flipped bit(s). So there is always possibility that
any coordinate can suffer this unwanted bit flip(s). In [3], we analyze the false
positive and false negative probability of the proposed algorithm caused by bit
flip(s).

3 Implementation

We implemented a prototype of the RADAR system. Figure 5 shows the result
of applying RADAR to the 8-hour trace (Dec. 14th, 2002) of about 612 million
packets. It processed the trace in just 2.5 hours on a Pentium-3, 966MHz PC.
The figure clearly shows that it successfully extracts attacks. Interested readers
can find and compare animations of attacks and their processed results in [3]. We
also plugged RADAR to a campus network gateway. The incoming packets were
optically tapped from the gateway router on two Gigabit Ethernet interfaces [3].
A Pentium-4 2.4GHz machine with 512MB Rambus memory, Intel PRO/1000MF
dual port LAN card, and PCI 2.2 (32bit) bus simultaneously run a separate
instance of the RADAR algorithm on each Ethernet port. The total traffic rate
was roughly 330Mbps (65Kpps) at the time of the experiments [3]. The most
important result is that there was no packet loss at the kernel [3], due to RADAR
processing. This is remarkable considering that we simultaneously run 2 instances
of the algorithm. The memory requirement of the hash tables in the main filter
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Fig. 5. Graphical output from the post-filter, a real RADAR-processed result of Fig-
ure 1

and the post filter [3] is moderate. Assuming we use a 24-bit hash for the source
and destination IP tables, we need at least 225 hash buckets whose heads are
a pointer (usually 4 octets). This alone is 128MB. Over and above, we need to
store each flow in these tables, where a flow has at least 2 IP addresses, 1 port
number, and a timestamp. Also each entry needs a pointer to the next entry. So
each flow entry requires at least 17B. Assuming there are 1 million flows being
tracked simultaneously, 34MB should be used. Then 1 million flows in the main
filter IP table translates to approximately 10Gbps (OC-192) based on our flow
arrival rate constant, since we have by default LH = 10s. Over and above, we
have the port table in the main filter. However, there are only 64K entries, thus
it adds little to the memory requirement. In the post-filter, we do not have large
tables, since concurrent attacks must be only handful. We do not expect to see,
say 64,000 attacks all simultaneously under way, even it is on a backbone link.
Therefore, we use 16-bit hash for all tables. Again, the memory requirement will
be insignificant, most likely less than 2MB. In sum, more than half of the memory
of RADAR is used to construct the IP tables in the main filter. If memory is
a critical resource, we could use 23-bit hash, halving the requirement, and then
22-bit hash and so forth.

4 Conclusion

This paper proposes a novel approach that determines for each arriving packet
if it constitutes an attack, and if so, what type of attack it is, on a high-speed
link, in real time. The approach is based on a simple observation that only net-
work attacks such as DoS and scans manifest themselves as a regular geometric
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entity in a 3-dimensional hyperspace whose dimensions are source IP address,
destination IP address, and destination port number. Instead of employing com-
plex pattern recognition algorithms to detect such regular patterns, we propose
a novel algorithm, RADAR, that captures the ”pivoting” behavior which di-
rectly translates to the forming of abovementioned regular geometry in the 3-d
hyperspace. RADAR algorithm requires only a few memory lookups per packet,
yet the classification error is minimal. This algorithm pans out only suspicious
packets matching the pivoting behavior, so buys enough time for a more sophisti-
cated back-end processing which removes the false positives from the suspicious
packets. We analyze the performance of RADAR algorithm in terms of speed,
sensitivity, relative error, and false positive rate. The simulation and real imple-
mentation experiments demonstrate that the algorithm indeed performs up to
our expectation on high-speed links, and that it could be a useful building block
for an early warning and reaction framework against fast global attacks of the
future.
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Abstract. In our previous work, we have proposed a new VPN archi-
tecture for enabling user-based multiply associated VPNs [1]. Almost all
existing VPN technologies assume that users never simultaneously access
more than a single VPN. Thus, for realizing a new VPN service allowing
users to simultaneously join multiple VPNs, several fundamental mech-
anisms, such as dynamically changing user’s VPN association status ac-
cording to the user’s request and authorizing user’s access to a group
of VPNs, are required. In this paper, we propose a layered VPN archi-
tecture for realizing user-based multiply associated VPN. Our layered
VPN architecture consists of three network levels such as PNL (Physical
Network Level), LNL (Logical Network Level), and UNL (User Network
Level). First, we discuss and classify functions required for each network
level. We then present several approaches for implementing each net-
work level using existing layer 2, 3, and 4 networking technologies, and
quantitatively evaluate their advantages and disadvantages from several
viewpoints including scalability and transmission speed.

1 Introduction

With recent advancements in network technology, various social activities such
as commerce and trade, politics, labor, and other functions are relying more on
network communications. In the near future, this may form virtual organiza-
tions within the network. We call these virtual organizations “cyber-societies.”
A “person” in cyber-society needs to establish secure communication and asso-
ciate with multiple virtual organizations. We believe these virtual organizations
can be realized through Virtual Private Networks (VPNs) as network services.

As current technologies for VPN services, there are Provider Provisioned
VPN (PPVPN) [2, 3, 4] and extranets [5, 6]. However, PPVPN simply builds
a VPN between customers’ LAN sites. Also, extranets are difficult to manage
and transmission performance is degraded when hosts attempt to connect to
a lot of VPNs. These problems with existing VPN technology prevent users
from associating themselves simultaneously to multiple VPNs at a user level.

To address this problem, we are considering a new VPN architecture that
would allow users to simultaneously associate with multiple VPNs [1]. We call

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 847–856, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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this new VPN “Multiply-Associated VPN (MAVPN)”. This paper has two goals.
First, we will show that by using a layered model for MAVPN’s architecture,
MAVPN can be easily realized by integrating existing layer-based technologies.
Next, from various perspectives, we will evaluate the advantages and disadvan-
tages of integrating MAVPN into layers 2, 3 and 4 of the network layer model.

2 Layered MAVPN Architecture

In this section we will explain our proposed layered MAVPN architecture. With
existing PPVPN, due to its site-to-site VPN tunnel connection method, it is
not possible for users to make their own VPN connections with other users.
Also, with existing extranet technology it is not possible to simultaneously make
a number of VPN connections. To address these problems, we have proposed the
MAVPN architecture.

To realize MAVPN, the following three main processes are required. First,
provide a base network. Then, build various VPNs on top of the base network.
Finally, provide VPN control functions so users can access multiple VPNs se-
curely and simultaneously.

The actual implementation of these processes appears to be complex and dif-
ficult. However, by building these three processes on existing network technology
through layers, we believe it implementation will be relatively simple.

For example, since existing PPVPN constructs a logical network over a base
network, it is expected that an additional layer for VPN control functions can
be easily provided.

Below, we discuss the required features for each of three layered network levels
(physical network level, logical network level, user network level). A definition
of terms for each network level is shown in Tab. 1.

First, we will discuss the Physical Network Level (PNL). The PNL pro-
vides the network that serves as the foundation for building a VPN. Figure 1 is
a graphical representation of the PNL. As shown in Fig. 1, nodes such as routers,
switches and hosts are connected by links.

Next, we will discuss the Logical Network Level (LNL). In the LNL, a VPN is
formed on top of the network provided by the PNL. With PPVPN, the site is the
basic unit in forming a VPN. With the MAVPN LNL, however, we introduce the
concept of host entity as the basic unit. This entity could be host users, user-level
applications or server programs. In this paper, the term “entity” is defined for
intended application in VPN services targeted to Application Service Providers
(ASP) or for multi-OS usage. Figure 2 graphically represents the LNL. As shown
in Fig. 2, an entity-based VPN is created through specifying the entity as the
basic unit for authentication. It should be noted that such an entity-based VPN
can be implemented using several existing VPN technologies.

Finally, we will discuss the User Network Level (UNL). The UNL controls
access from the entity to each VPN when the entity simultaneously connects
to, or is multiply associated with, multiple VPNs. Specifically, it provides the
controls which let the entity transparently connect to and use multiple VPNs,
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host
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node

Fig. 1. Physical Network Level (PNL) in MAVPN architecture

Fig. 2. Logical Network Level (UNL) in MAVPN architecture

as well as preventing unauthorized access across any other associated VPNs.
Figure 3 is a graphic representation of the UNL. Note that the UNL utilizes some
information stored in the packet for associating an entity with the corresponding
VPN. Such association function can be performed at routers or other network
devices.

3 Three Typical MAVPN Architecture

Because current wide-area connection services are commonly provided through
network layer 2 or layer 3, we consider the PNL to be realized through network
layer 2 or 3. Likewise, we consider the UNL to be realized through Layer 3 or
Layer 4. Therefore, in this paper, we will discuss the following three MAVPN
architecture types which are based on the three layered network levels.
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Fig. 3. User Network Level (UNL) in MAVPN architecture

Table 1. Definition of terms

Terms for Physical Network Level

Host Terminal, PC

Node Devices like Hostśıñrouters, and switches

Link Physical line between nodes

Terms for Logical Network Level

Entity Users, user-level applications, and server programs on hosts

VPN Virtual closed network consist of entities

User for Logical Network Level

Multiple Association A single entity simultaneously connects to multiple VPNs

3.1 Architecture 2-3-4

Architecture 2-3-4 uses different network layers for each of the physical, logical,
and user network levels. Architecture 2-3-4 is explained below.

First, the PNL is realized from information in network layer 2. The layer 2
network could be provided by Ethernet or MPLS [7], for example.

Second, the LNL is realized from information in network layer 3. The layer
3 network could be provided through MPLS-VPN [8], for example.

Next, the UNL is realized from information in network layers 4 and higher.
For this method, the LNL, using information in packets from layer 4 or higher,
would send packets from the entity to the appropriate multiply-associated VPN.

3.2 Architecture 2-2-3

Architecture 2-2-3 uses network layer 2 information for PNL and LNL, and
network layer 3 information for the UNL. Architecture 2-2-3 is explained below.
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Fig. 4. Three typical MAVPN architectures

First, the PNL is realized from information in network layer 2. The layer 2
network could be provided by Ethernet or MPLS, for example.

Second, the LNL is realized from information in network layer 2. The layer 2
network could be provided by IEEE 802.1Q VLAN [9] or L2TP [10], for example.

Next, the UNL is realized from information in network layer 3. For this
method, the LNL, using information in packets from layer 3, would send packets
from the entity to the appropriate multiply-associated VPN.

3.3 Architecture 3-3-3

Architecture 3-3-3 uses network layer 3 information for each of the physical,
logical and user network levels. Architecture 3-3-3 is explained below.

First, the PNL is realized from information in network layer 3. The layer 3
network could be provided by IP or other protocols, for example.

Second, the LNL is realized from a tunneled layer 3 network. The tunneling
used in layer 3 could be provided by IPSec [11] or other protocols, for example.

The UNL is realized from information in network layer 3. For this method,
the LNL, using information in packets from layer 3, would send packets from
the entity to the appropriate multiply-associated VPN.

For each of these MAVPN architectures, Fig. 4 shows the relation of the three
levels (physical, logical, user) and the layers in the OSI reference model.

4 Evaluating MAVPN Architecture
from Several Viewpoints

In this paper, from several viewpoints, we will quantitatively evaluate the ad-
vantages and disadvantages of these three MAVPN architecture types.
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When considering its expected application in the formation of a cyber-society,
MAVPN must be able to operate on an extremely large network. For this reason,
it is most preferable to have a high degree of scalability in numbers of nodes,
VPNs and entities. Therefore, it is necessary to evaluate the scalability of these
objects.

Also, in the past few years, the size of content on the Internet has mush-
roomed. For this reason, it is most preferable that transmission speeds under
MAVPN are fast. Therefore, it is necessary to evaluate transmission speed.

Additionally, it is preferable that MAVPN users be able to use various types
of network services. Therefore, it is necessary to evaluate the numbers of usable
services.

Finally, it is preferable that MAVPN be flexible enough to meet user needs
through ease of VPN configuration and VPN connection to entities. Therefore,
it is necessary to evaluate entity and VPN manageability.

5 Evaluating MAVPN

5.1 Scalability (Number of Nodes, VPNs and Entities)

We evaluate the three MAVPN Architectures 2-3-4, 2-2-3, and 3-3-3 from the
viewpoint of node, VPN and entity scalability.

Node Scalability Scalability of nodes in MAVPN is determined by the scala-
bility of nodes in the PNL. These are considered below for each of the MAVPN
architecture types.

– Architecture 2-3-4
The physical network layer is created through network layer 2. Because of
this, node scalability is more negatively impacted than Architecture 3-3-
3 which uses network layer 3. For example, a typical layer 2 protocol like
Ethernet is more negatively impacted in terms of scalability than a typical
layer 3 protocol like IP.

– Architecture 2-2-3
The physical network layer is created through the network layer 2. For this
reason, node scalability is more negatively impacted than Architecture 3-3-
3. On the other hand, scalability is comparable to Architecture 2-3-4, which
also uses network layer 2 for the PNL.

– Architecture 3-3-3
The physical network layer is created through the layer 3 network. For this
reason, scalability is excellent as compared to Architecture 2-3-4.

Based on the above examination, Architecture 3-3-3 excels most in node
scalability.
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VPN Scalability VPN scalability in MAVPN is determined by VPN scalability
in the LNL. These are considered below for each of the MAVPN architecture
types.

– Architecture 2-3-4
For the LNL, the scalability of number of VPNs is determined by what type
of layer 3 network is used. For example, if using MPLS VPN, by stacking
MPLS labels, a high degree of scalability is possible.

– Architecture 2-2-3
For the LNL, the scalability of number of VPNs is determined by what type
of layer 2 network is used. For example, if using IEEE 802.1Q tagging VLAN,
by stacking tags, a high degree of scalability is achievable.

– Architecture 3-3-3
For the LNL, the scalability of number of VPNs is determined by what
type of layer 3 network is used. For example, if using a common tunneling
technology like IPSec, it is necessary to connect a mesh of VPN tunnels
between entities. Due to the limitation in the number of tunnels, the VPN
scalability is limited. For instance, the maximum number of IPSec tunnels
(number of SAs) is restricted to the available memory or system resources
of the connected nodes.

Based on the above examination, Architectures 2-3-4 and 2-2-3 excel most
in VPN scalability.

Entity Scalability Entity scalability in MAVPN is determined by UNL scala-
bility. These are considered below for each of the MAVPN architecture types.

– Architecture 2-3-4
Architecture 2-3-4 uses network layer 4 and higher information. In this case,
since entity identification is based on network layer 4 or higher information,
there is no restriction on the number of entities inherited from the physical
or LNL. Therefore, for entity scalability, this architecture excels most when
compared with the other MAVPN architecture types.

– Architecture 2-2-3
Since Architecture 2-2-3 uses network layer 3 information in the UNL, the
number of entities is restricted by logical address limitations in network layer
3. For example, if using a typical layer 3 protocol like IPv4, the entity limit is
determined by the IP address limit (232). However, as IPv6 is adopted, this
entity limitation is resolved. For this reason, excellent scalability is expected
for the near future.

– Architecture 3-3-3
Architecture 3-3-3, like Architecture 2-2-3, uses network layer 3 information
for the UNL and therefore is restricted by layer 3 logical address limitations.
However, like Architecture 2-2-3, in the near future the entity limitation is
expected to be resolved. For this reason, excellent scalability is expected for
the near future.

Based on the above examination, any of the architecture types are expected
to enjoy good entity scalability for the future.
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5.2 Transmission Speed

We evaluate the three MAVPN Architectures 2-3-4, 2-2-3, and 3-3-3 from the
viewpoint of transmission speed. Since the most complex operations are per-
formed at the UNL, it is necessary to consider the transmission speed scalability
within this level. These are considered below for each of the architecture types.

– Architecture 2-3-4
At the UNL, it is necessary to process information from network layer 4 and
higher. Therefore, compared to the other two architectures, performance at
the UNL is expected to be poor. Therefore, when compared to the other two
architecture types, we expect Architecture 2-3-4 performance to suffer the
most.

– Archtecture 2-2-3
At the UNL, it is necessary to process information from network layer 3.
Therefore, compared to Architecture 2-3-4, which processes layer 4 and
higher data, faster processing speeds in the UNL are expected. Therefore,
we expect performance to be better than Architecture 2-3-4.

– Archtecture 3-3-3
At the UNL it is necessary to process data from network layer 3. Therefore,
compared to Architecture 2-3-4, which processes layer 4 and higher data,
faster processing speeds in the UNL are expected. Performance is expected
to be similar to Architecture 2-2-3 which also processes information from
network layer 3.

Based on the above examination, Architectures 2-2-3 and 3-3-3 excel the
most in link speed scalability.

Usable Service Scalability We evaluate the three MAVPN Architectures 2-3-
4, 2-2-3, and 3-3-3 from the viewpoint of usable service scalability. Since usable
services are dependent on the protocols available to the user, it is necessary to
consider the protocols used in forming the UNL. These are considered below for
each of the architecture types.

– Architecture 2-3-4
Since the UNL handles information from network layer 4 and higher, com-
pared to MAVPN architectures which handle layer 3 information, there are
fewer protocols available to users. Therefore, as compared to other MAVPN
architectures, Architecture 2-3-4 suffers from lack of usable protocols.

– Architecture 2-2-3
Since the UNL handles information from network layer 3, there are more
usable protocols available to users than MAVPN Architecture 2-3-4, which
handles information from layer 4. Therefore, this architecture excels over
Architecture 2-3-4 in the number of available protocols for users.

– Architecture 3-3-3
In Architecture 3-3-3, the UNL handles information from network layer 3.
When compared with Architecture 2-3-4 which handles network layer 4 and
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higher information, Architecture 3-3-3 excels in the number of available pro-
tocols for users. However, depending on the tunneling technology that Ar-
chitecture 3-3-3 uses, the number of protocols available to users may be
limited. For example, when using a currently common tunneling technology
like IPSec, the number of protocols available to users is limited. For this
reason, when compared with Architecture 2-2-3 which handles information
from network layer 3, the number of usable services available to Architecture
3-3-3 users is worse.

Based on the above examination, in terms of number of services available
to users, the suitability of the architectures is ranked from best to worst as:
Architecture 2-2-3, 3-3-3, 2-3-4.

5.3 VPN Management

Evaluation of the ease of management of Architectures 2-3-4, 2-2-3, and 3-3-3
will be the topic of a future discussion.

5.4 Overall Evaluation Result

Table 2 shows the overall evaluation result as discussed in the previous sections.
With regards to the evaluated criteria, of the three architectures (2-3-4, 2-2-3,
3-3-3), Architecture 2-2-3 excels most overall. Based on these results, we plan
to further direct our attention to Architecture 2-2-3, including development of
a prototype.

Table 2. Evaluation of each architecture

Viewpoints 2-3-4 2-2-3 3-3-3

Scalability Number of Nodes 
 
 ©
Number of VPNs © © ×
Number of Entities © 
 


Transmission Speed × © ©
Usable Service × © 

Total × © 

©: good 
: no good ×: bad

6 Conclusion and Topic for Future Discussion

In this paper we have proposed a new VPN architecture which would allow users
to be multiply associated with several VPNs simultaneously. First, we proposed
a VPN architecture which would allow users to multiply associated with multiple
VPNs. We also discussed the required functionality. The VPN architectures pro-
posed in this paper are layered in configuration, with three network levels (PNL,



856 Yoshihiro Hara et al.

UNL, and UNL). After determining the functional requirements and evaluat-
ing how each representative architecture type’s utilized network layer 2, 3, and
4 in realizing each of the network levels, we were able to conclude that that
Architecture 2-2-3 was superior. Topics for future discussion include evaluating
a wider range of criteria such as manageability, security, reliability, and building
an MAVPN prototype to run with existing network technology.
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Abstract. Active networks are novel approach to providing the flexibil-
ity in the network and service by allowing the network infrastructure to
be programmable by using active packet, in which a traditional packet
is replaced by a program which controls a behavior of nodes in the net-
work. However, active packet may create new vulnerabilities at active
node and attacks using those vulnerabilities can spread over network
by mobility of active packet easily and rapidly. To be beforehand with
preventing these attacks, we need the more scalable model than existing
vulnerability analysis model. We present the Scalable Vulnerability Anal-
ysis Model which can manage vulnerable nodes quickly and efficiently in
active networks. This approach provides good scalability by distributed
vulnerability checking mechanism based on policy and fast adaptability
by automated deploying mechanism of new vulnerability checking code.
This approach will be suitable in large scale active networks.

1 Introduction

With the dramatic development in the network technology, various applications
and services based on the network have been increasing. But, several important
problems with existing networks were identified: the difficulty of integrating new
technologies and standards into the shared network infrastructure, the poor per-
formance due to redundant operations at several protocol layers, and the dif-
ficulty in accommodating new services in the existing architectural model [1].
In order to solve these problem, the concept of active networks was introduced
from discussions within the broad DARPA (Defense Advanced Research Projects
Agency) research community in 1994 and 1995 on the future direction of net-
working system [1]. Until now, researches regarding active networks have been
actively progressing.
� This study was partially supported by a grant of the Korea Health 21 R&D Project,
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Because intermediate nodes can execute program code within packet and
modify content of packets, active networks are called ’active’. The active net-
work technologies present new direction for flexible, fast, and scalable service
deployment. On the other hand, security issues about active networks are ap-
pearing.

Threats to network infrastructure are intimately tied to the model used for
sharing the infrastructure. As it stands, the infrastructure of existing networks is
vulnerable to not only various DoS (Denial of Service) attacks but also other var-
ious attacks such as traffic analysis. In active networks, the execution of program
at intermediate nodes accompanies more security holes relatively to infrastruc-
ture of existing networks. Active networks, being more flexible, considerably
expand possibilities of the threat [5].

Most threats or attacks start with scanning vulnerabilities of the network
or the system. Therefore, those factors of risk could apparently decrease if any
preventive action could be performed after checking vulnerabilities. Researches
about vulnerability analysis management architecture have been performed and
many management systems for vulnerability analysis have been developed in the
existing network system, but any researches in the active networks have not been
done yet [4].

In this paper, we describe the SVAM (Scalable Vulnerability Analysis Model)
as our proposed model which can manage vulnerable nodes actively and ef-
ficiently in active networks. Section 2 introduces backgrounds of the SVAM.
Section 3 describes the requirement of vulnerability analysis model in active
networks, and then describes the framework and procedures of the SVAM in
detail. Section 4 specifies the performance evaluation model in the aspect of
scalability and proves the improvement of performance of our model. At last,
section 5 summarizes our work and discusses future works.

2 Backgrounds

2.1 Active Networks and Their Security Considerations

Active networks allow intermediate routers to perform computations up to the
application layer. In addition, users can program the network by injecting their
programs into it [7]. These programs travel inside network and are executed at
intermediate nodes resulting in the modification of their state and behavior [1].
The packet of active networks can be regarded as programs. We call these pack-
ets ’active packets’. The common active packets consist of program and data. We
call these intermediate nodes ’active nodes’ to distinguish them in existing net-
works. Figure 1 shows the concept of active networks. The active node consists
of NodeOS (Node Operating System), EEs (Execution Environments), and AAs
(Active Applications) [6]. NodeOS provides services such as packet scheduling,
resource management, and packet classification. In addition, it provides services
of physical resource access for EEs that operates on NodeOS. EE handles active
packet and offers environment in which evaluates active packet. Four EEs are
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Fig. 1. The concept of active networks

currently operated and studied in ABone (Active Network Backbone): ANTS
(Active Node Transfer System), PLAN (Packet Language for Active Network),
ASP (Active Signaling Protocol), and CANES (Composable Active Network El-
ements) [2]. At last, AA is a program which is executed by the VM (Virtual
Machine) of the particular EE. AA is implemented as customized service for end
user applications, using the programming interface supplied by the EE. AAs
are embodied in various forms according to implementation method of active
networks.

Execution of spontaneous code on active networks has the advantage of flex-
ibility and scalability, but it has several security considerations for itself. Active
packet may misuse active nodes, network resources, and other active packets
in various ways. Also, active node may misuse active packets. Some of possible
problems that may occur are the following: Damage, Denial of Service, Theft,
and Compound attack [7]. Currently, there are several researches to solve security
issue by providing active node with integrity, safety, privacy, and availability [8].
But any researches about vulnerability analysis have not been done yet. There
is fundamental limitation on perfectly securing active node. So, there still is po-
tential vulnerability in the active node. Therefore, by checking vulnerability of
active node in advance, we have to protect active node and entire network from
external attack.

2.2 Existing Vulnerability Analysis Models and Their Weaknesses

XVAMs (eXisting Vulnerability Analysis Models) can be classified into host
based vulnerability analysis models and network based vulnerability analysis
models. In this paper, as comparative model for our proposed model, we mainly
deal with remote network based vulnerability analysis model. Network based
vulnerability analysis is model that protects components on the network from
external intruder by detecting vulnerability of important system like firewall and
web server of domain in remote position.
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Centralized server-client based architecture that is general in this vulner-
ability analysis model is shown in Fig. 2. General vulnerability analysis model
usually goes through following conception: Policy Establishment → Target Node
Setup → Gathering Data → Induction Data → Report [4]. According to this pro-
cedure, manager which audits and analyzes vulnerabilities is placed at center.
And managed nodes execute auditing by command from the manager and re-
turn the result. It is easy to install, implement, backup, renew, and maintain in
one node that have major data and information, but single point of failure can
be occurred. Other weaknesses of centralized vulnerability analysis model are
follows.

Weak Extensibility and Scalability If managed node is added, additional
agent needs to be installed by administrator. As the number of managed node
increases, more information will be come up to be managed and manipulated.
That is why bottle-neck and overhead can be occurred.

Slow Adaptability for New Vulnerability Renewal of the system for newly
discovered vulnerability has to be manually done by administrator. It creates
the delay to update.

3 SVAM

3.1 The Requirement of Vulnerability Analysis Model
in Active Networks

The requirements of vulnerability analysis model based on active networks are
following.

Consideration for Large Scale Network Attacks that are made in existing
networks damage not only several systems but also whole network. In active
networks, because these attacks use mobility of active packet to gain more
artificial intelligence, more damages could be added. To be beforehand with
preventing these attacks, design of vulnerability analysis model should be
considered not just the system itself, but the large scale network.

Managing Node

agentn-1

Manager CheckRequest/Response

Edge Router

agentnagent2agent
1

Fig. 2. Centralized vulnerability analysis model in existing networks
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Scalable Vulnerability Analysis To don’t affect the performance of entire
network, the managed node should be easily expanded.

Fast Adaptability for New Vulnerability Because it is expected to have
more active attacks in active networks, there should be fast responses for
new vulnerabilities.

3.2 The Framework of the SVAM

The SVAM is the model which overcomes flaws of XVAMs but maintains merit
of those. Figure 3 shows how the framework of the SVAM is modeled. Managed
domain is new concept that is defined to divide large scale network into small
managed areas and is a unit that vulnerability analysis policy is applied and
scheduled in. The SVA Coordinator is lying on between the SVA Manager and
the managed node. The SVA Manager is responsible for establishing and de-
ploying policy; the SVA Coordinator is responsible for checking vulnerabilities.
Dotted line a in Fig. 3 represents policy-distributing flow in managed domain,
straight line represents vulnerability-checking flow in the SVA Coordinator and
dotted line b represents deploying flow of vulnerability checking code for new
vulnerability. The managed node is an end node which is managed by the SVA
Manager in managed domain. It can be either an active node or a non-active
node. Information of all managed nodes is registered and managed by the SVA
Manager. The managed domain includes one SVA Manager, vcCapsule reposi-
torys, and SVA Coordinators. The each component works as described below.

SVA Manager The SVA Manager has charge of managing its domain, that
is, it manages managed nodes, SVA Coordinators, and the list of their vul-
nerabilities. It also configures policy for vulnerability analysis for each man-
aged node and distributes the policy among SVA Coordinators that man-
aged nodes are included. These policies will be usually distributed through
vpCpasule. Also it receives results of checking vulnerabilities from SVA Co-
ordinators and reports those to administrator.

Managed Domain

SVA Manager

primary
vcCapsule
Repository

Managed Node

SVA Control Flow

SVA Check Flow

New vcCapsule

Deploying Flow

Core Router

Edge Router

vpCapsule

vcCapsule

SVA Coordinator

auxiliary
vcCapsule
Repository

a

b

Fig. 3. The framework of the SVAM
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SVA Coordinator The SVA Coordinator works on the edge router that is an
active node in managed domain. The SVA Coordinator inspects vulnerabil-
ities of managed nodes on subnet that are connected with itself, by policy
received from the SVA Manager. When it wishes to check vulnerability for
certain managed node, if vcCapsule does not exist in capsule cache, it re-
ceives vcCapsule from nearby the vcCapsule Repository.

vcCapsule Repository In managed domain, several vcCapsule repositories
exist. One of them gets ’primary’ permission and the others get ’auxil-
iary’ permission. The vcCapsule Repository keeps vcCapsule which checks
vulnerability and provides the SVA Coordinator with vcCapsule. And the
vcCapsule Repository is responsible for deploying new vcCapsule. The first
deployment of new vcCapsule is done by the primary vcCapsule Repository.

The SVAM has three procedures: procedure for distributing policy, proce-
dure for checking vulnerability, and procedure for deploying new vcCapsule.
Figure 4 shows procedures for distributing policy and checking vulnerability.
Process in the gray box shows when vcCapsule isn’t in the cache, so the SVA
Coordinator receives vcCapsule from the vcCapsule Repository for checking vul-
nerabilities towards the managed node. In the case of procedure for deploy-
ing new vcCapsule, when new vcCapsule is generated, it will be registered at
primary vcCapsule Repository. If registration completes at the SVA Manager,
the primary vcCapsule Repository deploys vcCapsule to auxilary Repositories
in same domain. The Repository that received new vcCapsule registers to its
vcCapsuleBase and deploys vcCapsule to nearest the Repository. By this pro-
cess, new vcCapsule can be spread all over the managed domain. As shown above,
workloads for all managed nodes that are concentrated on the SVA Manager,
are distributed to the SVA Coordinator on edge router that is the nearest from
each managed node. As the number of managed node increases, workload of the
SVA Manager slowly increases by the SVA Coordinator that is naturally added.
Also, fast deployment of information and checking code about newly discovered
vulnerability by the vcCapsule Repository can provide enhanced adaptability in
networks. The SVAM can solve problems in XVAMs and can expect improve-
ment of network performance.

3.3 Capsules

As we described briefly in before Section, policy-distribution by the SVA Man-
ager or vulnerability-checking by the SVA Coordinator is done by capsule. Cap-
sule used in the SVAM is designed based on ANTS and has two types like
following.

vpCapsule(vulnerability policy-distributing Capsule) A policy is set on
the basis of vulnerability. Policy is defined when will do some vulnerabilities
check to some node. vpCapsule is a control capsule that contains policy infor-
mation for each vulnerability. vpCapsule is generated by the SVA Manager
and is transmitted to the SVA Coordinator.
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setupPolicy
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vcCapsule
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send vcCapsule

: SVA Coordinator

checkSchedule

checkCache
[vcCapsuleid]

Vul. Checking

report
Result

Fig. 4. A sequence diagram of deploying policy and checking vulnerability

vcCapsule(vulnerability-checking Capsule) vcCapsule is a checking cap-
sule that checks specific vulnerability at the SVA Coordinator. vcCapsule
contains code that checks specific vulnerability. A kind of this code is fol-
lowing; port scanning, http vulnerability checking, and so forth.

4 Performance Evaluations

In this Section, we specify the performance evaluation model which evaluates
XVAMs and the SVAM in the aspect of scalability. After that, evaluation result
is followed.

Intermediate Router 

subnet

Managed Node
Edge Router

SVA Manager

Fig. 5. The network model for evaluations
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Table 1. A parameter for modeling and vaule of the parameter

Parameter Description Value

NS The number of subnet in the managed domain 3

NN The maximum number of managed node in one subnet 254

N Total number of managed node NS × NN

Ri The number of request of vulnerability checking to ith of man-
aged node

10

LV Length of packet for checking vulnerability of OS finger print
(LV = IPHeader + TCPHeader)

40 bytes

Ncapsule Length of vpCapsule and vcCapsule (Lcapsule = IPHeader +
UDPHeader + ANEPHeader + ANTSHeader + payload)

100 bytes

δ1 Network average delay from SVA Manager to edge router 100 ms

δ2 Network average delay from edge router to managed node 20 ms

β Network bandwidth 300 KB/s

Figure 5 shows network model for evaluation. Assumption is posed for mod-
eling is followed.
Assumption 1 Network has equivalent network bandwidth among all nodes.
Assumption 2 δ1 ≥ δ2

Assumption 3 The maximum number of managed node in one subnet is 254.
Assumption 4 In the case of the SVAM, vcCapsule was deployed by vcCapsule
deploying mechanism in the SVA Coordinator for evaluation in advance.

Table 1 shows parameter used in the modeling. The parameter is defined for
performance evaluations in mobile agent environment which is similar to active
networks in the aspect of mobility of code [3].

In the case of XVAMs, for checking one vulnerability, a pair of request and
response is occurred. If there is Ri request of checking vulnerability to ith of
the managed node, traffic occurs with double of LV . LXV AM represents total
network load which occurs in XVAMs. TXV AM is consumption time on networks
which spends to perform network traffic of LXV AM in XVAMs.

LXV AM = 2
N∑

n=1

Rn∑
r=1

LV , TXV AM = 2
N∑

n=1

Rn∑
r=1

(δ1 + δ2) +
LXV AM

β
(1)

Equation (1) represents LXV AM and TXV AM . Because request and response
occurs double of Ri for managed nodes of N number,

∑N
n=1

∑Rn

r=1 (δ1 + δ2) delay
is added to TXV AM .

In the case of the SVAM, it must be separately considered that policy
deploying-process from the SVA Manager to the SVA Coordinator and vul-
nerability-checking process from the SVA Coordinator to each managed node.
LPSV AM is a network load and TPSV AM is consumption time for policy-deploy-
ing process; LVSV AM is a network load and TVSV AM is a consumption time for
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Fig. 6. Comparison of network consumption time regarding the number of managed
node

vulnerability-checking process. Equation (2) represents total network load and
total consumption time of the SVAM.

LSV AM = LPSV AM + LVSV AM , TSV AM = TPSV AM + LVSV AM (2)

Policy is deployed to each SVA Coordinator of each managed node. The SVA
Coordinator in every subnet is one. So, LPSV AM and TPSV AM are calculated
as (3). Unlike XVAMs,

∑NS

n=1 δ1 delay is added to TPSV AM .

LPSV AM =
NS∑
n=1

LvpCapsule, TPSV AM =
NS∑
n=1

δ1 +
LPSV AM

β
(3)

Equation (4) and (5) are used for calculating LVSV AM and TVSV AM .
NS

(∑NN

n=0

∑RN

r=1 (2LV )
)

of LVSV AM is workload of checking vulnerability from

the SVA Coordinator to managed nodes. NS

∑Rn

r=1 LvcCapsule of LVSV AM is
workload of returning vulnerability-checking result.

LVSV AM = NS

(
NN∑
n=0

Rn∑
r=1

(2LV ) +
Rn∑
r=1

LvcCapsule

)
(4)

TVSV AM = NS

NN∑
n=1

Rn∑
r=1

δ2 +
NS∑
n=1

δ1 +
LPSV AM

β
(5)

Finally, equation (6) and (7) are used for calculating total network load and
total consumption time in the SVAM.

LSV AM =
NS∑
n=1

LvpCapsule + NS

(
NN∑
n=0

Rn∑
r=1

(2LV ) +
Rn∑
r=1

LvcCapsule

)
(6)
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TSV AM = 2
NS∑
n=1

δ1 + NS

NN∑
n=1

Rn∑
r=1

δ2 +
LPSV AM + LVSV AM

β
(7)

Comparing network consumption time of XVAMs with that of the SVAM by
the number of managed node and vulnerability checking is depicted in Fig. 6.
That is result of evaluation applying sample data to performance evaluation
model. The sample data is listed value column in Table 1. As showed at Fig. 6,
consumption time of the SVAM is fewer than that of XVAMs.

5 Conclusion and Future Works

This paper describes the SVAM as vulnerability analysis model which can man-
age in active networks actively and efficiently. The SVAM makes more adaptive
and more scalable than XVAMs by distributing workload of the SVA Manager
among SVA Coordinators.

Recently, we are implementing the SVAM in ANTS-based active networks.
After completing implementation, we will work performance evaluation by var-
ious methods. In addition, because the SVAM is based on ANTS-based active
network, it has limitation. In the future work of this study, not only ANTS, but
also general SVAM which can support various EEs will be created.
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Abstract. ATC (Abnormal traffic controller) is presented as next gen-
eration security technology to securely support reliable Internet service
in traffic-intended unknown attack. The key concept of the ATC is abnor-
mal traffic monitoring and traffic control technology. When fault factors
exist continuously and/or are repeated, abnormal traffic control guar-
antees service completeness as much as possible. The ATC with control
policy on abnormal traffic is superior to the ATC with blocking policy
as well as conventional network node, when the ratio of effective traffic
to abnormal traffic is higher than 30%. As the proposed ATC can be
applied to the edge point of backbone network as well as Internet access
point, it guarantees network survivability and provides reliable Internet
service.

1 Introduction

Recently the trend of cyber attack is shifted from simple system attack to net-
work attack that makes specific service stopped [1,2]. As an example, Internet
worm made Internet service stopped in Jan. 25, 2003. Unknown attack is becom-
ing current trend in global network environment. When unknown attack occurs,
network nodes mainly make a decision that input traffic is not malicious but sus-
picious traffic. If most of abnormal traffic is the traffic made by malicious attack,
it is meaningless to serve abnormal traffic. Therefore, we need a mechanism to
control abnormal traffic.

In security aspects, representative researches on reliable Internet service are
DARPA FTN (Fault tolerant network) [3] and Arbor Inc. Peakflow [4]. When
Peakflow measures, aggregates and correlates security data, it depends on traffic
analysis of the CISCO netflow. It can be only applied to the environment that
CISCO routers exist.

In this paper, ATC (Abnormal traffic controller) is presented as next gener-
ation security technology to securely support reliable Internet service. The key
concept of the ATC is abnormal traffic monitoring and traffic control technol-
ogy. When fault factors exist continuously and/or are repeated, abnormal traffic
control guarantees service completeness as much as possible.
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This paper is organized as follows: next section presents a general descrip-
tion of the concept of the ATC. The tele-traffic model is presented in section
3 and performance measures in section 4. In section 5 some numerical results
are presented that indicate the performance improvement achieved by the ATC
scheme while in section 6 conclusions are given.

2 The Proposed Scheme

Recently unknown attack frequently happens and it will be usual in the future.
In the case of unknown attack, security devices such as IDS, IPS and security
appliance have false-positive decision about ISP ingress traffic from customer
network.

Security device has a difficulty whether it makes blocking or passing abnormal
traffic, because some of abnormal traffic is effective traffic, where the effective
traffic means not a corrupted traffic but a real traffic generated by the Internet
user. The proposed ATC as shown in Figure 1 has a security policy of soft firewall
function on abnormal traffic to protect effective traffic among abnormal traffic.

Assume that the ATC is located nearby access network nodes such as DSLAM
in ADSL technology. The ATC is a kind of front-end-processor and is operated
as plug-in type in network node or standalone system. Consider that the ATC
monitors the start time and the end time of virtual connection per a session. For
session management in security node, Internet traffic can be modeled as Erlang
loss formula like voice traffic.

Assume that the Packet Monitor can perform flow based packet monitoring.
If a packet is doubted as a corrupted packet, it is considered as abnormal traf-
fic. Giving the lower priority to the abnormal traffic controls abnormal traffic.
Control policy can be blocking or rate limiting. By doing so, corrupted packets
have a lower survivability and total throughput may be increased.

Arrivals Sessions in Queue 

Queue Servers 

Network node 

Abnormal Traffic Controller 

Packet Monitor 

Packet Drop 

Servers 
Abnormal traffic

Normal traffic

Fig. 1. ATC service model
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3 Tele-traffic Model

In this section, the mathematical model of the proposed scheme is proposed. For
quality guaranteed mission critical service, it can be usual to use virtual channel
service in access network nodes in the future. And the sessions are served by
virtual channel connection like telephone channel. In [5], the arrival events of
WWW or FTP sessions within a WAN environment can be well modelled by
a Poisson process with fixed hourly rates. It is considered that session duration
time follows Pareto distribution as well as exponential distribution.

3.1 Arrival Process of a Session Event

Consider the ATC consisting of n channels with an infinite session caller pop-
ulation. If an arriving session finds all n channels busy, it does not enter the
system and is lost instead. The arrival of a session is likely to approximate the
statistics of a homogeneous Poisson process with fixed hourly rates. The Poisson
process can be characterized as a renewal process whose inter-arrival times are
exponentially distributed with rate parameter λ such that

F (t) = 1 − e−λt. (1)

Then, successive new session attempts in the ATC is given by

λs = λ(1 − Pb). (2)

Where Pb is the probability of new session blocking.

3.2 A Session Size and Session Duration Time

How can the file of a session be described statistically? To be statistical analysis,
session size is converted to time coordinate. Assume that basic 1Mbits/s virtual
channel is used and overhead of session such as packet header, packet acknowl-
edgement, etc is 50%. Also assume that a session consist of 5 files. Then, Table
1 gives duration time of a session.

We assume that session duration times are independent, exponentially dis-
tributed random variables with parameter μ and independent of the session
arrival process. For session duration time Ts , exponential distribution can be

Table 1. Session duration time

Size category File size Session size(5files) Session duration time

Small 5 ∼ 100kbytes 25 ∼ 500kbytes 0.4 ∼ 0.8s

Medium 100 ∼ 1000kbytes 500 ∼ 5000kbytes 8 ∼ 80s

Large 1 ∼ 5Mbytes 5 ∼ 25Mbytes 80 ∼ 400s
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considered owing to easiness of statistical analysis. That is, session duration time
follows exponential distribution with mean 1/μ. The PDF is given by

f(t) = μe−μt. (3)

Where μ is session service rate.
More realistically, the overall statistics of data files are well approximated by

the Pareto distribution [5,6]. In this paper, medium size of a session is considered
similar to voice traffic.

3.3 Arrival Process of a Channel Failure Event and Repair Time

Assume that the times to channel failure and repair are exponentially distributed
with mean 1/γ and 1/τ , respectively. Also assume that all channels share a single
repair facility.

3.4 Abnormal Traffic

There are two factors on abnormal traffic to be considered in global network:
the first is the ratio of abnormal traffic to total arrival traffic; and the second is
the ratio of effective traffic to abnormal traffic. Define Qat the ratio of abnormal
traffic to total arrival traffic and Qea the ratio of effective traffic to abnormal
traffic. To find Qat and Qea is beyond the scope of this paper. In the following,
the proposed ATC scheme is analyzed with the given value of Qat and Qea to
show the effect of the ATC scheme comparing with the conventional scheme.
Assume that the inter-arrival time and service time of abnormal traffic session
are exponentially distributed with mean 1/ζ and 1/ν, respectively

4 Performance Measures

4.1 Erlang Loss Model for Conventional Network Node
with Abnormal Traffic

In burst fault environment with malicious attack, performability composes of
performance and the affection of abnormal traffic. Ref [7] showed the composite
model for the combined performance and availability analysis and the state dia-
gram. By using the composite model of Ref [7], we derive the proposed composite
model for the combined abnormal traffic and performance analysis and the state
diagram as shown in Figures 2 and 3. In our approach, a top-level abnormal
traffic model (Figure 2) is turned into a Markov reward model (MRM), where
the reward rates come from a sequence of performance models (Figure 3) and
are supplied to the top-level abnormal traffic model.

The abnormal traffic in the Internet may happen as the result of malicious
attack. The affection of abnormal traffic in network nodes is similar to availabil-
ity model, because abnormal traffic consumes buffers. Abnormal traffic consumes
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Fig. 2. State diagram for the Erlang loss abnormal traffic model

Fig. 3. State diagram for the Erlang loss performance model

system resources by assigning some of resources to serve abnormal traffic. There-
fore, available resources for normal traffic are reduced.

Consider the network node with limited number of resources (or servers), n,
in the resource pool. Hierarchical decomposition is used to obtain an approxi-
mate solution: we first present an upper level abnormal traffic (AT) model that
accounts for the possible resource possession and releases. Finally, the two models
are combined together and give performability measures of interest. The upper
level AT model, as shown in Figure 2, describing the possession and release be-
havior of the system, is abnormal traffic model. Let ψi(i ∈ 0, 1, 2, ..., n) be the
steady-state probability of the CTMC being in state i of upper level abnormal
traffic model. We know that

ψi = i!(ν/ζ)iψ0, i = 1, 2, ..., n (4)

where the steady-state system unavailability occurred by abnormal traffic:

U = ψ0 = [
n∑

i=0

i!(ν/ζ)i]−1 (5)

Consider the performance model with the given number i of non-failed chan-
nels. The quantity of interest is the blocking probability, that is, the steady-state
probability that all buffers are busy, in which case the arriving session is refused
service. The performance model of this system is an M/M/i loss system, and
the state diagram is shown in Figure 3. In this model, the blocking probability
with i channels in the system is given by

Pb(i) =
(λ/μ)i

i!∑i
j=0

(λ/μ)j

j!

(6)
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Attach a reward rate ri to the state i of the abnormal traffic model as the
blocking probability with i channels in the system, that is ri = Pb(i), i # 1
and r0 = 1. Then the required total blocking probability in abnormal traffic
condition can be computed as the expected reward rate in the steady-state and
is given by

Ŷb =
n∑

i=0

riψi = ψ0 + Pb(n)ψn +
n−1∑
i=1

Pb(i)ψi (7)

where ψi is the steady-state probability in abnormal traffic condition that i
non-failed channels are there in the system.

The total loss probability expression above can be seen to consist of three
summands: the first part is system unavailability U happened by abnormal traf-
fic, the second part is the session blocking probability due to buffer full weighted
by the probability that the system is up and the bracketed part on the right-hand
side of Equation (7) is the buffer full probability in each of the degraded states
weighted by the probability of the corresponding degraded state in abnormal
traffic condition.

4.2 Erlang Loss Model for the ATC
with Controlling Abnormal Traffic

The Erlang loss formula in Section 4.1 cannot be applied to the ATC with the
abnormal traffic control function. In this section, we discuss a two level hierar-
chical performability model for the ATC with abnormal traffic control function.
In burst fault environment with malicious attacks, performability composes of
performance, availability and the affection of abnormal traffic control. Then, the
composite model for the combined ATC and performance analysis and the state
diagram is shown in Figure 4. The abnormal traffic in the Internet may happen
as the result of malicious attack. The effect of abnormal traffic control in the
ATC is similar to performance model rather than availability model, because
some of abnormal traffic is survived as normal traffic. Abnormal traffic control
consumes system resources by assigning some of resources to serve abnormal
traffic. Therefore, available resources for normal traffic are reduced. To include
abnormal traffic model, performance model in Figure 3 can be modified as in
Figure 4. Here, the reservation scheme, that is, giving a priority to normal traffic
is used. r is the number of reserved channels and n is total number of channels.

For the simplicity, we consider that the service rates of both normal and
abnormal traffic are the same. Consider the performance model with the given
number i of non-failed channels. The quantity of interest is the blocking prob-
ability, that is, the steady-state probability that all buffers are busy, in which
case the arriving session is refused service. Note that in this performance model,
the assumption is that blocked sessions are lost (not re-attempted). The perfor-
mance model of this system is an M/M/i loss system, and the state diagram is
shown in Figure 4. The blocking probability with i channels in the system with
ATC function is given by
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Fig. 4. State diagram for the Erlang loss composite model (normal + abnormal traffic)

Sb(i) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

((λ+ζ)/μ)i

i!∑i

j=0

((λ+ζ)/μ)j

j!

, i = 0, 1, 2, ..., n− r

((λ+ζ)/μ)n−r (λ/μ)i−n+r

i!∑
n−r

j=0

((λ+ζ)/μ)j

j! +
∑

i

j=n−r+1

((λ+ζ)/μ)n−r(λ/μ)j−n+r

j!

, i = n− r + 1, ..., n

(8)
In this model, the steady-state probability πi for the number i of non-failed

channels in the system [7] is given by

πi =
(τ/γ)iπ0

i!
, i = 1, 2, ..., n (9)

where the steady-state system unavailability is derived by

U = π0 = [
n∑

i=0

(τ/γ)i

i!
]−1 (10)

Attach a reward rate ri to the state i of the availability model as the blocking
probability with i channels in the system, that is ri = Sb(i), i ≥ 1 and r0 =
1. Then the required total blocking probability Ŵnb of normal traffic can be
computed as the expected reward rate in the steady-state and is given by

Ŵnb =
n∑

i=0

riπi = π0 + Sb(n)πn +
n−1∑
i=1

Sb(i)πi (11)

The total loss probability of normal traffic can be seen to consist of three
summands: the first part is system unavailability U by failure-repair; the sec-
ond part is the session blocking probability due to buffer full weighted by the
probability that the system is up, where buffer is used by both normal traffic
and abnormal traffic; and the bracketed part on the right-hand side of Equation
(11) is the buffer full probability in each of the degraded states weighted by the
probability of the corresponding degraded state.

The required total blocking probability Ŵab of abnormal traffic can be com-
puted as the expected reward rate in the steady-state and is given by
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Ŵab =
∑n−r

i=0 riπi +
∑n

i=n−r+1 ri

∑n
i=n−r+1 πi

= π0 + Sb(n − r)πn−r + [
∑n−r−1

i=1 Sb(i)πi +
∑n

i=n−r+1 Sb(i)
∑n

i=n−r+1 πi]
.

(12)
The total loss probability of abnormal traffic can be seen to consist of three

summands: the first part is system unavailability U by failure-repair; the second
part is the session blocking probability due to (n− r) buffer full weighted by the
probability that the system is up, where buffer is used by both normal traffic
and abnormal traffic; and the bracketed part on the right-hand side of Equation
(12) is the buffer full probability in the sum of the degraded states weighted
by the probability of the corresponding degraded state under maximum (n− r)
buffer available for abnormal traffic.

4.3 Effective Traffic Throughput

In performance aspect, effective traffic throughput is important. In this section,
we derive effective traffic throughput between controlling and blocking abnormal
traffic. The effective new session attempts λec in the ATC with control policy is
given by

λec = λ + ζQea (13)

Then, effective new session attempts λeb in the ATC with blocking policy is
given by

λeb = λ (14)

In the same arrival rate, effective traffic of the ATC with blocking abnormal
traffic is lower than that of the ATC with controlling abnormal traffic, even
though the required blocking probability is reversed. The ratio Ebc of effective
throughput between con-trolling and blocking abnormal traffic is given by

Ebc =
λeb

λec
=

λ

λ + ζQea
(15)

5 Numerical Results

In this section, numerical examples for the ATC are shown. As performance
measures, the required blocking probabilities are derived for each of conventional
network node with abnormal traffic and the ATC with controlling abnormal
traffic.

Assumptions are given as follows: The mean new session attempts rate λ =
0.1 ∼ 1.0 sessions/sec; the mean session duration time 1/μ = 100 sec/session;
no. of channels n = 20; no. of reserved channels r = 2; session duration time
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Fig. 6. The effective traffic throughput of the ATC with blocking policy and control
policy in varying Qea of 0.1, 0.3, 0.5 and 0.8

follows exponential distribution; the ratio Qat of abnormal traffic to total arrival
traffic = 0.3; and the ratio Qea of effective traffic to abnormal traffic = 0.8; the
times to channel failure and repair 1/γ = 10000 (53 minuts/year) and 1/τ =
1/μ , respectively; the inter-arrival time and service time of abnormal traffic
session 1/ζ and 1/ν are the same as those of normal traffic session, respectively.
Mathematica V4.2 package was used for numerical calculation [8].

Figure 5 shows required blocking probabilities of the ATC with abnormal
traffic as arrival rate of normal traffic increases. Here, the ratio Qat of abnormal
traffic to total arrival traffic is considered in the interval of 0.1 ∼ 0.6. As Qat

increases, blocking probability increases in the same arrival rate of normal traffic.
But, the difference between blocking probabilities in different Qat is reduced
quite in comparison with conventional network node. For an example, when
arrival rate of normal traffic is 0.15, blocking probabilities in Qat of 0.1, 0.3 and
0.6 are 0.07, 0.107 and 0.150, respectively.

Figure 6 shows the comparison of the effective traffic throughput of the ATC
with blocking policy and control policy on abnormal traffic. Here the assumption
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is the same as above, except for the ratio Qea of 0.1 ∼ 0.8. As Qea increases,
effective traffic throughput increases in the same arrival rate of normal traffic. For
an example, when arrival rate of normal traffic is 0.15, effective traffic throughput
in blocking policy and control policy with Qea of 0.1, 0.3, 0.5 and 0.8 are 0.142,
0.138, 0.146, 0.154 and 0.166, respectively. If Qea is higher than 0.3, the ATC
with control policy is better than the ATC with blocking policy. Else the ATC
with blocking policy is better.

6 Conclusions

The ATC is presented as next generation security technology to securely sup-
port reliable Internet service in traffic-intended unknown attack. When fault fac-
tors exist continuously and/or are repeated, abnormal traffic control guarantees
service completeness as much as possible. In blocking probability and effective
traffic throughput aspects, as shown in numerical results, the ATC with control
policy on abnormal traffic is superior to the ATC with blocking policy as well
as conventional network node.

In the future, the network attack response technology such as the ATC will
gradually apply to the edge point and access point of networks. That is because
users cannot have all security functions in their systems and also ISPs have to
guarantee users for quality such as SLA (Service level agreement) on Internet
infrastructure providing e-services.

References

[1] J.Pescatrore, M. Easley, R.Stiennon, ”Network security platform will transform
security markets,” Gartner, Nov. 2002.

[2] ”State of the NGN : Carriers and vendors must take security seriously,” Gartner,
March 2003.

[3] DARPA FTN, http://www.iaands.org/iaands2002/ftn/index.html.
[4] Arbor Inc., peakflow, http : //www.arbornetworks.com/productsplatform.php.
[5] Vern Paxson, Sally Floyd, ”Wide-area traffic: The failure of poisson modeling,”

IEEE/ACM Transaction on networking, 3(3), pp.226-244, June 1995.
[6] K. S. Kim, M.H. Cho and T. Y. Nam, ”Analysis of Session Admission Control

based on Area (SACA) for Software Download in Cellular CDMA Systems,”
ICOIN’2003 Feb. 2003.

[7] Kishor S. Trivedi, Xiaomin Ma and S. Dharmaraja, ”Performability modeling of
wireless communication systems,” Int. Journal of communication systems, pp.561-
577 May 2003.

[8] Wolfram Inc., Mathematica V4.2, http://www.wolfram.com.



Design of Traceback System

Using Selected Router

Jeong Min Lee, In Gu Han, and Kyoon Ha Lee

Department of Computer Science and Engineering, Inha University at 253
Yonghyun-dong

Nam-gu, Incheon 402-751, Korea
verion@nate.com

inguhan@aiblue.inha.ac.kr

khlee@inha.ac.kr

Abstract. As increasing of Internet user and fast development of com-
munication, many security problems occur. Because of Internet is design
and development for speed not security, it is weak to attack from mali-
cious user. Furthermore attack is more developed to have high efficiency
and intelligent. We proposed effective traceback system in network and
consider that ability of constitution. Traceback by Selected Router sys-
tem is consists of managed router and manager system. Selected router
marks router ID to packet which passing selected router, and use this
router ID for traceback and filtering. Consequently this system reduces
damage of attack.

1 Introduction

This paper describes a traceback system for tracing anonymous attacks in the
Internet back to their source effectively. This work is motivated by the increased
frequency and sophistication of Denial-of-Service attacks and by the difficulty
in tracing packets with incorrect or ”spoofed” source addresses by IP Spoofing
attack [2].

In this paper we describe a traceback system bases on managed router and
has two phases for traceback. Our approach allows identify the attack paths
traversed by an attacker without requiring interactive operational support from
Internet Service Providers (ISPs). Moreover, this traceback can reduce damage
of attack by filtering method in managed router.

In the following Chapter we describe previous works in the area of attack
traceback. Chapter 3 describes Traceback system by Selected Router (TBSR)
and comparative results appear in Chapter 4. Finally, we conclude in Chapter 5.

2 Related Works

As increasing of Internet user and fast development of communication, many
security problems are occurred. Denial of Service attack (DoS) is one of repre-
sentative problems. DoS makes whole system resources are exhausted or monop-
olized. Consequently, it prevents victim system from offering pertinent service
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to other user [1, 3]. A serious problem to fight these DoS attacks is that attack
systems use incorrect or spoofed IP address in the attack packets and hence dis-
guise the real origin of the attacks. Due to the stateless nature of the Internet,
it is difficult problem to determine the source of these spoofed IP packets, which
called the IP traceback problem.

For solve this problem, victim system finds indication of attack as fast as
he can and processes countermeasure for offering pertinent service to users. But
DoS paralyzes system by large number of packet, passive methods like Intrusion
Detection System (IDS) or Intrusion Prevention System can not defend victim
system from attack.

2.1 Node Append, Node Sampling, Edge Sampling,
Fragment Marking Scheme Algorithm

These methods proposed for tracking attack system which uses Spoofed IP ad-
dress. As attack systems use incorrect or Spoofed IP address, it is hard to find
source. One promising solution, proposed by Savage et al., is to let routers proba-
bilistically mark packets with partial path information during packet forwarding.
This solution proposed four different algorithms [7].

Node Append Algorithm is simplest marking algorithm. It appends related
router’s IP address to end of packet. However, Node Append Algorithm has
critical limitation that needs additional space and has overhead to router [7, 8].

Node Sampling Algorithm uses probabilistically methods for solving overhead
of router. It sets up probability p, and generates random number x. And if x is
smaller than p, router marks his IP address to packet. However, Node Sampling
Algorithm needs many amount of packet for reconstructing attack path, because
of Sampled IP address arrived to victim system. And multiple attack systems
which have same distance from victim system can exist. In this case this method
can not be distinguished [7, 8].

Edge sampling algorithm is to write edge information into the packets. This
scheme reserves two static fields of the size of IP address, start and end, and
a static distance field in each packet. Each router updates these fields as prob-
abilistically method. This algorithm is strong to multiple attack system, but
needs more packets to make attack path [7, 8].

Fragment Marking Scheme (FMS) encoding scheme splits each router’s IP
address and redundancy information into eight fragmentation. This encoding
scheme works well with just a single attack system. But in case of a distributed
Denial-Of-Service attack, FMS suffers from high computation overhead, because
it needs to check a large number of combinations of the fragment [7, 8].

2.2 Advanced Marking Scheme (AMS) Algorithm

e efficient than FMS. If victim system knows the map of its upstream routers,
it does not need the full IP address in the packet marking to reconstruct the
attack path, and hence the marking scheme can be more communication and
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Fig. 1. Encoding in Advanced Marking Scheme I

Fig. 2. Encoding in Advanced Marking Scheme II

computation efficient. Edge Sampling or FMS algorithms use the IP address for
marking edge information, but AMS algorithm uses hash function value.

It is distinguish AMS-I from AMS-II by difference of hash function. AMS-I
algorithm divides 16bits ID field to 11bits hash value for router identification
and 5bits distance value. AMS-II algorithm is suggested for solving collision of
hash function problem. It divides 16bits ID field to 8bits hash value for router
identification, 5bits distance value and 3bits hash function classification [8]. In
figure 2, ’FlagId’ classify hash function collection which apply to packet.

However these algorithms should know the map of its upstream routers. If
some routers are changed, it must reflect this effect to hash function.

3 Traceback by Selected Router (TBSR)

Marking based traceback methods are proposed for solving Spoofed IP address
problem. But these methods have several limitations. First they need time to
gather router information for reconstructing attack path. Second if attack sys-
tems try to fake trackback system, they can not distinguish. Third, they know
the map of its upstream routers or control routers which exist between victim
system and attack system. At last, they generally try to reconstruct attack path
in victim system, so it gives another overhead to victim system.
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Fig. 3. Organization of TBSR

3.1 Overview

In this section, we describe our Traceback system by Selected Router. This trace-
back system divide network into two parts and execute traceback operation by
two phases. We observe that network can be divided two areas, one is able to
manage routers and the other is not able to manage routers.

We divide traceback operation to two phases, victim system – managed router
and managed router – attack system. As attack systems send to attack packet to
victim system, existing marking schemes execute traceback operation in victim
system or IDS. In Figure 3, victim system tries to reconstructs attack path,
R1 → R2 → R3 → R5 → AS1. The other side, proposed TBSR can execute
traceback operation in R3 and R3 tries to reconstructs attack path R5→AS1. It
is possible by managing router R3, R4. It can reduce requiring time and effort to
reconstruct attack path. And it can disperse attack packet to managed routers,
it can reduce overhead of DoS attack and reconstructing computation. At last if
managed routers have filtering ability, it does not deliver attack packet to victim
system. It can reduce damage of DoS attack.

3.2 Basic Idea

Proposed TBSR consists of managed routers and manager system. Managed
routers do traceback operations and marking router ID to packet which are
passing managed routers. These routers make man- aged area like Figure 3 by
encircling area. Every packets from outside managed area, are must pass the
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Fig. 4. Process of traceback in TBSR

managed router and managed router marks its router ID to packet’s Identifi-
cation field of IP header. Consequently victim system knows one router which
marks router ID to packet. Managed router marks every passing packet, so that
its overhead is smaller than probability methods.

Manager system administers router ID, managed router and traceback oper-
ations. As attack system A1 attacks victim system like Figure 3, victim system
perceives this attack and sends traceback request to manager system with attack
information.

– IP address of victim system
– Router Identification value inside attack packet’s IP header
– Source address inside attack packet’s IP header

After manager system receives these information, it orders managed router
which have same router ID, filtering and doing traceback operation with attack
information. It prevents additional attack packets arriving to victim system. Af-
ter that this managed router do traceback operation by traditional algorithm, it
can reduce distance between traceback system and attack system. Consequently
it can reduce time and effort to find attack system. In proposed system, we
suppose using Edge Sampling Algorithm for reconstructing attack path.

4 Performance Evaluation

The directed acyclic graph (DAG) rooted at V in figure 4 represents the network
as seen from a victim system V and a distributed DoS attack from A1. V could
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Fig. 5. Time Process of traceback in TBSR

Fig. 6. Directed Acyclic Graph (DAG)

be either a single host under attack or a network border device such as a firewalls
representing many such hosts. Node Ri represents the routers, which we refer to
as upstream routers from V [9].

For each attack path with distance d and each router marks the packet with
a probability p, the expected number of packets needed to reconstruct the path is,

E(X) =
1

p(1 − p)d−1
. (1)

Because the probability of receiving a sample is geometrically smaller the
further away it is from the traceback system, the time for marking algorithm to
converge is dominated by the time to receive a sample from the furthest router
in expectation.

However, there is a small probability that traceback system receive a sample
from the furthest router, but not from some nearer router. We can bind this
effect to a factor of ln(d). It can conservatively assume that samples from all
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of the d routers appear with the same likelihood as the furthest router. Since
these probabilities are disjoint, the probability that a given packet will deliver
a sample from some router is at least,

p(1 − p)d−1. (2)

Finally, as per the well known coupon collector problem, the number of trials
required to select one of each of d equi-probable items is,

d(ln d + O(1)). (3)

Therefore the number of packets X, required for the traceback system to
reconstruct attack path has the following bounded expectation [9].

E(X) <
ln d

p(1 − p)d−1
. (4)

In Figure 7, increasing required packets for reconstruct attack path, as dis-
tance between traceback system and attack system faraway.

Proposed TBSR, managed router does traceback operation, but not victim
system. Consequently it can reduce distance between traceback system and at-
tack system. The distance between victim system and managed router α, the
expected number of packets needed to reconstruct the path is,

E(X) <
ln (d − α)

p(1 − p)d−1−α
. (5)

In Figure 8, probability p is 0.2 and distance between victim system and
managed router α is 3. Distance between traceback system and attack system
is 10 to 30, since few path exceed 25[10, 11, 12]. As Figure 8 shows, proposed
TBSR needs smaller number of packets for reconstructing attack path, because
it reduce distance between traceback system and attack system.

Fig. 7. The number of expected packets for reconstruct attack path in Edge Sampling
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Fig. 8. The number of expected packets for reconstruct attack path (P=0.2, α=3)

5 Conclusion

DoS attack is simplest and most harm attack in internet environment. Internet
speed and Computer performance highly increase, but it is hard to prevent DoS
attack. The fundamental measurement of DoS attack is not defense attack, but
it is finding source of attack and prevent re-attack from this attack system. But
present IP technology has not authentication and information about sender, so
that it is hard to find source of attack.

In this paper, we proposed new Traceback system by Selected Router for
finding source of attack efficiently and decreasing damage of DoS attack. It
consists of two phases, victim system – managed router and managed router –
attack system. Managed routers encircle the safety area and mark its router ID
to every packet through inside area. Manager system identify managed router by
this router ID and select this router. Selected router does traceback and filtering
operations by manger system order. It can reduce overhead of DoS attack and
required packet number for reconstructing attack path. We will study more about
extension this system, optimal number of managed router and preparation to IP
v.6 environment. References
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Abstract. The current intrusion detection systems faced the problem
of generating too many false alerts. The raising alerts are too elemen-
tary and do not accurate enough to be managed by a security adminis-
trator. Several alert correlation techniques have been proposed to solve
this problem, such as hyper-alert correlation. The hyper-alert correla-
tion takes advantage of the prerequisites and consequences of the attack
to correlate the related alerts together. But the performance of this ap-
proach highly depends on the quality of the modeling of attacks. On
the other hand, with growing of the network attacks, specifying the re-
lationship for alert correlation would be quite complex and tedious task
to perform mutually. This paper presents a practical technique to ad-
dress this issue for hyper-alert correlation. On the basis of the attack
signatures and the hyper-alert types defined in hyper-alert correlation,
the proposed approach constructs alert relationship automatically. Fur-
thermore, to take the various kinds of attacks into consideration, some
of the relationships between attacks may be neglected. At this time, fine
tuning the relationship by human user can efficiently deal with the above
problem.

1 Introduction

As the Internet become more widespread and advanced, there is a higher risk of
accidents, attacks, and failure. In the recent years, intrusion detection products
have become widely available and used by many enterprises from the viewpoint of
security. An intrusion detection system does exactly as the name which means
it detects possible intrusions. More specifically, IDS aims to detect computer
attacks and/or computer misuse, and to report the proper individuals upon
detection. Intrusion detection is the process of monitoring computers or networks
for unauthorized entrance, activity, or file modification. IDS can also be used to
� This work was partially supported by the MOE Program for Promoting Academic

Excellence of Universities under Grant 89-E-FA04-1-4.
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monitor network traffic, thereby detecting if a system is being targeted by a
network attack such as a denial of service (DoS) attack.

Traditional intrusion detection systems mostly focus on low level attacks and
anomalies. It will raise alerts independently even if the alerts have the relative
connection. Inevitably, they often generate many false positives and false neg-
atives. Therefore, it is necessary to have the techniques to help to improve the
accuracy and quality of alerts. The ideal alert should report the real malicious
behaviors of the intruder and inform the security administrator to take proper
countermeasures to deal with the problem.

As time goes on, the network intrusions are getting more and more sophis-
ticated and organized. Most intrusions are not isolated, but related as different
stage of attacks. In other words, the intrusions with early stages will prepare for
the later attacks. The hyper-alert correlation [1,2,3] approach constructs attack
scenario on the basis of prerequisites and consequencesof attacks. The prerequi-
sites of an intrusion are the necessary condition for an intrusion to be success-
ful. The consequences of an intrusion are the possible result of the intrusion.
It presents a practical technique to correlate alerts and can reveal the attack
strategies of intrusion. However, the quality of modeling the attacks dominates
the performance of alert correlation and this approach still need the people to
describe the relationship of all attacks. It is not friendly for the human to specify
the connections between the attacks and inevitably people will miss some char-
acteristics of the attacks. In this paper, we address the limitations of hyper-alert
correlation and present an automatic technique to construct alert relationship
for hyper-alert correlation.

As a result, it is difficult for human users to realize all of the attacks and
even to model the attacks. Therefore, we present a practical method to reduce
the burden of modeling. We do not change the alert correlation approach but
take advantage of the prerequisites and consequences of attacks to construct
attack scenario. As the CERT overview incident and vulnerability trends [11]
described, the types of network intrusions are limited. We can classify the net-
work intrusions into different types according to the impact of intrusions through
this discovery. As previously described, most IDS are signature based and in-
clude several signatures for collection of known attacks. These signatures of an
attack contain the necessary conditions for this attack to be successful. We can
define the template relationship of the attack according to the signatures and
the end result type of the attack. Then the prerequisites and consequences of
this attack can be generated automatically. The template relationship still not
perfect, because of the diversity of attacks. Therefore, we make use of the im-
plicit correlation and explicit correlation to help human users to modify the
relationship more completely.

2 Related Work

There are several alert correlation approaches have been proposed. These meth-
ods can be roughly separated into three classes. The first class correlates alerts
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based on the similarities between alert attributes. For instances, the probabilistic
alert correlation [6] considers the similarity of alerts and correlate them together
if they have common feature overlap. Such features include the source of the at-
tack, the target of the attack, the port of attack (source and target), the class of
the attack, and time information. Though it is very effective for some alerts with
same features, it can not fully discover the casual relationship between related
alerts.

The second class correlates alerts based on the attack scenarios specified by
the people or learned through training datasets. Several languages have been
proposed to represent attacks, including LAMBDA [7], STAT [8], MuSig [9],
and etc.

The third class correlates alerts based on the pre-conditions and post-con-
ditions of individual attacks. It correlates alerts if the post-conditions of earlier
alert are satisfied with the pre-conditions of the later alert. It can reveal the
casual relationship between alerts and does not depend on the pre-defined attack
scenarios. The Hyper-alert Correlation [1,2,3] and the MIRADOR project [5,6]
both belong to this class.

In particular, processing of MIRADOR alert correlation is regard as different
independent functions while the hyper-alert correlation allows the alert aggrega-
tion during the alert correlation. This convenience makes Hyper-alert Correlation
approach easily and practically to achieve.

3 A Framework for Alert Correlation

Figure 1 shows the alert correlation architecture that we suggest to be developed
for intrusion detection. The main objective of IDS cooperation is to correlate the
related alerts in order to expose a more condensed view of current observations
and then use the plan recognition to predict the next possible action of attackers.
If the plan recognition can figure out the candidate plan of the attackers, the
attack prevention will try to direct the underlying IDS to take proper counter-
measures to prevent the occurrence of more advanced malicious actions. And the
alert aggregation is designed to assist the IDS to detect the scanning attempts
of attackers.

This paper presents the works for the purpose of preparing alert correlation.
As mentioned before, it would be tedious for the human users to specify the
appropriate prerequisites and consequences of attacks. We propose the template
correlation, implicit correlation, and explicit correlation to model the prerequi-
sites and consequences of attacks. The template relationship can be automatic
generated from the rules of IDS and the end result types of attacks. We define
the end result types of attacks in order to determine the consequences of attacks.
Then the IDS’s rules contain the required situations for attacks to be success-
ful and these characteristics just correspond to the prerequisites of attacks. To
combine above information that makes the automation possible. On the other
side, by reason of a variety of attacks, the implicit correlation and the explicit
correlation can be used to fine tuning the relationship of attacks and it will be
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Fig. 1. Alert Correlation Architecture

a great help to specify the alert relationship. This paper focuses on modeling of
the attacks. The alert aggregation, plan recognition, and attack prevention are
out of the scope of this paper.

3.1 Modeling the Alert Relationship

Figure 4 shows the flow chart of modeling attack relationship and how it to assist
hyper-alert correlation. There are two main blocks in current architecture. Ini-
tially, the data parser in the left block acquires the required information about
the prerequisites and the consequences of attacks from IDS rules and hyper-
alert type database. And then the parser generates the fundamental relationship
of the attacks to the knowledge base in the right block based on the template
correlation. In this moment, the alert preprocessor and correlation engine have
enough information to process the alerts from the underlying IDS. The alert pre-
processor in current architecture transfer the hyper-alerts not only to correlation
engine but also to the implicit correlator. The implicit correlator will attempt
to discover the complementary relationships while the template correlation does
not provide. Eventually, it is up to human users to choose the proper relation-
ships from this complementary relationships. Moreover, we provide the explicit
correlation tools to fine tuning the inadequate alert relationships.

Template Correlation The typical attack scenario that an attacker launches
a system attack from the target system consists of five phrases:

1. The attacker probes the network and finds the live IP.
2. The attacker attempts to probe the available service on target system.
3. The attacker attempts to gain admission to the target system via the service

vulnerability.
4. The attacker installs the backdoor to the target system in order to take

better control.
5. The attacker launches DDOS attack from the daemon or attacks other hosts

from this compromised system.
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Fig. 2. Modeling vs. Correlation

In the other typical attack scenario, an attacker may launch a system attack
directly after step 2. Therefore, our taxonomy is classified according to the end
result types of the attack directly observable at above two typical attack scenar-
ios. Our taxonomy follows:

1. IP PROBE: e.g., IP Scan attack
2. GAIN INFORMATION: e.g., Port Scan attack, Gain Info attack
3. GAIN ACCESS: e.g., User Access attack, Root Access attack
4. DAEMON: e.g., trojan horse
5. SYSTEM ATTACK : e.g., dos attacks, system attacks

Furthermore, we define five fundamental types of template relationship to de-
scribe the prerequisites and consequences of attacks according to the end result
types of attacks. Table 1 to Table 5 show these fundamental template relation-
ships.

This paper considers automated translation of the characteristics of Snort
rules to the prerequisites and consequences of attacks. Finally, we can specify
the prerequisite and consequence of attacks according to the end result types
of attacks and the rules of IDS. There are two examples of the DDOS attack
scenario as follow and each of them represents the final stage of the attack
scenario.

Example 1: Sadmind Ping
P: ExistHost (VictimIP)
S: Sadmind Ping(VictimIP,VictimPort)&

VulnerableRPCService(VictimIP, VictimPort)

Example 2: Sadmind Buffer Overflow
P: VulnerableRPCService( VictimIP, VictimPort )&ExistHost (VictimIP)
S: Sadmind Overflow(VictimIP)&GainRootAccess(VictimIP)

Implicit Correlation Implicit correlation correlates the alerts based on the
end result type of attacks and this analysis will bring out some complement
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Table 1. Template Relationship – Vulnerable Host

Vulnerable Host (type = IP PROBE)

Fact VictimIP

Prerequisite null

Consequence HyperAlert(VictimIP) & ExistHost(VictimIP)

Table 2. Template Relationship – Vulnerable Service

Vulnerable Service (type = GAIN INFORMATION)

Fact VictimIP, VictimPort

Prerequisite ExistHost(VictimIP)

Consequence HyperAlert(VictimIP, VictimPort ) & ExistService( VictimIP, VictimPort )

Table 3. Template Relationship – Gain Access on Target System

Gain Access on Target System (type = GAIN ACCESS)

Fact VictimIP, VictimPort

Prerequisite ExistService( VictimIP, VictimPort )

Consequence HyperAlert(VictimIP) & GainAccess( VictimIP )

Table 4. Template Relationship – Install Daemon on Target System

Install Daemon on Target System (type = DAEMON)

Fact VictimIP, VictimPort

Prerequisite SystemCompromised( VictimIP ) & ExistService( VictimIP, VictimPort )

Consequence HyperAlert & ReadyToLaunchAttack

Table 5. Template Relationship – System Attack

System Attack (type = SYSTEM ATTACK)

Fact VictimIP, VictimPort

Prerequisite ReadyToLaunchAttack & ExistService( VictimIP, VictimPort ) & ExistHost(VictimIP)

Consequence HyperAlert(VictimIP) & SystemAttack(VictimIP)

mappings. Then the security administrator chooses the appropriate relationship
from implicit correlation. Table 6 shows the alert relationship before implicit
correlation while Table 7 shows the alert relationship after implicit correlation.
In this situation the attacker may launch Finger Null Request attack first to
gain user access via finger vulnerability. Then the attacker may take advantage
of user’s right to execute system commands with exploit code via SMTP vulner-
ability in order to gain privileged right. As a result of the connections between
the same end result type of attacks do not provided by template correlation,
implicit correlation will be a necessary complement to template correlation.

Explicit Correlation With explicit correlation, security administrator can
modify the appropriate relationship that he knows. Table 8 shows the alert
relationship before explicit correlation while Table 9 shows the alert relationship
after explicit correlation. Consider this example, Mstream Zomebie is dedicated
to Mstream Attack. Other DDOS attacks can not make use of Mstream Zomebie
to launch DDOS attack. At this time, we can add the consequence of
DDOS Mstream Zomebie (DDOS Mstream Zomebie) to the prerequisite of
DDOS Mstream Attack and delete the ReadyToLaunchDDOSAttack from the
consequence of DDOS Mstream Zomebie in order to specify the appropriate re-
lationship between these alerts.
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Table 6. Before Implicit Correlation

FINGER Null Request SMTP Majordomo ifs

Prerequisite 1.VulnerableFINGERservice 1.VulnerableSMTPservice

2.ExistHost 2.ExistHost

Consequence 1.FINGER Null Request 1.SMTP Majordomo ifs

2.GainUserAccess 2.GainRootAccess

Table 7. After Implicit Correlation

FINGER Null Request SMTP Majordomo ifs

Prerequisite 1.VulnerableFINGERservice, 1.FINGER Null Request
2.ExistHost 2.VulnerableSMTPservice

3.ExistHost

Consequence 1.FINGER Null Request 1.SMTP Majordomo ifs

2.GainUserAccess 2.GainRootAccess

Table 8. Before Explicit Correlation

DDOS Mstream Zombie DDOS Mstream Attack

Prerequisite SystemCompromised 1.ReadyToLaunchDDOSAttack

2.ReadyToLaunchAttack

3.ExistService

Consequence 1.DDOS Mstream Zombie 1.DDOS Mstream Attack

2.ReadyToLaunchDDOSAttack 2.DOSAttack

Table 9. After Explicit Correlation

DDOS Mstream Zombie DDOS Mstream Attack

Prerequisite SystemCompromised 1.DDOS Mstream Zombie
2.ReadyToLaunchDDOSAttack

3.ReadyToLaunchAttack

4.ExistService

Consequence 1.DDOS Mstream Zombie 1.DDOS Mstream Attack

2.ReadyToLaunchDDOSAttack 2.DOSAttack

4 Experimental Result

To evaluate the effectiveness of our method in modeling the alert relationship,
the following test plan is proposed.

4.1 Multiple Attackers Vs. Single Victim

Consider the situation in Figure 7, where three attackers participating in this
attack scenario. The six phrases of this attack scenario are:

1. The first attacker A2 launches IP Scan to probe the live IP and find victim
V2 is alive.

2. The attacker A2 passes this information (V2) to the next attacker A3 in
other location.

3. The attacker A3 knows the victim V2 is alive and launches SMTP Expn Root
to probe SMTP service.

4. The attacker A3 passes this information (V2,SMTP) to the next attacker
A4 in other location.

5. The attacker A4 launches SMTP ETRN Overflow to victim V2 in order to
gain root access.

6. If the attacker A4 fails to gain the root access, he can probe another machine
or probe another service on target system.



Construct Efficient Hyper-alert Correlation 893

Fig. 3. Attack Scenario - via SMTP Vulnerability

Fig. 4. Correlation Graph of Attack Scenario

And the Figure 8 shows the hyper-alert correlation graph discovered from this
attack scenario.

5 Conclusions

This paper addressed a framework of constructing hyper-alert correlation for
defense-in-depth network security system. A practical method to construct alert
relationship automatically for hyper-alert correlation has been proposed. With-
out depending on predefined attack scenarios to discover sequences of related
attacks, the human users can use the implicit correlation and explicit correla-
tion to modify the difference of attacks. This reduces the considerable burden
for specifying correlation relationship and the detection rules specified by the
venders of IDS can be reused. The experiments show that our methods perform
as well as the hyper-alert correlation with well specified relationship.

As a result of the alert correlation, the correlation system depends on the un-
derlying IDS to provide alerts. Generally specking, most of the alert correlation
systems are focus on reducing the false alerts in order to improve the accuracy
of alerts but it is hardly to improve the detection rate of attacks. We suggest
that applying the algorithm of finding frequent sequential patterns during alert
aggregation stage in order to improve the alert detection rate, especially for the
scanning attempt of attackers.

In our experiments, we only correlated the alerts generated by the same type
of IDS. As mentioned previously, different types of IDS have their own strength
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and weakness. It will be a critical issue to cooperate the different types of IDS.
Although the Intrusion Detection Message Exchange Format [10] (IDMEF) is
intended to be a standard data format and it tries to define common data formats
which may be used in the different IDS, it still has no ability to demonstrate the
endemic characteristics of different types of IDS.
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Abstract. To provide multicast confidentiality, the traffic data is en-
crypted with a session key known only to certificated group members,
which should be updated dynamically whenever there is a change in the
group membership. We present the Secure Multicast Infrastructure as
a general solution for securing many-to-many group communications that
can be relied on by concurrent multicast applications. Rekey algorithms
and protocols for data transmission are specified. The main features of
our solution include strong scalability and observable reliability.

1 Introduction

On the Internet, multicast has been used successfully to provide an efficient, best
effort delivery service to large groups that are dynamic in nature. As a result,
multicast security has become a critical networking issue since the original In-
ternet protocols paid little attention to security concerns [1][2]. Specifically, the
Internet Group Management Protocol was designed to provide an open group
model. It does not provide an access control mechanism; anyone can join the
group and obtain a copy of every multicast message from the sender by simply
sending membership reports to its neighboring router. It would be very easy to
launch a theft of service when the multicast data is transmitted unencrypted.

While protocols have been proposed for Internet security (e.g., IPSec, TLS)
that allow unicast messages to travel encrypted through the network, it proved
to be much more difficult to secure group communications [1]-[3]. The design
issue of secure multicast is to maintain group communication secrecy over an
untrustworthy network medium. Cryptography is a practical approach for secure
multicast, and we concentrate on simple and efficient symmetric cryptosystem
(e.g., DES). A session encryption key (SEK) is used by the sender for traffic
encryption, and every member in the group should share the identical SEK so
as to decrypt the traffic. A trusted key server called the group controller
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(GC) is introduced to perform the key management. Only authenticated users
should be able to decrypt the multicast messages even if the data is leaked to the
entire network. To ensure that only valid members of the group have access to
the multicast communication, the GC should change the SEK on each member
join/leave. Such a rekey process insures that a joining entity is not able to access
previously multicast data and a leaving entity is not able to continue to access
data multicast after its departure.

Management of the SEK of a dynamic group is a complex business. There
are generally two types of scalability failures which are specific to multicast [3]:

1. a 1 affects n type failure, which occurs when one member affects the entire
group. For example, joins exhibit a 1 affects n scalability failure because joins
require all members to rekey. In this case, the GC may multicast the new
session key, SEK′, encrypted with SEK, to the current members. We simply
denote this rekey message as SEK(SEK′). The GC may then separately
apprise the joining member of SEK′ encrypted with a pre-established pair-
wise key. The pair-wise key is used between the GC and the individual for
unicast delivery of the SEK, thus being a key encryption key (KEK).
When member Mi joins, the unicast message is denoted as KEKi(SEK′),
where KEKi stands for Mi’s pair-wise key.

2. a 1 does not equal n failure, which occurs when the protocol cannot deal
with the group as a whole and instead, must consider the members on an
individual or a subset basis. For example, leaves suffer from a 1 does not
equal n scalability failure. When a member leaves, it would be more difficult
to distribute SEK′ to the residual members since there is no efficient means
to communicate. For instance, when there are N residual members, the GC
has to be involved in N unicast deliveries to send SEK′ to each of them.1

This is inefficient when N is very large or when the group is highly dynamic.

The rest of this paper is organized as follows. In section 2, we investigate and
classify secure multicast key management protocols proposed in the literature.
In section 3 we review Iolus [3] in detail, on which our solution is based. Section 4
presents the framework of our Secure Multicast Infrastructure (SMI), which is an
attempt as a general solution that can be relied on by concurrent applications.
SMI not only solves the key management problem in a scalable and reliable
manner, but is also adaptive, and this is further discussed in Section 5. Finally
we conclude our work in section 6.

2 Related Works

To blind multicast data to unauthorized users, one inefficient but secure way of
rekeying is to have the GC share a pair-wise KEK with every member. To add or
delete a user, the GC uses the pair-wise KEK of every valid member to securely
1 Alternatively, the N separate KEKi(SEK′) can be sent as a combined message to all

group members via multicast. However, this does not yield a substantial difference.
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communicate the new group key (SEK′). This solution is called Simple Key
Distribution Center (SKDC), with a rekey communication cost growing linearly
with the group size N. The Internet standard GKMP [4] is similar to SKDC.

Other than GKMP, SKDC has led to quite a few mathematical approaches
including those based on polynomial interpolation or number theories (e.g., Chi-
nese Remainder Theorem, Euler’s Theorem). However, all involving a rekey cost
proportional to N, they are not scalable to large or dynamic groups. SKDC and
its various transformations are generally referred as flat schemes. To be appli-
cable to large-scale multicast, hierarchical structure of either a logical one or
a physical one is introduced towards solving the scalability problem.

Wong et al. [5] and Wallner et al. [6] independently proposed a scalable
scheme by constructing a logical key tree. Their approach is generally known
as Logical Key Hierarchy (LKH) and has led to a family of key management
schemes for secure multicast [1][7][8]. In LKH each multicast group member is
represented in a virtual key tree by a unique leaf node and is pre-assigned the in-
dividual’s pair-wise key. The inner nodes are associated with extra intermediate
KEKs and the root node is associated with the SEK. The set of keys associ-
ated with the nodes along the path from a leaf node to the root are assigned to
the member represented by that leaf node, which include its pair-wise key with
the GC, the intermediate KEKs, and the SEK used for traffic encryption. The
main idea of LKH is to have the GC distribute intermediate KEKs in addition
to the SEK. Each of the intermediate KEKs can be used to securely multicast
rekey messages to users that are leaves of the corresponding inner node’s subtree,
thus materializing a “restricted multicast” to a specific set of users. Deletion of
a member is accomplished by rekeying all the keys on the path from that partic-
ular leaf node to the root except its pair-wise key. By taking advantage of these
auxiliary intermediate KEKs, a logarithmic communication cost is obtained.

Another approach is to employ a physical hierarchical structure, typically
the Iolus framework proposed by S. Mittra [3]. Iolus decomposes a large group
into many geographical subgroups that are relatively autonomous. In Iolus there
is no globally shared SEK. A new member joins in the global communication by
joining to a certain subgroup and only the local subgroup key is distributed to
it. This work is performed by special trusted entities called Group Security
Agents (GSAs). Deleting a member from the whole group is simply done by
removing it from its subgroup; other subgroups are not affected and they need
not rekey. Our solution is based on a rethinking of the Iolus model.

3 Iolus: The Base Model

Iolus organizes the multicast group into independent subgroups. In Fig. 1 there
is a hierarchy of subgroups of two levels. On the user level there are m subgroups
in the charge of m GSAs respectively. The m GSAs then form another subgroup0

which is on the agent level. This is our case implementation of Iolus framework
and we will use such a hierarchy for illustration in the following discussion.
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Fig. 1. A two-level case implementation of Iolus

There is no global SEK for the whole group; GSAi is responsible for a local
SEKi within its user-level subgroupi. A new member joins the multicast by
joining to a geographically nearby subgroupi and only SEKi is distributed to it (i
= 1, 2, ... m). When a member is removed from the multicast, it is removed by the
GSA from the subgroup and a local rekey process is triggered without affecting
other subgroups. Since each GSAi maintains SEKi independently (e.g., applying
flat key management schemes), the scalability problem is greatly mitigated.

All the GSAs share a SEK0 for the agent-level subgroup0. The GSAs, serv-
ing as interpreters, translate and forward the traffic throughout subgroups. Iolus
facilitates both one-to-many and many-to-many secure multicast. For example,
user M1a within subgroup1 may send a message to the entire group by mul-
ticasting the message encrypted with SEK1, which is only understandable by
members of subgroup1. With each GSAi being aware of both SEKi and SEK0,
the ciphertext from M1a is then decrypted by GSA1 and again encrypted with
SEK0, and then forwarded to subgroup0. As illustrated in Fig. 1, every GSAi

(except GSA1) may decrypt the traffic and again encrypt it with SEKi, and then
multicast to subgroupi respectively. In this way all the members that do not be-
long to subgroup1 can then read M1a’s message after three encryptions (on the
sender side and the outgoing interfaces of the GSAs) and three decryptions (on
the incoming interfaces of the GSAs and the receiver side).

Iolus is easy to understand and it offers strong scalability. Unlike the flat
or the logical hierarchical schemes, there is no centralized entity such as the
GC, thus a setup explosion as well as a single point of failure is avoided. Flat
key management schemes such as SKDC may be applied within user-level sub-
groups whose maximum sizes can be pre-scaled2, and thus each user only needs
to remember its pair-wise KEK plus the subgroup SEK. This cuts down the
key storage overhead of the users as compared with LKH, in which auxiliary
intermediate KEKs are kept and updated.

Similar to LKH, Iolus has also led to other solutions using a physical hi-
erarchical structure. A detailed comparison of Iolus alike solutions and LKH
based schemes can be found in [9]. It is observed that physical hierarchy based
approaches fare better than logical hierarchy based ones: the former protocols
incur less encryption cost compared to the latter ones, and Iolus scales much
better than LKH as the number of simultaneous members in a multicast session
2 This may be practical in the typical case of a metropolitan network. For example,

each subgroup more or less corresponds to a residential area and thereby the potential
subgroup size can be well investigated.
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increases. Another comparison can be found in [10], where Iolus is supposed to
be not only more scalable than LKH but also reusable. That is, Iolus can be
relied on by many different multicast groups (i.e., concurrent multicast applica-
tions). Therefore, it would be practical and promising to build a secure multicast
infrastructure on the basis of Iolus.

Chen et al. [11] also reviewed the key management schemes and classified
them as stateful or stateless according to the interdependency of rekey mes-
sages. LKH based approaches [1][5]-[8] are stateful in that members should have
correctly received past rekey messages to decrypt current rekey messages. What’s
more, LKH uses restricted multicast to distribute rekey messages, hence a reli-
able multicast delivery is mandatory. On the other hand, stateless rekey proto-
cols such as SKDC and Iolus only use the individuals’ pair-wise keys to decrypt
unicast rekey messages. Those messages are independent of each other and con-
sequently members going offline can decrypt the SEK without involving multiple
re-transmissions of a chain of intermediate KEKs. In our case implementation
of the Iolus framework, a new member joins the multicast group by contacting
a geographically nearby GSA, which makes the unicast delivery of a local SEK
more reliable. It is also observed that stateless key management schemes per-
form better if batch rekeying is adopted [8][11]. We would thereby include batch
rekeying as one of the basic policies in our Secure Multicast Infrastructure.

We conclude this section with a summary of Iolus. The main idea is to have
each GSA distribute a local SEK. When a member joins or leaves, the corre-
sponding GSA rekeys its subgroup without affecting others, thus reducing the
scalability problems. However, this improvement is not for free: as subgroups
have different SEKs, multicast packets should be decrypted and re-encrypted
by GSAs whenever they pass from one subgroup to another. We would try to
answer similar open questions with our Secure Multicast Infrastructure (SMI).

4 The SMI Framework

The SMI framework seeks to be a general solution for securing many-to-many
group communications that can be relied on by concurrent multicast applica-
tions. We would first concentrate on protocols for subgroup SEK generation and
distribution. A version-based key management is applied.

4.1 Key Generation and Distribution

We begin with the agent-level subgroup0, which performs a periodic rekeying.
Each GSA is required to maintain a timer, according to which SEK0 is syn-
chronously and independently calculated. Inspired by the one-way functions used
in [1][7], we have the GSAs generate the group key as SEK0(n, t) = f0(s, n, v0).
Note that no rekey exchanges are involved within subgroup0 at all.

– s is a secret seed of the one-way function f0 known only to the GSAs. It may
be securely negotiated by the GSAs during session initialization.
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– n is the session number. It is an application identifier, which is also assigned
during the initialization of the secure multicast session.

– v0 (actually v0n) is a discrete time index, which starts from zero at a nego-
tiated time point3 and increases by one after every rekey period denoted as
Tmax. It is the version of SEK0 for session n during the period from v0Tmax

to (v0+1)Tmax. Since subgroup0 is static and the GSAs are all trusted en-
tities, it is desirable to choose a relatively long Tmax.4

On the other hand, batch rekeying [8][11] is applied in the user-level subgroups.
In batch rekeying, the GC (here the GSA) collects join/leave requests during
an interval and rekeys after a batch has been collected. Batch rekeying saves
server cost substantially, and flat schemes outperform LKH in the case of large
dynamic groups. Similar to the generation of SEK0, we have GSAi generate the
subgroupi key for multicast session n as SEKi(n, t) = fi(s, n, vi):

– s is the same secret seed in the one-way function f0 known only to the GSAs,
hence it is impossible for the group members to calculate SEKi themselves.

– n is the session number identifying a specific multicast scenario. SMI sup-
ports concurrent multicast applications that overlap in the geographical sub-
groups. Suppose there are two users in subgroup1: M1a joining session a and
M1b joining session b. The geographical subgroup1 then serves both scenarios
by having GSA1 distribute SEK1(a,t) to M1a and SEK1(b,t) to M1b.

– vi is subgroupi’s key version for session n. It increases by one after the GSA
has collected every B join/leave requests and triggers a local rekey process.
Therefore, instead of beginning with zero, vi starts from one. B is the batch
rekeying threshold for membership changes. It is observed that flat schemes
perform better when the batch size increases [11], so it is desirable to choose
a relatively larger B. However, the larger B is, the longer the rekey interval
tends to be, which is undesirable for the integrity of the subgroup. Take this
into consideration, we set Tmax, the rekey period of subgroup0, as the upper
limit of subgroupi’s rekey interval. A lower limit, Tmin, is also introduced
to prevent vi from increasing too quickly (i.e., to prevent a highly dynamic
group from batch rekeying too frequently).5 In a nutshell, the rekey interval
is always not less than Tmin and not more than Tmax, and it is only less
than Tmax when the GSA has collected at least B membership changes.

On unicast deliveries of the rekey messages, along with SEKi(n, t) for session
n, GSAi also delivers both n and vi to the users within subgroupi, which may
consist of several user sets that belong to different multicast sessions. On receiv-
ing the rekey message, a member (which may join multiple sessions) updates its
SEK as well as the key version according to the session number n.
3 The negotiated time point is denoted as t = 0. Protocols for network clock synchro-

nization (e.g., NTP) may be needed.
4 v0 may be recycled after some time. For instance, v0 is 16-bit wide and Tmax is

8 seconds, v0 will then overflow and reset to zero after 216Tmax = 524288 seconds
(approximately 6 days). Fortunately, it is less likely for a secure multicast scenario
to last more than one day. What’s more, the session number n can be re-assigned.

5 For instance, Tmax is 8 seconds and Tmin is 1∼2 seconds.
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4.2 Data Transmission

For the rekeying of the group key, care must be taken that all members should
receive the key updates and they are synchronized in rekeying. Members that
do not rekey duly may cause transient security breaches [3]: receivers failing
to receive a key update will not be able to continue decrypting the traffic and
may also accept communications from evicted members; senders failing to receive
a key update will continue to encrypt their transmissions with an outdated SEK,
causing receivers unable to decrypt the data while departed group members can
continue decrypting the transmissions.

The above is known as the out-of-sync problem between keys and data, which
may require a user to hold many historical SEKs and buffer a large amount of
traffic that it temporarily can not decrypt.6 Problems may be even exacerbated
when the group has a highly dynamicity, which results in flurries of rekey mes-
sages and increases the probability of transient security breaches and confusion.

SMI alleviate this problem by taking advantage of version-based key manage-
ment. It requires the sender to attach its SEK version to the ciphertext before
multicasting to the subgroup. For example, user M1a within subgroup1 partici-
pating in session a may multicast a message to subgroup1 (ultimately the entire
group of session a) by sending a combined message of the key version v1 and the
data encrypted with SEK1(a, t).7 Note that the session number a is not included
in the combined message, since the destination address of the multicast packet
itself identifies the group that the packet is sent to. In addition, a local timer
may be maintained by each member, and a sender may be required to examine
its key version before any data transmission; if it has been using a SEKi for
longer than Tmax, other than simply waiting for a rekey message, it may pull
the latest local SEK from the GSA on its own initiative.

On receiving M1a’s message, members within subgroup1 participating in the
same session a should first compare M1a’s SEK version vi with its own vi

′ before
further processing (i = 1 in subgroup1). Since the subgroup is geographical
formed and the members are regionally nearby, with a moderate lower limit for
the batch rekey interval (i.e., Tmin) there may only be three possibilities:

1. vi = vi
′: the sender and the receiver are synchronized in rekeying, and the

data can be correctly decrypted with SEK1(a, t).
2. vi = vi

′-1: the sender may not have received the latest SEK, but the data can
still be decrypted by the receiver with the previous key, i.e., each member
needs to keep one (and only one) historical SEK.

3. vi = vi
′+1: the receiver may not have received the latest SEK and the data

should be buffered and hopefully it would be “decodable” within time Tmax.

If vi does not match any of the three cases, the receiver may simply discard the
traffic. In this way, security breaches and confusion can be avoided effectively.
6 It may be even troublesome in the case of LKH based schemes: a user may have to

hold many historical intermediate KEKs and buffer a large amount of rekey messages.
7 Digital signature may be needed, which is not discussed here.
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On receiving M1a’s message, GSA1 verifies M1a’s SEK version in the same
way a common subgroup1 member does. Since M1a’s key version can never be
newer than GSA1’s, GSA1 needs no buffering. If the key version is valid (i.e., the
same as GSA1’s, or less than it by only one), the traffic can be decrypted and
then encrypted again with SEK0(a, t) and multicast to other GSAs. GSA1 may
need to attach both the session number and its SEK0 version to the ciphertext.

On receiving GSA1’s traffic, each GSAi (i = 2, 3, ... m) first checks the
attached session number a to avoid delivering multicast packets to its subgroup
where there are no interested receivers. If there is at least one member within
subgroupi participating in session a, GSAi should then translate and forward the
traffic to subgroupi. Again only the SEK version is attached to the ciphertext,
while the destination address of the multicast packet identifies session a’s group.

On receiving GSAi’s message, members within subgroupi participating in
session a should first check its own SEK version before trying to decrypt. Buffer-
ing should be performed if the member holds an outdated key that was for the
previous interval. In this way, session a’s members in subgroup1 as well as in
other subgroups can all be informed M1a’s message in a secure and reliable way.

5 Enhancements and Adjustments

SMI inherits Iolus’ scalability owing to the distributed agents (i.e., GSAs). SMI
also provides reliability to secure multicast communications owing to the version-
based key management. In this section, we further extend SMI by specifying
other behaviors of the GSAs.

5.1 SEK Forenotice

Multicast tends to become an important and well-used Internet paradigm espe-
cially in the area of effective multimedia content distributing. Therefore, while
securing the communications, it is preferable to guarantee the quality of service
(QoS) of those applications which ask for a real-time data delivery. In the SMI
framework, a recipient who has not obtained the latest SEK needs to buffer the
received data, which leads to undesirable delays and possible jitters. However,
this may be avoidable when SEK forenotice is introduced. The main idea is sim-
ple: by the end of each rekey interval, instead of releasing SEKi of version vi, we
have GSAi pre-distribute SEKi of version vi+1 to the residual members within
subgroupi. An exception is that at the end of the beginning interval (referred as
interval 0), GSAi should release SEKi of both version 1 and version 2. In general,
the GSA collects join/leave requests during interval vi-1, instead of rekeying for
the next interval, it pre-rekeys for interval vi+1.8 Note that SEK forenotice also
mitigates the GSA’s rekey pressure: other than having to be involved in flurries
of deliveries of the latest SEK at the very beginning of every rekey interval, it
now only needs to dispatch the pre-rekey messages without haste to the residual
members right before the end of every rekey interval.
8 As described in Section 4.1, vi starts from one.
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Fig. 2. Group merging and detaching

5.2 Group Merging

Thus far we have specified many aspects and behaviors of the GSAs. However,
one major disadvantage of such a physical hierarchy has been receiving scant
attention. The merits of the SMI framework is not for free: as subgroups have
different SEKs, traffic have to be decrypted and re-encrypted by the GSAs,
incuring an observable computational overhead. One straightforward idea is to
have the subgroups hold the same SEK. However, since the use-level subgroups
are nonadjacent, we would choose an indirect way as a measure to deal with the
problem.

The main idea of our solution is to have a user-level subgroup merge into the
agent-level subgroup0 when it tends to be less dynamic. Suppose in a certain
multicast session n, GSAi collects join/leave requests during a rekey interval as
usual, see Fig. 2(a). When the frequency of membership changes is less than
a threshold9, GSAi would then merge subgroupi into subgroup0 by distributing
SEK0(n, t) to subgroupi instead of SEKi(n,t), i.e., in subgroupi, batch rekeying
is replaced by agent-level periodic rekeying. This is depicted in Fig. 2(b). Note
that GSAi may be responsible for converting v0 to corresponding value of vi. If
later anther subgroupj also becomes less dynamic, in the same way it switches
to SEK0, and thus subgroupj is also merged into subgroup0. Since subgroupi

and subgroupj have the same SEK with subgroup0, the two GSAs now simply
forward the traffic between its own subgroup and subgroup0 without involving
decryption and re-encryption, as depicted in Fig. 2(c). Suppose that after some
time GSAi detects a local dynamicity, to reduce the 1 affects n problem, it
then switches back to local batch rekeying, and subgroupi is thus detached from
subgroup0, as depicted in Fig. 2(d).

A multicast application would probably experience a high number of requests
to join the group at the beginning (e.g., TV broadcast of a football game) and
a high number of requests to leave near the end. In the middle of the session the
group usually tends to be less dynamic. By adaptively merging separate user-
level subgroups into a large agent-level subgroup, multiple data decryptions and
re-encryptions can be avoided and thus the computational overhead of the GSAs
is substantially reduced. Note that to alleviate the scalability problem, a GSA
should switch back to normal operations when requests are frequent, like during
the startup or teardown of a secure multicast session.
9 A subgroup may be judged as “less dynamic” when the GSA collects less than B

membership changes when the rekey timer expires at Tmax.
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6 Concluding Remarks

Securing multicast communications has become a critical Internet design issue
and hierarchical structures have been presented to address the key management
scalability problem. Based on a rethinking of the Iolus model, we propose our
Secure Multicast Infrastructure as a general solution for securing many-to-many
group communications that can be relied on by concurrent multicast applica-
tions. The primary motivation behind our design was enhanced scalability as
well as reliability. Periodic rekeying is applied in the agent-level subgroup with-
out involving either multicast or unicast rekey exchanges. Batch rekeying with
a constrained rekey interval is separately applied within each user-level subgroup
without affecting others. Both rekey algorithms are based on the one-way func-
tions. A novel version management is introduced both in key management and in
data transmission. Other contributions of this paper include proactive rekeying
and reduced computational overhead owing to adaptive group merging.
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Abstract. DRM technology allows content to be distributed in a con-
trolled manner. Therefore, appropriate security mechanism is required.
The Mobile DRM System is same as the general DRM system. Encryp-
tion technology is in use digital contents packaging. In case of Mobile
DRM system, secure distribution and store of packaging encryption key
is important. In this paper, we propose a DRM framework, SDRM (Se-
cure mobile Digital Rights Management)�, to ensure secure distribution
of mobile contents and rights. We considered being a secure DRM system
to contain appropriate security solution.

1 Introduction

DRM technology allows content to be distributed in a controlled manner. There
are many DRM solutions but these solutions do not cooperate with each other.
The standards for the mobile DRM is in need. There are two standardization
organizations in mobile DRM. One of them is 3GPP [1], another is OMA (Open
Mobile Alliance) [2, 3, 4, 5, 6]. The 3GPP’s DRM model has been converged
into OMA DRM Model. OMA DRM Version 1.0 [2] is defined by OMA and this
is the first DRM standard.

OMA DRM model has no definition about explicit secure delivery mechanism
for rights. In addition, the solution of authentication problem for device is not
suggested. In this paper, we propose DRM framework, SDRM (Secure mobile
Digital Rights Management), to ensure secure distribution of rights and contents.
SDRM follows the tradition of OMA DRM, at the same time it provides secure
� This research was supported by University IT Research Center Project.

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 905–914, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



906 Kwon Il Lee et al.

contents distribution, authentication of device and it uses public key mechanism.
The threat model is different between WIM and DRM therefore it is of no use
if we apply existing WIM[7]/WPKI[8] method on DRM. Generally, the end user
is the target of attacks in mobile environment whereas the end user itself is the
attacker in DRM. In this paper, we describe about SDRM focus on protection
of contents and rights from end user.

MPEG-21 distribution model has been studied and applied at wired DRM
environment already [9]. In wireless DRM, the study of MPEG-21 distribution
model is just started. We did not consider MPEG-21 distribution model in this
paper, but we will start to study this field soon.

The organization of this paper is as follows. The related research that contains
standardization is in section 2, the proposal of mobile contents are in section 3,
the description and evaluation of SDRM in section 4 and conclusion in section 5.

2 Related Works 2.1

2.1 OMA DRM

The OMA DRM version 1.0 will govern the use of mobile-centric content types,
whether it is received by WAP download or MMS. The OMA DRM provides
three DRM methods: Forward-lock, Combined delivery, and Separate delivery.

Forward-lock intended for the delivery of mobile contents such music, images
and information that should not be sent on to others. The device cannot for-
ward digital contents. Combined delivery enables usage rules to be set for the
rights. Separate delivery provides delivering of the digital contents and rights via
separated channels. In the separate delivery method the digital contents always
encrypted using symmetric encryption and converted into the DCF format[4].
Superdistribution is facilitated by allowing DCF [4] formatted digital contents
to be forwarded from device to device and by enabling device to obtain rights
for superdistribution contents.

2.2 Analysis of OMA DRM

The Forward-lock method and combined delivery method it will face threats on
such exposure of the contents for they are not encrypted. In SDRM that we
propose in this paper, exclude such criteria in the fear of disclosure of digital
contents. OMA DRM model still has problems in the view of the security. Those
are as follows.

• OMA DRM model did not explain explicit secure delivery mechanism of
rights.

• OMA DRM model did not propose mechanism of device authentication.
• OMA DRM model did not address problem that unauthorized entities such

as text editor to access to DRM entities such as rights or contents in the
client device.

We suggest one framework, SDRM, to solve above security problem in this
paper.
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3 Distribution Model

3.1 Distribution Scenario

SDRM is a framework to support secure distribution of mobile contents. SDRM
provides following distribution scenarios.

• Separate distribution of contents and rights. The contents provider
makes protected contents using symmetric encryption and registers CEK
(Contents Encryption Key) to the rights issuer (RI). Encrypted contents
and rights including CEK are distributed to the client device separately.

• Superdistribution. The contents are allowed to pass from one mobile de-
vice to another mobile device through any channel, with the rights being
obtainable from the rights issuer via WAP PUSH [11].

3.2 The Distribution Model

The distribution model of SDRM is made based on the following concepts.

• WTLS [10] assures secure communication between client and the contents
distributor.

• The client’s public key was certificated by Certification Authority (CA)
• The contents distributor and the rights issuer are administrated by same

subject. So communication channel with the contents distributor and the
rights issuer is secure.

• Technically it is impossible to explain every each distribution model there-
fore, we need to select and support some of them. In this paper we consider
separate distribution and superdistribution.

Fig. 1. The distribution model of SDRM
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Fig. 1 shows distribution model of SDRM. The contents provider encrypts
contents and pack for DRM contents. Download descriptor and contents encryp-
tion key are produced by the contents provider. Download descriptor is metadata
that contains contents packaging information.

The contents distributor as portal server presents contents information to the
client devices, maintains packaged contents and distributes packaged contents to
the clients. The rights issuer issues rights for contents. If the client wants to use
downloaded packaged contents from the contents distributor, the client has to
get rights of contents issued by the rights issuer. The client device means mobile
device such as PDA, smart phone or cellular phone. The client device could use
DRM contents those with rights.

The flow of our distribution model is briefly explained in the followings.

1. The contents provider registers encrypted contents, download descriptor and
usage rules to the contents distributor as on/offline

2. The contents provider registers CEK to the rights issuer as on/off-line.
3. The contents distributor distributes encrypted contents to the client device.
4. The contents distributor requests right issuing for the client device to right

issuer after distribution of encrypted contents.
5. The rights issuer distributes rights to the client device via Wap push [11]
6. The rights issuer sends payment information to payment broker

4 DRM Framework

4.1 Metadata

In this section, we describe metadata that was defined in SDRM.

Content Packaging Format (CPF). We define contents packaging format
for the encrypted contents based on OMA DRM content format [4]. In addition
to encrypting contents the content packaging format supports metadata such as

• Original contents type of the mobile contents
• Unique identifier for this DRM protected digital contents to associate it with

rights
• Information about the encryption detail
• Information about the rights issuing service for this DRM protected mobile

content
• The URI of the contents distributor to support superdistribution (We insert

this field into the OMA DCF [4])

Download Descriptor(DD). The download descriptor is a metadata for pack-
aged contents, and a collection of attributes, used to describe a mobile content
at a URI or URL. The defined attributes are specified to allow the download
agent of the client device to identify, retrieve, and install contents. The descrip-
tor allows the device to verify that the desired mobile contents are suitable for
the device before being loaded. The syntax of download descriptor is expressed
as XML [12]. This is a by-product of contents package.
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Usages. Usages are metadata to specify candidates of usage for contents. The
user who orders contents packaging offers some usage rules for contents usage.
The usages are defined using XML. The user can select one item among the
usages that was presented by contents provider according to the development of
user’s situation.

Rights. Rights define rules for how the digital contents should be used. Rights
can be limited using both time and count constraints. Rights are used to specify
the access a client device is granted to DRM contents. We defined rights using
OMA REL (Rights Expression Language) [5] was specified based on ODRL
(Open Digital Rights language) [13]. The REL [5] is defined as a mobile profile
of ODRL. The structure of the rights expression language enables the following
functionality:

1. Metadata such as version and content ID
2. The actual rights specification consisting of

A. Linking to and providing protection information for the content, and
B. Specification of usage rights and constraints

4.2 Contents Encryption

Fig. 2 shows CEK generation and contents encryption process. The contents
provider generates nonce using random number generation mechanism, and gen-
erates CEK using hash function f(). Packaging process gets CEK, Kri (public key
of the rights issuer) and raw contents as input and generates encrypted results
as follows:

• ECEK[contents]: encrypted contents using key CEK
• EKri[CEK|CID]: encrypted CEK and CID with key Kri, this is delivered to

the rights issuer.

The encrypted contents ECEK[contents] is delivered to the contents distribu-
tor via on/offline, and EKri[CEK|CID] is delivered to the rights issuer. The CEK
and CID is encrypted using rights issuer’s public key Kri to protect information
about rights from abnormal access on network.

Fig. 2. Key Generation and Contents Encryption Process
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Fig. 3. Contents Distribution and Right Issuing Process

4.3 Contents Distribution and Rights Issuing Process

In SDRM, contents distribution is processed by the contents distributor. Fig. 3
shows contents distribution and rights issuing process.

We prove integrity and confidentiality of contents on distribution path using
encryption mechanism. CEK have to be saved and distributed securely to protect
contents from illegal access. We used RSA [14] public key mechanism to protect
CEK on the distribution path.

Contents distribution and rights issuing process as follows:

1. The client device initiates distribution process of contents and sends DD
request message.

2. The contents distributor sends DD and usages to give information about
contents. The end user chooses one usage among usages that is presented on
the window of client device.

3. Contents request message that is composed with User Id, CID, chosen usage,
and client public key Kpd is sent to the contents distributor.

4. The contents distributor requests rights issuing to rights issuer. Rights re-
quest message to the rights issuer is made with user ID, content Id (CID),
usage is selected by end user, client public key Kpd, and IN (inherent num-
ber).

5. The contents distributor delivers encrypted contents to the client device. The
client generates IN depends on CID. The rights issuer use IN to authenticate
client device.
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Fig. 4. Client Structure

6. The rights issuer constitutes rights with CEK, CID, and usage rule, and
encrypts rights using key Kpd to ensure integrity of rights. The rights issuer
pushes a URI of encrypted rights EKpd[rights] to the client.

7. When the client receives URI of EKpd[rights], client device sends EKri[IN] to
rights issuers using http post.

8. The rights issuer confirms client’s request using IN. And the rights issuer
issues an encrypted right EKpd[rights] to the client. When the client receives
EKpd[rights], the download agent of client can decrypt EKpd[rights] and saves
secure storage of the client.

4.4 DRM Client

Figure 4 shows our DRM client’s structure. User Interface is a Web Browser.
Contents Handler is an application program to play DRM contents. Contents
handler plays DRM contents using DRM Agent. DRM Agent is a user agent
that enforces the rights and controls consumption of DRM contents on the client
device. Download agent is a user agent responsible for downloading a DRM con-
tents described by a download descriptor and downloadable transaction from the
client perspective. It is triggered by the reception or activation of a download
descriptor. Rights Manager generates and manages public key and private key
of client device. Also manages rights pool securely using our 256-DES [15] algo-
rithm. Encryption/decryption of rights with KRM was executed by this program.

The DRM client must protect contents and rights from illegal access. We
use security mechanism to save contents and rights securely in the client device.
The malicious user wants to crack contents and rights in him/herself’s client
device and tries to use or distribute illegally. In SDRM, downloaded rights were
encrypted by DRM client’s key KRM. Key KRM was made up as follows

• KRM = K1
RM + K2

RM = f(nonce|device ID|User Id);
• K1

RM: the client device keeps K1
RM

• K2
RM: the rights issuer keeps K2

RM

DRM client’s key KRM is separated to two parts, K1
RM and K2

RM. DRM
client only keeps K1

RM part, K2
RM part was sent to the rights issuer. DRM client
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tries to get K2
RM to construct KRM when DRM client program was launched

(send EKpd[User ID+ get (K2
RM)]. The rights issuer sends EKpd[K2

RM] to the
client device. Only DRM client program knows about key KRM because key
KRM was initiated and maintained in memory of client device when DRM client
program started.

4.5 Evaluation

In this section, we describe evaluation of SDRM. In section 2.2, we point some
weakness of OMA DRM as viewpoint of security. SDRM proposes solution of
security problem of OMA DRM.

Case 1: SDRM ensures secure distribution of rights. Proof) Assume
that abnormal client (AC) intercepts EKpd[rights]that is pushed to normal client
(NC). The abnormal client tries to decrypt EKpd[rights] to get rights to use DRM
contents illegally. The AC may be presumed normal client’s public key. Let Kpd’
is NC’s public key was presumed by AC. AC get rights’ that was guessed by AC
through decryption using guessed client’s public key Kpd’ (DKpd’[EKpd[rights]]).
As a result of attacking AC gets rights’. Rights’ is not equal to rights, so AC
cannot get rights abnormally and rights is distributed to the client securely.

SDRM suggests method of device authentication. Proof) NC sends Kpd
and IN to rights issuer via the contents distributor. The rights issuer generates
rights and encrypts rights using client’s public key Kpd (EKpd[rights]) and push
EKpd[rights]’s URI to NC. Assume that AC find out EKpd[rights]’s URI, guess
IN of NC (IN’), encrypts IN’ using key Kri (EKri[IN’]) and sends http post
request with EKri[IN’] to EKpd[rights]’s URI. Then the rights issuer get IN’ using
decryption (DKpri[EKri[IN’]]), and compare IN’ with IN. The rights issuer knows
that IN’ is not equal to IN, so the rights issuer did not send rights to AC. In
conclusion, the rights issuer can authenticate NC.

SDRM prevents that unauthorized entities(UE) access to DRM enti-
ties in the client device. UE cannot guess rights. Proof) UE have knowl-
edge about user ID, device ID but UE cannot calculate KRM because K2

RM

which only known to DRM client in memory. So, UE cannot calculate KRM. In
conclusion UE cannot guess rights, so UE cannot access to DRM entities.

Table 1 shows a comparison of OMA DRM and proposed DRM in this paper.
SDRM more considers secure distribution between DRM components than OMA
DRM. We select contents distributor as subject of rights issuing because the
portal vendor govern current business environments of digital contents.

5 Conclusion

In this paper, we propose secure DRM framework following on standard model
of OMA. We consider secure DRM frame with appropriate terminal key manage-
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Table 1. Comparison of DRM system

Item SDRM OMA DRM

Security Authentication of Public Key mechanism Not proposed
technology Client Device (or User) (RSA [14]) and IN

Access to DRM Save rights and contents Not proposed
contents and rights from securely using encryption
unauthorized entities mechanism with DRM

client’s key
Encryption Mechanism Using our encryption AES [16]

library (implements
DES [15]
RSA [14])

Subject of right issuing Contents distributor Contents provider

Interoperability with wire DRM Consider Not proposed

DRM contents format CPF (OMA DCF+) DCF [4]
(specify contents
distributor’s URL)

Download descriptor OMA Based on XML [11]

Rights OMA REL [5] based
on ODRL [13]

Usages Format XML [12] Not proposed

Private player Not necessary Not proposed

ment mechanism using public key. Also SDRM adapts separate rights delivery
mechanism, also supports superdistribution. The security issues in mobile DRM
system are user authentication problem and differentiation problem of unautho-
rized entities (e.g. text editor, calculator, . . . ) and authorized entities (e.g. DRM
agent, download agent, rights manager) to DRM objects such as DRM contents
or rights within the same device. To solve of the authentication problem, we
adapt separate delivery of digital content and rights and supports superdistribu-
tion of digital contents. The differentiation problem of unauthorized entities (e.g.
text editor, calculator, . . . ) and authorized entities was solved using encryption
mechanism of rights on the client device. Only authorized entities share rights
encryption key.
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Abstract. In this paper, we analyze some weaknesses in WPA authen-
ticator key management state machine and propose the countermeasures
to overcome these problems. Our researches on IEEE 802.11i authenti-
cator state machine that is WPA authenticator key management state
machine reveal that the state machine cannot support the stable group
key setting and is vulnerable to the replay attack and DoS attack. We
describe 3 problems related to these vulnerabilities, propose the respec-
tive solutions and reconstruct WPA authenticator key management state
machine to which the alternative solutions are applied.

Keywords: WLAN security, WPA, 802.11i, 802.1X

1 Introduction

Most of the WLAN (Wireless Local Area Network) products are based on the
IEEE 802.11 standard and certified by Wi-Fi Alliance [1]. However, it is common
knowledge that these products provide only limited support for confidentiality
through the WEP (Wired Equivalent Privacy) protocol that contains significant
flaws in the design [2]. The IEEE 802.11 TGi (Task Group i) has proposed the
security architecture for IEEE 802.11 standard in order to enhance the security
function [3]. In addition, Wi-Fi Alliance has released WPA (Wi-Fi Protected
Access) specification as Wi-Fi security standard that is a subset of IEEE 802.11i
Draft 3.0 [4]. The Wi-Fi Alliance is a nonprofit international association formed
in 1999 to certify interoperability of WLAN products based on IEEE 802.11 spec-
ification. The Wi-Fi Alliance in conjunction with the IEEE 802.11 WG (Working
Group), has driven an effort to bring strongly enhanced, interoperable Wi-Fi se-
curity. The result of this effort is WPA [5].

The IEEE 802.11i standard is intended to provide strong authentication, ac-
cess control, key management, key establishment, and cipher algorithm. Unfortu-
nately, our researches on IEEE 802.11i authenticator state machine that is WPA
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authenticator key management state machine reveal that the state machine can-
not support the stable group key setting and is vulnerable to the replay attack
and DoS (Denial of Service) attack. In this paper, we analyze the vulnerabilities
on WPA authenticator key management state machine and propose the coun-
termeasures to overcome these problems. We describe 3 problems and propose
the respective solutions. These problems are as follows. The first is vulnerability
due to the number of stations to exchange GTK, the second is vulnerability due
to the reuse of ANonce when PTK update request is received, and the last is
vulnerability due to the incorrect transition after timeout event. In addition, we
reconstruct WPA authenticator key management state machine to clarify group
key distribution procedure.

The paper is organized as follows. In section 2, the overview of WPA stan-
dard is explained briefly. Section 3 describes the technologies related to the
general WLAN key establishment. In section 4, we describe the AP action in the
WLAN system and analyze weaknesses of WPA key management mechanism.
In addition, we explain the respective countermeasures in detail and reconstruct
a new key management state machine to which the solutions are applied. Finally,
section 5 concludes the paper.

2 WPA Overview

To strengthen user authentication, WPA implements IEEE 802.1X standard
as a basis for access control and EAP (Extensible Authentication Protocol) as
a framework for authentication message [6, 7]. This framework utilizes a central
authentication server, such as RADIUS (Remote Authentication Dial In User
Service) [8], to authenticate each user. After acquisition of PMK (Pairwise Mas-
ter Key) from a central authentication server or PSK (Pre-Shared Key), WPA
performs 4-way handshake and group key handshake to distribute PTK (Pair-
wise Transient Key) and GTK (Group Transient Key), respectively. The default
cipher algorithm in WPA standard is TKIP (Temporal Key Integrity Protocol)
with the Michael integrity check.

In IEEE 802.11, all the stations must get each PTK because an associated
station is treated as a logical port. But, they must have the same GTK that
is generated in the AP at the time of the first station connection. If the AP
is required to update GTK, the AP must maintain both of the old GTK and
a new GTK. In addition, the AP must manage the total number of stations to be
sent the group key and the number of stations left to have group key updated.
Therefore, the AP must have a state machine performing GTK generation, GTK
setting, and GTK update. WPA Authenticator key management state machine
(refer [3] section 8.5.6) performs these functions. In section 4 in this paper, we
give an explanation about problems included in this state machine.
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Fig. 1. PMK acquisition using IEEE 802.1X with EAP authentication

3 Key Establishment Mechanism

There are two methods for the dynamic key exchange. One is IEEE 802.1X key
transmission using IEEE 802.1X authenticator key transmit state machine (re-
fer [6] section 8.5.5). The other is WPA key exchange using WPA authenticator
key management state machine. Both of two must be the next step of PMK
acquisition.

3.1 PMK Acquisition

To get PMK, the AP supports two authenticated key management protocols
in infrastructure mode using IEEE 802.1X with pre-shared key and with EAP
authentication. Fig. 1 shows a sequence of PMK Acquisition using IEEE 802.1X
with EAP authentication. EAP-TLS protocol is a typical EAP-method for get-
ting PMK [9].

After association between a station and an AP, the exchange of EAP authen-
tication frame happens. The second box in Fig. 1 illustrates a supplicant-initiated
authentication conversation. The AP can get PMK for the associated station via
MS-MPPE (Microsoft Point-to-Point Encryption) attribute as a result of IEEE
802.1X with EAP Authentication [10]. If the station is the non-WPA station the
AP can use IEEE 802.1X authenticator key transmit state machine to send WEP
key to the station. On the other hand, if the station is the WPA station sup-
porting TKIP encryption the AP can use WPA authenticator key management
state machine to establishment TKIP key.

3.2 IEEE 802.1X Key Transmission

According to IEEE 802.1X standard, the IEEE 802.1X authenticator key trans-
mission state machine is an option of implementation [6]. In addition, the stan-
dard does not define an ACK of a received EAPOL-Key (EAP Over LAN) frame,
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GTK Transmission
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Fig. 2. IEEE 802.1X key transmission procedure

EAPOL-EAP Packet/Success
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GM1: EAPOL-Key(G,Key index,
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GM2: EAPOL-Key(G,MIC)

Group Key Handshake

GTK

Fig. 3. WPA key exchange procedure

therefore the AP is not responsible for a complete key establishment with a non-
WPA supplicant. The IEEE 802.1X key transmission procedure for non-WPA
supplicant appears as illustrated in Fig. 2. After PMK acquisition, the AP sends
EAP-Success frame to the station. The station receiving EAP-Success frame
waits for EAPOL-Key frame. And then, the AP sends pairwise EAPOL-Key
frame containing encrypted PTK and group EAPOL-Key frame containing en-
crypted GTK to the station sequentially. The encryption key used to encrypt
the PTK or the GTK is a concatenate string of IV and PMK.

3.3 WPA Key Exchange

WPA defines the 4-way handshake for pairwise key exchange and the group key
handshake for group key exchange. Fig. 3 illustrates the WPA key exchange
procedure including 4-way handshake and group key handshake.

The 4-way handshake confirms the liveness of the peers communicating di-
rectly with each other over the IEEE 802.11 link, guarantees the freshness of the
their shared PTK, and synchronizes the usage of the PTK to secure the IEEE
802.11 link [3]. The AP uses the group key handshake to send a new GTK to the
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Fig. 4. WLAN system with many WPA clients

station. The PTKs are used between a single AP and a single station but the
GTK is used between a single AP and all the stations authenticated to that AP.
After PMK acquisition, the AP sends EAP-Success frame to the station. And
then, the AP sends the first pairwise EAPOL-Key frame containing a random
number called ANonce (Authenticator Nonce). The second frame comes from the
station and includes SNonce (Supplicant Nonce). Next, the AP calculates PTK
by means of PRF (Pseudo Random Function) using the PMK, the ANonce, and
the SNonce as function parameters. After successful 4-way handshake, the AP
sends group EAPOL-Key frame containing encrypted GTK to the station. The
encryption key used to encrypt the GTK is a part of the preceding PTK.

4 Problems and Proposed Solutions

In a WLAN system with many WPA clients, a likely scenario is that AP supports
the respective unicast keys and the common broadcast key. Fig. 4 shows the
WLAN system including the WPA AP and many WPA stations.

WPA AP operating in the WPA WLAN system must support WPA key
exchange procedure and may use the various cipher algorithms for unicast data.
But the AP must use only one cipher algorithm and key for broadcast data.
For example, if the stations supplicate the AP to exchange pairwise key and
group key by using WPA authenticator key management state machine and
each station uses each cipher algorithm as shown in Fig. 4, the AP must use
the WEP as group cipher algorithm because the WEP is a common algorithm
that all the stations can support. However, the AP uses the respective algorithm
for unicast data according to the negotiation result between each station and
the AP.

The WPA station employs WPA key exchange procedure shown in Fig. 3
as the key exchange procedure. The state machine related to 4-way handshake
and group key handshake is WPA authenticator key management state machine.
Fig. 5 shows the WPA authenticator key management state machine. According
to the IEEE 802.11i specification, this state machine is responsible for group key
exchange with the associated station.
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Fig. 5. Weak points in WPA authenticator key management state machine

Unfortunately, this state machine cannot support the stable group key set-
ting and is vulnerable to the replay attack and DoS attack. In this section, 3
problems indicated by circles in Fig. 5 are described in detail and the alternative
countermeasures are suggested, respectively. Fig. 6 shows the enhanced WPA
authenticator key management state machine to which the alternative solutions
are applied.
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4.1 Vulnerability Due to the Number of Stations to Receive GTK

This weakness has a close relation to system stability. After the association of
the first WPA station, this state machine will successfully support pairwise key
exchange, PTK setting, group key exchange, and GTK setting. And then, the
sequential WPA stations establish each PTK and the same GTK through the
normal operation of this state machine. The normal operation means that the
AP and the associated station acquire PMK after IEEE 802.1X authentication
with EAP or PSK, the AP counts the authenticated station in the total number
of stations to receive GTK, and the AP excludes the station succeeding in group
key establishment from the total number of stations to receive GTK. Therefore,
the AP fails to set new GTK when the AP counts the associated station in the
total number of stations to receive GTK but it does not exclude the station from
the number.

In Fig. 5, the variable of ‘GNoStations’ is the number of stations to receive
GTK. This variable increases when the associated station wants the AP to be
authenticated. The variable of ‘GKeyDoneStations’ is the number of stations
left to have group key updated. In SETKEYS state, ‘GKeyDoneStations’ is
substituted for ‘GNoStations’ and GTK is set in SETKEYDONE state when
‘GKeyDoneStations’ becomes zero.

However, a procedure with a station stays at AUTHENTICATION2 state
if the AP fails to perform IEEE 802.1X authentication or the station does not
request IEEE 802.1X authentication. In this case, though the variable of ‘GNo-
Stations’ increases in AUTHENTICATION state the variable of ‘GKeyDoneS-
tations’ for this station does not decrease because the procedure cannot reach
REKEYESTABLISHED state including the operation of ‘GKeyDoneStation--’.
As a result of stay at AUTHENTICATION2 state, the AP fails to set new GTK.

A simple solution to resolve this problem could be to add a state transition
from AUTHENTICATION2 to DISCONNECT when the authentication fails.
This transition can decrease ‘GNoStations’ after the authentication failure. But
this solution has a weak point of the processing overhead due to the disconnection
and re-initialization of the station, whenever the authentication is retried.

In order to stably set the group key, we let the operation of ‘GNoStaions++’
be located in INITPMK state or INITPSK state as shown in Fig. 6. This mod-
ification makes the AP consider only the stations completing IEEE 802.1X au-
thentication as an object of the operation of ‘GNoStations++’. This solution can
correctly control ‘GNoStations’ under consideration of the authentication result
and does not require the additional processing overhead. In actual implemen-
tation, an indicator informing the AP that the operation of ‘GNoStations++’
was performed may be used. It helps the AP manage the operation of ‘GNoSta-
tions++’ and ‘GNoStations--’.

4.2 Vulnerability Due to the Reuse of ANonce
after PTK Update Request

This weakness has a close relation to the replay attack. PTK is calculated us-
ing the parameters such as PMK, ANonce, SNonce, AP hardware address, and
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station hardware address. In case of the same PMK, new ANonce and new
SNonce must be required to calculate new PTK. The transition line ❷ shown in
Fig. 5 results from the station’s PTK update request. The line directly reaches
PTKSTART state from UPDATEKEYS state when the AP receives EAPOL-
Key frame demanding PTK update. In other words, the existing state machine
reuses ANonce when PTK update is required. The reuse of ANonce may be
a potential defect such as a replay attack. For example, when an attacker who
eavesdrops the previous 4-way handshake messages requests EAPOL-Key up-
date and receives the first EAPOL-Key frame of 4-way handshake from the AP,
he can successfully forge the second EAPOL-Key frame by using the previous
messages because the first EAPOL-Key frame is the same frame as the previous
frame.

In order to overcome this vulnerability, we let the line ❷ go through KEYUP-
DATE state to PTKSTART as shown in Fig. 6. If the AP receives EAPOL-
Key frame demanding PTK update, ANonce increases in KEYUPDATE state.
Therefore, the AP can send the first EAPOL-Key frame of 4-way handshake,
containing new ANonce.

4.3 Vulnerability Due to the Incorrect Transition
after Timeout Event

This weakness has a close relation to the DoS attack. The variable of ‘Time-
outCtr’ maintains the count of EAPOL-Key frame receive timeouts. If this value
exceeds the defined number the AP must disconnect the station that is exchang-
ing EAPOL-Key frames. However, PTKINITNEGOTIATING state is changed
to PTKINITDONE in spite of the fact that the variable of ‘TimeoutCtr’ exceeds
the limited number as shown in Fig. 5. The current incorrect transition cannot
appropriately cope with the wrong EAPOL-Key frame. This problem makes
a cause of the DoS attack because the AP continuously wastes its resource to
process the bad EAPOL-Key frame.

In order to overcome this vulnerability, we made the AP’s state be changed
from PTKINITNEGOTIATING state to DISCONNECT state when the variable
of ‘TimeoutCtr’ exceeds the limited number as shown in Fig. 6. That is, the AP
disconnects the station that sends incorrect EAPOL-Key frames.

5 Conclusions and Future Works

Our researches on WPA authenticator key management state machine demon-
strate that it is inappropriate to be implemented without modification. Fig. 6
shows the reconstructed WPA authenticator key management state machine to
which our solutions are applied. The proposed countermeasures help the AP
solve 3 problems investigated in this paper, such as the incorrect position of
‘GNoStations++’, the reuse of ANonce, and the incorrect treatment of timeout
event.
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Fig. 6. Reconstruction of WPA authenticator key management state machine

The proposed state machine did not consider the functions supporting the
technology related to secure hand-off or global roaming, though it can sup-
port user authentication, secure key exchange, and data confidentiality in single
BSS (Basic Service Set). The IEEE 802.11 standards body is now working on
significant improvements such as IAPP (Inter-Access Point Protocol) and pre-
authentication [12, 13]. Therefore, the further study is expected to advance in
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order to support distributed authentication for global roaming, context transfer
for pre-authentication, improved cipher algorithm.
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Abstract. To achieve reliable and secure authenticated broadcast rout-
ing, we propose a novel certificate-based scheme in AODV (in short,
CBS-AODV) and an identity-based signature scheme in AODV (IBS-
AODV)1, which apply the use of ID-based cryptography to abate over-
head effect by exchanging the certificate public key. Using our proposed
schemes, we could reduce the routing load up to 24.8as well as dramati-
cally save the storage space consumption of mobile node. Our protocols
can reduce the size of key while providing the same security level as that
of RSA and DSA.

Keywords: Ad Hoc networks, secure routing, CBS-AODV, IBS-AODV,
elliptic curve.

1 Introduction

IP-based computer communication over wireless network, which started in the
1970’s is a research subject that has become ever more interesting over the last
few years because of the fast growing Internet. The many possible applications
for networks of this type, for example mobile conferencing scenarios, search-
and-rescue operations, disaster scenarios and police matters, have created need
for efficient routing protocols. The concept of Ad hoc network [1] is attractive
due to the following reasons: ease of deployment, speed of deployment, and
decreased dependence or infrastructure. The range of applications varies from
military to commercial purposes. Also since the mobile devices are extremely
limited in computational resource, and the available location-limited channels
do not permit trusted exchange of secret data, the impromptu nature of the
Ad hoc network formation thus makes it hard to distinguish between trusted
and non-trusted nodes. In general, nodes may leave and join the network at
will. Due to dynamic nature of Ad hoc networks, the trust relationship between
� Corresponding Author
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nodes also changes, so any security solution with static configuration would
not suffice. It is desirable that the security mechanisms adapt on the fly to
those changes. They should also be scalable to handle large networks. Those
current proposals for authenticated broadcast to the entire in network can be
seen that they are impractical for Ad hoc network. Therefore, security is a very
critical issue in any wired/wireless networks. The dynamic nature of Ad hoc
networks makes it very challenging to ensure secure communication in these
networks. There are several security aspects to secure including the end-to-end
data authentication, routing security and link level security. Especially in routing
protocols, a node and its neighbors trust to each other. It will trust that its
neighbors will forward packets for it and also assumes that the received packets
from its neighbors are all authentic. Unfortunately, the native trust model allows
an adversary to inject erroneous routing requests into a network, which can
paralyze the entire network. Thus recently several research groups [3], [4], [5], [6]
have proposed security extensions that include mechanisms for authenticating
the routing control packet in the network to deal with such attacks. One intuitive
solution is to authenticate all packets so that a node only forwards packets
from authorized nodes. So an attacker cannot insert spurious information into
the network, because its neighbors will drop packets immediately if verification
fails. This paper places important in securing the routing protocol, using AODV
(Ad hoc On Demand Distance Vector) [2] before starting sending user data
between nodes, that helps in achieving authentication with minimal overheads
and security requirements’ satisfaction. The remainder of this paper is organized
as follows: Related work is discussed in Section 2. In Section 3, we propose
our two authentication mechanism schemes. In Section 4, the algorithm of each
proposed scheme will be presented and the simulation result for each situation
will be discussed. We give conclusions with lessons learned in Section 5.

2 Related Work

One of traditional solutions is to use a network-wide key shared by all nodes
[7][11] based on symmetric cryptographic mechanisms. Idea behind these mech-
anisms is that each node uses this shared key to compute message authentication
codes (MACs) appended along with packets. MACs based on cryptography could
identify and authenticate nodes that participate in the routing, thereby detecting
the fabricated and distorted information and preventing nodes from imperson-
ation [3]. Moreover, Encryption could protect routing messages from disclosure.
Auditing combined with authentication could detect non-cooperative behaviors
from nodes, such as dropping packets [6]. After that when received by receiver,
packets will be verified using the same shared key whether it is authenticated.
These schemes however have several disadvantages. First, an outsider breaking
the global key could break down the protocol. Second, it is difficult to identify
the compromised node when the global key is divulged. Third, it is expensive to
recover from a compromise because it will invoke a global re-key, as described in
[12]. Another traditional solution is to use a authentication techniques based on
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Table 1. The notations of two proposed schemes

Notation Definition

A, B, C, D Specific mobilenodes

DigestA , X Digestmessage

A � B Node A sends data to node B

SignPrivKeyB,Sign Signature generated by using A’s private key

Hash(IDnode) Hash message of node’s identity

SID, QID Identifier based key pair

CertA Public Certificate

GroupKeyID Group Key based on identity

P, Q Points on Elliptic Curve [21]

ê (P,Q) Bilinear mapping based on the Tate Pairing

G1, G2 Groups of prime order q (Additive notation,

multiplication notation)

s System master secret

public key or asymmetric key cryptography. As Hu, Perrig and Johnson [7] pro-
posed to use an online trusted KDC to help establish trust relationship between
pairs of nodes. Unfortunately, such techniques are impractical and do not adept
well to Ad hoc networks having limited characteristics, as we are going to show
it in simulation environment. Another scheme proposes that each node select
a number of certificates to store. The public key s obtained when a chain of cer-
tificates is discovered because every pair of nodes will merge the two certificate
repositories [5]. Also from [14] in 1984 and [15], an Identity-based signature was
proposed.

3 Proposed Authentication Mechanism Schemes

The notations shown in Table 1 will be used throughout this paper.
In this paper, we evaluate two main applied security mechanisms in Ad hoc

network based on AODV routing protocol. First, we apply the use of certificate-
based model with digital signature verification when two nodes (source and des-
tination) desire to communicate to each other in Ad hoc network. Before send-
ing messages, AODV routing protocol will be invoked to discover the proper
route between them by flooding the Route Request message (RREQ) to source’s
neighbors until reaching the destination. Destination then replies the source by
sending (unicasting) Route Reply message (RREP) to the route that it receives
the fastest RREQ message. During these processes, certificate-based scheme is
used to provide the verification of digital signature for routing authentication
in Ad hoc network. Second, to optimize the performance particularly routing
overhead, we proposed to use of Identity-based signature scheme, which will be
explained after evaluating this first proposed security scheme. Since a certificate
system providing an asymmetric digital signature before using the public key of
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a user, the participants so must first verify the certificate of the user. As con-
sequence, this system requires a large amount of computing time, exchanging
the public certificate (CA) for verification, and storage. Also it leads to high
communication overhead as well as routing overhead. These schemes are based
on the following assumptions. The network consists of a group of mutually trust-
ing nodes. For our first proposed certificate-based scheme; CBS-AODV, before
each node participate in the network, it has to be given a public/private key
pair by the authority. Also for two system keys created by the authority, first
the system private key is used to sign the public keys of all nodes and the sec-
ond system public key, which is used when two nodes desire to communicate at
first time by exchanging the certificate public key, is stored in all nodes. Earlier
mentioned, they are taken place off-line before the node can join the network.
For our second proposed identity-based scheme; IBS-AODV, all nodes keep the
system parameters G1, G2, ê, P, Ppub = s.P where s is the system master se-
cret. Each node registers with the authority and obtains a private key s.Qnode
= s.Hash(IDnode). Also, they are taken place off-line before the node can join
the network. Whenever, two nodes desire to communicate to each other, they
do not need the certificate exchange but they will use the public key generated
from sender’s ID to verify the received signature as explained in next section. All
inks between the nodes are bi-directional. The nodes have enough power energy
and computationally powerful enough to execute our security algorithms.

3.1 Proposed Certificate-Based Scheme
in AODV Routing Protocol (CBS-AODV)

To provide secure routing authentication without the need of an encryption
layer, in this thesis we apply to use an asymmetric digital signature and public
certificate key method exchange for verification of signature. The procedures of
route discovery in AODV are shown below.

Step 1:
A � B: [DigestA]SignPrivKeyA,CertA where,
DigestA=HMAC(GroupKeyID,[RREQ|NonceA|timestamp]

When B node receives it, B first verifies the A’s certificate using the CA’s
public key and validate the signature signed with A’s Private key, and then B
will record A’s Nonce and take A’s public key from extracting A’s certificate by
using CA’s public key as followed traditional certificate-based scheme.

Fig. 1. Simple 4-nodes network
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Step 2:
A � B: [X]SignPrivKeyB,CertB where,
X=HMAC(GroupKeyID,[NonceB⊕timestamp]

For generating one-way hash code using GroupKeyID, which is secret key
shared in Group ID before attendants enter to the conference scenario (e.g.
Conference Room no. 1; Key group ID no. 1). Typically the authentication tag
will be transmitted along with a ACK message and B’s Nonce (Pseudorandom
number) signed with B’s Private key to allow the receiving node ( means A node)
to verify the message’s authenticity by extracting B’s Public key from CertB
using the CA’s public key. After that, B node will make reverse path toward
A node.

Step 3:
A verifies B’s signature and checks X value received from B node whether is

equal. If yes, A and B node will authenticate to each other. We proposed to use
sending ACK message back to previous node in order to make the connection
between every pair of nodes in the network has more private connection and also
we believe that it could protect some internal attacker who know group key for
example. The method is between A and B node, they should update Key group
ID by using X value, which is generated from A’s Nonce and B’s nonce, to XOR
Key group ID to be new key of both. Finally, A node can send data packet and
message digest of data packet, which is used with new updated group Key ID in
order B node to check message digest of data packet sent by A node whether is
equal or not. However, this work is not our concern in this thesis.

Step 4:
B � C: [DigestB]SignPrivKeyB,CertB where,
DigestB=HMAC(GroupKeyID,[RREQ|NonceB|timestamp]

...

Step n:
A � ... � D � X: [DigestX]SignPrivKeyX,CertX where,
DigestX=HMAC(GroupKeyID,[RREQ|NonceX|timestamp]

Until reaching the destination (X ), the destination then generates the signa-
ture along with the RREP message the same as RREQ broadcasting. However,
they need no to use ACK message during unicasting this RREP message to
source (A node) because now the route to source has more enough secure due
to using ACK message between each pair.

3.2 Proposed Identity-Based Signature Scheme
in AODV Routing Protocol (IBS-AODV)

In this thesis, we built the code in C programming style with GNU MP Li-
brary for arbitrary precision arithmetic and also IBE Library for Tate pairings
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computation. From [10], we then implemented the method of creating system
parameters, signing a message and verifying the signature as full codes imple-
mented by us. To provide secure routing authentication without the need of the
certificate exchange, we implement by using the techniques as explained above.
The procedures of route discovery in AODV are similar as our first proposed
certificate-based scheme.

3.2.1 IBS-AODV from Pairings on Elliptic Curve

The Tate paring is operations on pairs of points of the same order on an elliptic
curve. See [27] for some early applications, especially in breaking certain elliptic
curve based cryptosystems. Let G1 and G2 denote two groups of prime order
q in which the discrete logarithm problem is believed to be hard and for which
there exists a computable bilinear map

ê : G1 ×G1 &→ G2.

A good source of groups and pairings is elliptic curves, in particular, super-
singular elliptic curves. Elliptic curves have long been used in cryptography, to
produce public-key cryptosystems and protocols that are more bandwidth ef-
ficient or less processor intensive than primitives like Diffie-Hellman or RSA.
Moreover, we used elliptic curves in this thesis since the Elliptic curve discrete
logarithm problem (ECDLP) appears to be significantly harder than the DLP,
the strength-per-key-bit is substantially greater in elliptic curve systems than in
conventional discrete logarithm systems.

Moreover, an elliptic curve E(ZP ) with a point P E(ZP ) whose order is
a 160-bit prime offers approximately the same level of security as DSA with
1024-bit modulus p and RSA with a 1024-bit modulus n. Thus, smaller param-
eters can be used in elliptic curve cryptosystems than with old discrete loga-
rithm systems but with equivalent levels of security. The advantages that can be
gained from smaller parameters include speed (faster computations) and smaller
keys. These advantages [28] are especially important in environments where pro-
cessing power, storage space, bandwidth, small hardware processors, and power
consumption are constrained like the Ad hoc network.

– Types of Public/Private Key Pairs

We require the following two types of keys: A standard public/private key
pair is a pair (R, r) where R G1 and r Fq with R = rP For some given fixed
point P G1.

An identifier based key pair is a pair (QID, SID) where QID, SID G1 and
there is some trust authority (TA) with a standard public/private key pair given
by (RTA, s), such that the key pair of the trust authority and the key pair of
the identifier are linked via SID = s.QID and QID = H1 (ID), where ID is the
identifier string.
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3.2.2 IBS-AODV Authentication Algorithm

At first, the TA publishes system parameters G1, G2, ê, P, Ppub = s.P where s is
the system master secret. We also need two more cryptographic hash functions,
H2 which maps arbitrary strings onto integers. As usual A registers with the TA
and obtains a private key s.QA = s.H(IDA).

Where we have used the bi-linearity properties of ê. Thus a valid signature
will always satisfy the check. Notice that signing does not involve any pairing
calculations, and so can be very quickly even on low-end processors. Signatures
are also rather short - the size of only two group elements from G1. Verification
computations can also be reduced, down to a single pairing plus an exponentia-
tion in G2 and a few hash function calls, if one is verifying many signatures from
a fixed entity A.

4 Simulations and Results

In this paper, we implemented AODV routing protocol to support two kinds of
proposed security schemes incorporated in the version 2 .1b9a based on RedHat
version 7.3 Operating System with Pentium III 700 MHz. Also the Ns-2 distribu-
tion used is the ns-allinone distribution, version 2.1b9a. In addition, we took the
incorporation from OpenSSL in providing the traditional signing/verification sig-
nature as well as IBE Open source with GNU MP Library for alternative public
key cryptography. The radio model uses characteristics similar to a commercial
radio interface, the 914MHz Lucent’s WaveLANTM DSSS radio interface. Wave-
LAN is modeled as a shared-media radio with a nominal bit rate of 2 Mb/s and
a nominal radio range of 250 meters. In our experiments for CBS-AODV, 30
and 27 nodes move around in a rectangular area of 900m X 800m according to
a mobility models i.e., Random waypoint, Fixed waypoint, and Brownian [20].
For the work related to energy-aware routing we assume long-lived sessions. The
session sources are CBR (constant bit rate) and generate UDP packets at 4 pack-
ets/sec with each packet being 512 bytes long in 900-second simulated time. To
make our simulation more practical, we then created the scenario similar to some
convention events. The people’s behavior could move toward some place along
with another like moving group and also some people could move toward some
place independently as seen in Fig.2 below. Group of nodes, which is moving,
use fixed waypoint mobility model and another use Brownian mobility model
in this scenario. As shown in fig. 3, the conference scenario also was created in
our simulation. We created this event let have 2 speakers (node 0 and node 26)
who move in horizontal and vertical direction using fixed waypoint respectively.
There are 25 audiences participating in this conference. The audiences’ move-
ment behavior could move toward some place independently using Brownian
mobility model.

After each simulation was processed, trace files recording the traffic and node
movement are generated (almost 3 GB). We then parsed those trace files in order
to extract the information and statistics needed to measure each performance
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Table 2. Simulation variables of each scenario

Scenario Type Convention Scenario Conference Scenario

Nodes 30 27

Mobility model Pursue and Brownian Fixed Waypoint and Brownian

Pause time(s) 2s 2s

Speed (m/s) 2-8 m/s (1 group) 2-10 m/s (2 speakers)

and 2-5 m/s and 2-5 m/s

(24 individual guests) (25 audiences)

Connections 5,10,15,20,25 5,10,15,20,25

Fig. 2. Packet Sending in Convention Sce-
nario

Fig. 3. Packet Sending in Conference Sce-
nario

metric and then fed the Gnu and graph plotter with those results. We started
simulating next with a convention scenario and a conference scenario respec-
tively.

The simulation results bring out some important characteristic differences
when we apply the security extension to Ad hoc network. Let us assume in
our first proposed CBS-AODV, we used 16-byte group key, 32-byte MAC, 64-
byte (512 bit RSA) for digital signature, and 256-byte public certificate. For the
second proposed IBS-AODV, we used 16-byte group key, 20-byte MAC, and 168-
byte digital signature. We believe this amount of overhead extended in AODV
routing protocol is reasonable for a security service. Performance metrics include:

– Packet delivery fraction Effect: Our certificate-based scheme could work
well in two scenarios because the effect of throughput of the network is small
around 7-11of connections between nodes were increased from 5 connections
to 25 connections.

– End-to-end delay Effect: This is the average End-to-End delay of each
scenario. The results are fairly low between with authentication and without
authentication extension.

– Normalized routing load Effect: The number of routing packets increases
when our scheme is incorporated. We computed the results by using math-
ematical equation called polynomial (power 2).
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Fig. 4. PDF (percentage) vs Connections
in Convention Scenario

Fig. 5. PDF (percentage) vs Connections
in Conference Scenario

5 Conclusions

In the first proposed CBS-AODV, every node has to maintain a list of certificate
public key of many other nodes. It thus could cause the limited storage of mobile
node. In addition, every pair of nodes must exchange its certificate public key
to each other in order to let them verify the signature. This also could cause the
very high overhead to the network when the size of network and number of nodes
become large. However, we then proposed the use of uniquely identity as the
public key based on pairings on elliptic curve digital signature having very short
ciphertexts/signatures and efficient computation times. Our second proposed
IBS-AODV can eliminate the storage consumption and the certificate public
keys exchange (an RSA public key plus the CA’s signature thereon requires
2048 bits; an identity can be 168 bits) dramatically when the network scalability
is increased. The advantages that can be gained from smaller parameters include
speed (faster computations) and smaller keys.
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Abstract. Recently, Wu and Chieu proposed an improvement to Sun’s
scheme, whereby users could choose and change their passwords freely
through a secure channel when using a remote system. However, this im-
proved scheme is still susceptible to impersonation attacks and does not
provide mutual authentication. Accordingly, the current paper demon-
strates the vulnerability of Wu and Chieu’s scheme to impersonation
attacks and presents an enhancement to resolve such problems. As a re-
sult, the proposed scheme enables users to update their passwords freely
without the help of a remote system, while also providing mutual au-
thentication.

1 Introduction

User authentication is an important part of security, along with confidentiality
and integrity, for systems that allow remote access over untrustworthy networks,
like the Internet. As such, a remote password authentication scheme authenti-
cates the legitimacy of users over an insecure channel [1-9], where the password
is often regarded as a secret shared between the remote system and the user.
Based on knowledge of the password, the user can use it to create and send
a valid login message to a remote system to gain the right to access. Mean-
while, the remote system also uses the shared password to check the validity of
the login message and authenticate the user. In 1981, Lamport [1] proposed a
remote password authentication scheme using a password table to achieve user
authentication. In 2000, Hwang and Li [7] pointed out that Lamport’s scheme [1]
suffers from the risk of a modified password table and the cost of protecting and
maintaining the password table. Therefore, they proposed a new user authen-
tication scheme using smart cards to eliminate the risk and cost. Hwang and
Li’s scheme can withstand replaying attacks and also authenticate users with-
out maintaining a password table. Later, Sun [8] proposed an efficient smart
card-based user authentication scheme to improve the efficiency of Hwang and
Li’s scheme [7], and more recently, Wu and Chieu [10] proposed an improvement
on Sun’s scheme [8] to make the protocol a user-friendly remote authentication
scheme through which the user can choose and change their password based on
a secure channel. They claimed that their scheme provided effective authenti-
cation and also eliminated the drawback of Sun’s scheme [8] that requires the

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 935–942, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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assignment of unfriendly lengthy passwords. However, Wu-Chieu’s scheme is vul-
nerable to an impersonation attack and does not provide mutual authentication,
plus a user can only update their password through a secure channel when using
a remote system. Accordingly, the current study demonstrates that Wu-Chieu’s
scheme is susceptible to impersonation attacks, where an attacker can easily
impersonate other legal users to access the resources at a remote system, then
presents an enhancement to the scheme to isolate such problems. The proposed
scheme enables users to freely update their passwords without the help of a re-
mote system, and also provides mutual authentication.

The remainder of this paper is organized as follows: Section 2 briefly reviews
Wu-Chieu’s scheme, then Section 3 demonstrates an impersonation attack on
Wu-Chieu’s scheme. The proposed scheme is presented in Section 4, while Sec-
tion 5 discusses the security and efficiency of the proposed scheme. Some final
conclusions are given in Section 6.

2 Wu-Chieu’s Scheme

This section briefly reviews Wu-Chieu’s scheme, which has a registration, login,
and authentication phase, as explained in the following:

Registration Phase: The user Ui submits their identifier IDi and chosen
password PWi to the remote system. These private data must be sent in person
or over a secure channel. Upon receiving the registration request, the system
performs the following steps:

1. Compute Ai = h(IDi, x), where x is a secret key maintained by the system
and h(·) is a collision resistant one-way hash function.

2. Compute Bi = gAi·h(PWi)(modp), where p is a large prime number, and g
is a public, primitive element in GF (p).

3. The system then personalizes the smart card with the secure information:
{IDi, Ai, Bi, h(·), p, g}.

Login Phase: If the user Ui wants to login, they attach their smart card to the
card reader and key in their identifier IDi and password PW ∗

i , then the smart
card performs the following operations:

1. Compute the following two integers:
B∗

i = gAi·h(PW∗
i )(modp) and C1 = h(T ⊕ Bi), where T is the current date

and time of the input device.
2. Send a message m = {IDi, B∗

i , C1, T } to the remote system.

Authentication Phase: Upon receiving message m at time T ′, the remote
system authenticates the user based on the following steps:
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User Remote System

B∗
i = gAi·h(PW∗

i )(modp)
C1 = h(T ⊕ Bi) m = {IDi, B∗

i , C1, T}−−−−−−−−−−−−−−−−−−→ Verify IDi

Verify (T ′ − T ) ≥ ΔT
C∗

1 = h(T ⊕ B∗
i )

Verify C1
?
=C∗

1

Fig. 1. Login and Authentication Phases in Wu-Chieu’s scheme

1. Verify the format of IDi. If the format is incorrect, the system rejects the
login request.

2. Verify the validity of the time interval between T and T ′. If (T ′− T ) ≥ ΔT ,
where ΔT denotes the expected valid time interval for a transmission delay,
the remote system rejects the login request.

3. Compute C∗
1 = h(T ⊕B∗

i ), and compare C1 and C∗
1 . If they are equal, this

indicates that the password PW ∗
i is equal to PWi, then the system will

accept the login request; otherwise the login request is rejected.

According to Wu-Chieu’s scheme, when an authorized user Ui wants to
change their password, they have to perform the following procedures:

1. The user just submits their smart card to the system and chooses a new
password PW ′

i via a secure channel.
2. The remote system then performs the new B′

i as B′
i = gAi·h(PW ′

i )(modp)
and writes the new B′

i into the user Ui’s smart card to replace the original Bi.
After the replacement of Bi, the user Ui can use the new password PW ′

i to
login.

3 Impersonation Attack on Wu-Chieu’s Scheme

This section demonstrates that Wu-Chieu’s scheme is vulnerable to an imper-
sonation attack, where an attacker can easily impersonate other legal users to
access the resources at a remote system.

Suppose that an attacker has eavesdropped a valid message m = {IDi, B∗
i ,

C1, T } from an open network. In the Login Phase, the attacker can choose
a random number X and let B∗

A = X . Then, they let CA = h(TA ⊕ B∗
A) and

send a message m = {IDi, B∗
A, CA, TA} to the remote system, where TA

is the attacker’s the current date and time for succeeding with Step 2 of the
Authentication Phase. It is easy to check whether the system will accept this
message, as CA = C∗

A = h(TA ⊕B∗
A). Finally, the system accepts the attacker’s

login request, making Wu-Chieu’s scheme insecure.
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Attacker Remote System

B∗
A = X

CA = h(TA ⊕ X) m = {IDi, B∗
A, CA, TA}−−−−−−−−−−−−−−−−−−−−→ Verify IDi

Verify (T ′ − TA) ≥ ΔT
C∗

A = h(TA ⊕ B∗
A)

Verify CA
?
= C∗

A

Accepts attacker’s login

Fig. 2. Impersonation attack on Wu-Chieu’s scheme

User Remote System

Select IDi, PWi {IDi, PWi}−−−−−−−−−−→ Ai = h(IDi, x)

Bi = gAi·h(PWi)(modp)

{IDi, Ai, Bi, h(·), p, g}←−−−−−−−−−−−−−−−−−−−−

Fig. 3. Registration Phase in proposed scheme

4 Proposed Scheme

This section proposes an enhancement to Wu-Chieu’s scheme that can withstand
an impersonation attack. In addition, the proposed scheme also allows users to
update their passwords freely without the help of a remote system and provides
mutual authentication between the user and a remote system. The security of
the proposed scheme is based on a one-way hash function and discrete logarithm
problem, and consists of a registration, login, and verification phase.

Registration Phase: Like Wu-Chieu’s scheme, let x be a secret key maintained
by the system. The user Ui submits their identifier IDi and chosen password PWi

to the system. These private data must be sent in person or over a secure channel.
Upon receiving the registration request, the system performs the following steps:

1. Compute Ai = h(IDi, x), where x is a secret key maintained by the system
and h(·) is a collision resistant one-way hash function.

2. Compute Bi = gAi·h(PWi)(modp), where p is a large prime number, and g
is a public, primitive element in GF (p).

3. The system personalizes the smart card with the secure information:
{IDi, Ai, Bi, h(·), p, g}.
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Login Phase: If the user Ui wants to login, they attach their smart card to the
card reader and key in their identifier IDi and password PW ∗

i , then the smart
card performs the following operations:

1. Compute the following two integers:
B∗

i = gAi·h(PW∗
i )(modp)

and
C1 = h(T, Ai, Bi),
where T is the current date and time of the input device.

2. Send a message m = {IDi, B∗
i , C1, T } to the remote system.

Verification Phase: Upon receiving the authentication request message m =
{IDi, B∗

i , C1, T }, the remote system and smart card execute the following
steps for mutual authentication between the user Ui and the remote system.

1. The system verifies the format of IDi. If the format is incorrect, the system
rejects the login request.

2. The system verifies the validity of the time interval between T and T ′. If
(T ′ − T ) ≥ ΔT , where ΔT denotes the expected valid time interval for a
transmission delay, the remote system rejects the login request.

3. The system computes the following two integers:
A∗

i = h(IDi, x)
and
C∗

1 = h(T, A∗
i , B

∗
i ),

and compares C1 and C∗
1 .

If they are equal, this indicates that the password PW ∗
i is equal to PWi.

The system then accepts the login request and proceeds to Step 4, otherwise
it rejects the login request.

4. The system acquires the current time stamp T ′′ and computes
C2 = h(T ′′, A∗

i , C∗
1 ). The system sends back the message {C2, T ′′}.

5. Upon receiving the message {C2, T ′′}, the user Ui verifies the validity of
the time interval between T ′′ and T ′′′, then computes C∗

2 = h(T ′′, Ai, C1)
and compares C2 and C∗

2 . If they are equal, the user Ui believes that the
responding part is the real system and the mutual authentication is complete,
otherwise the user Ui interrupts the connection.

If the user Ui wants to change their password, they only need to perform the
procedures below, without any help from the remote system:

1. Compute V = (Bi)h(PW∗
i )−1

= gAi·h(PWi)·h(PW∗
i )−1

= gAi(modp).
2. Compute gAi using stored Ai and verify V = gAi .
3. Select new password PW ′

i and compute h(PW ′
i ).

4. Compute B′
i(= gAi·h(PW ′

i )(modp)).
5. Store B′

i in smart card in place of Bi.
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User Remote System

B∗
i = gAi·h(PW∗

i )(modp)
C1 = h(T, Ai, Bi) m = {IDi, B∗

i , C1, T}−−−−−−−−−−−−−−−−−−→ Verify IDi

Verify (T ′ − T ) ≥ ΔT
A∗

i = h(IDi, x)
C∗

1 = h(T, A∗
i , B

∗
i )

Verify C1
?
=C∗

1

Verify (T ′′′ − T ′′) ≥ ΔT {C2, T ′′}←−−−−−−− C2 = h(T ′′, A∗
i , C

∗
1 )

C∗
2 = h(T ′′, Ai, C1)

Verify C2
?
=C∗

2

Fig. 4. Login and Verification Phases in proposed scheme

5 Security Analysis and Comparison

The following analyzes the security of the proposed scheme:

1. Due to the fact that a one-way hash function is computationally difficult to
invert, it is extremely hard for any attacker to derive the system secret key x
from Ai = h(IDi, x). Even if the smart card of the user Ui is picked up by
an attacker, it is still difficult for the attacker to derive x.

2. If an attacker tries to forge a valid parameter C1, they must have the sys-
tem secret information x, because C1 must be derived from PWi and Ai.
However, this is infeasible, as Ai has to be obtained from the system secret
information x.

3. For replay attacks, neither the replay of an old login message{IDi, B
∗
i , C1, T }

in the login phase nor the replay of the remote system’s response message
in Step 4 of the verification phase will work, as it will fail in Steps 2 and
5 of the verification phase due to the time interval (T ′ − T ) ≥ ΔT and
(T ′′′ − T ′′) ≥ ΔT , respectively.

4. Given a valid request message m = {IDi, B∗
i , C1, T }, it is infeasible that an

attacker can compute PWi using equation Bi = gAi·h(PWi)(modp), because
it is a one-way property of a secure one-way hash function and a discrete
logarithm problem.

5. The proposed scheme can resist an impersonation attack. An attacker can
attempt to modify a message {IDi, B∗

i , C1, T } into {IDi, B∗
A, CA, TA},

where TA is the attacker’s current date and time, so as to succeed in Step
2 of the verification phase. However, such a modification will fail in Step 3
of the verification phase, because an attacker has no way of obtaining the
value Ai(= h(IDi, x)) to compute the valid parameter C1.

6. If a masqueraded server tries to cheat the requesting user Ui, it has to prepare
a valid message {C2, T ′′}. However, this is infeasible, as there is no way to
derive the value h(IDi, x) to compute the value C2, due to the one-way
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property of the secure one-way hash function. Plus, a replay message can be
exposed because of the time stamp.

7. Because of smart card verify V = gAi using stored Ai in Step 2 of the
password change, when the smart card was stolen, unauthorized users cannot
change new password of the card.

8. Several server spoofing attacks have been recently proposed [6]. The at-
tacker can manipulate the sensitive data of legitimate users via setting up
fake servers. Therefore, a secure password-based authentication scheme with
smart card must have the ability to work against such attacks. Proposed
scheme provide mutual authentication to withstand the server spoofing at-
tack.

The security properties of Wu-Chieu’s scheme and the proposed scheme are
summarized in Table 1.

Table 1. Comparison of Wu-Chieu’s scheme with proposed scheme

Wu-Chieu Proposed

Impersonation attack Yes No
Verification table No No
Change password Yes (complex) Yes (simple)
Mutual authentication No Yes

6 Conclusion

The current paper demonstrated that an attacker can easily impersonate other
legal users to access the resources at a remote system in Wu and Chieu’s scheme.
Thus, an enhancement to Wu-Chieu’s scheme was proposed that can withstand
an impersonation attack and allow for users to easily update their passwords
without the help of a remote system. The proposed also provides mutual authen-
tication between the user and a remote system and achieves the same advantages
as Wu and Chieu’s scheme.
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Abstract. Recently, as the serious damage caused by DDoS attacks
increases, the rapid detection and the proper response mechanisms are
urgent. However, existing security mechanisms do not provide effective
defense against these attacks, or the defense capability of some mecha-
nisms is only limited to specific DDoS attacks. It is necessary to analyze
the fundamental features of DDoS attacks because these attacks can eas-
ily vary the used port/protocol, or operation method. In this paper, we
propose a combined data mining approach for modeling the traffic pat-
tern of normal and diverse attacks. This approach uses the automatic
feature selection mechanism for selecting the important attributes. And
the classifier is built with the theoretically selected attribute through
the neural network. And then, our experimental results show that our
approach can provide the best performance on the real network, in com-
parison with that by heuristic feature selection and any other single data
mining approaches.

1 Introduction

Distributed Denial of Service (DDoS), is a relatively simple, yet very powerful
technique to attack Internet resources as well as system resources. Distributed
multiple agents consume some critical resources at the target within the short
time and deny the service to legitimate clients. As a side effect, they frequently
create network congestion on the way from source to target, thus disrupting
normal Internet operation and making the connections of many users be lost.
Recently, the side effect seriously threatens our real networks together with worm
viruses. As we consider the serious damage caused by DDoS attacks, rapid de-
tection and proper response are urgent.

As the damage by DDoS attack increase, many research for detection mech-
anism have performed, but the existing security mechanisms do not provide
effective defense against these attacks or the defense capability is only limited to
specific DDoS attacks as we explained comparatively them [1]. The large num-
ber of attacking machines and the use of source IP address spoofing make the
traceback impossible. Although the router performs the ingress filtering, a lot
of spoofing packets can pass it because some DDoS tools provide the several
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spoofing levels in order to pass the ingress filtering router. The use of legitimate
packets for the attack and the variation of packet fields disable characterization
and filtering of the attack streams. The distributed nature of the attacks calls
for a distributed response, but cooperation between administrative domains is
hard to achieve, and security and authentication of participants incur high cost.
There are the automated DDoS tools of various types, so beginner can easily
operate them also.

In order to detect these attacks, we can monitor some features of each server
or router, merge those results, and output the synthetic judgment. So many
existing proposes used the network monitoring data such as tcpdump and SNMP
MIB [2]. Tcpdump needs to go through multiple iterations of data pre-processing
to extract meaningful features and measures, since tcpdump is not intended
specifically for security purposes. Also this process requires basically a lot of
domain knowledge, and may not be easily automated. SNMP MIB is meaningless
if few systems adopt the SNMP, and it supplies the features for system itself such
as in/out packet count, octets, error packet count, and so on. Then it is necessary
to integrate the MIP entries of each system and analyzing the combined outputs.
And we can use the RMON MIB that provides the features of network traffic
generated in a segment. It is more useful for detecting these attacks, but the
operation of RMON considerably decreases the system performance, so many
operators usually turn off the RMON feature.

So we used the NetFlow that is developed by Cisco systems. It is origi-
nally developed as the network accounting technology, and it answers questions
regarding IP traffic like who, what, where, when, and how. This framework de-
fines a flow with seven unique keys that are source IP address, destination IP
address, source port, destination port, layer 3 protocol type, TOS byte (DSCP)
and input logical interface (ifIndex). Although the NetFlow is only provided at
the cisco systems, you can use the sFlow instead of Netflow. The sFlow(RFC
3176) was standardized at the IETF and provide the similar features with Net-
Flow. The flow-based traffic analysis is valuable for detecting the DDoS attacks,
because most of DDoS attacks suddenly increase the number of flow, exhaust
the maximum flows on the ingress switch, and make the Internet connections of
the network close up.

And we used the data mining techniques for modeling the traffic pattern
based on the NetFlow data. This model can be used for both the misuse detection
and the anomaly detection according to modeling data and method. At first, we
manually selected the meaningful features(attributes) for DDoS attack, and only
we used the data mining technique creating the classifier for attack detection[7].
However, because the deciding upon the right set of features is difficult and
time consuming, an automated tool is necessary. For example, many trials were
attempted before we came up with the current set of features, and we couldn’t
corroborate that our manually selected set is the really right set. So we also
used another data mining technique, decision tree algorithm, for selecting the
important features for each DDoS attack. This technique eliminated the helpless
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Table 1. Features of DDoS Tools

Trinoo Synk4 TFN2k Stacheldraht

Attack
Type

UDP
flood

SYN flood UDP/SYN/ICMP flood,
Smurf

UDP/SYN/ICMP flood,
Smurf

Source
IP

Not
Spoofing

Spoofing Capable of control the
spoofing level

Automated spoofing

Source
Port

Not allow
to specify

Automatic
selection

Automatic selection (at
random or sequentially)

Automatic selection (at
random or sequentially)

Target
Port

Not allow
to specify

Specify
the range

Allow to specify Specify the range

Etc. -Uni-directional control - Automated agent update
-Encrypted communication - Encrypted communication

features, and informed the priority of the features. Therefore we could build the
efficient model for detecting the various DDoS attacks.

This paper is divided into five sections. In Section 2, we explain briefly DDoS
attacks and attack tools, and then we introduce the proposed combined data
mining approach. Next we explain our experimental environment and results.
Finally, a brief conclusion and future work are presented.

2 DDoS Attack & Attack Tool

An intrusion can be defined as ”any set of actions that attempt to compro-
mise the integrity, confidentiality or availability of a resource”[2]. Among these
compromises, the DoS/DDoS attacks has compromised the availability of the
network resource as well as the system resource itself, and the damage by the
DDoS attacks is increasing as the time goes on. And because the DDoS attacks
usually use the normal protocol packet like legitimate users, these attacks aren’t
enough with the intrusion prevention techniques only, such as user authentica-
tion and encryption. Therefore detection mechanisms are indispensable, as a first
line of DDoS attack defense.

The one of reasons why the DDoS attacks are very threatening is the auto-
mated tool. Because of using the automated attack process, if once the attacker
finds the systems with weak security, it dose not take above 5 seconds to install
the tool and attack the victim. And it takes thousands of hosts only one minute
to be invaded. As the representative DDoS attack tools, there are Trinoo, Synk4,
TFN, TFN2k, and Stacheldraht, and we usually used TFN2k and Stacheldraht,
the most powerful tools, for the experiments. We comparatively sum up the fea-
tures of these tools at table 1. These tools use the specific port number and
protocol, but it can be easily changed. So, it is difficult to detect proactively the
DDoS attack by means of monitoring the control command between the attacker
and master, and between master and agent.



946 Mihui Kim et al.

3 Proposed Combined Data Mining Approach

As the first experimental step, we proposed the classifier built by the neural
network technology for DDoS attack detection [3]. At that experiment, we also
gathered the NetFlow data not only in the normal case, but also in the attack
case. However, because the NetFlow on the access router only turned on the
gathering feature of input traffic, that are on their way from Internet to our net-
work, the NetFlow mainly gathered the TCP SYN flood attack traffic although
we mounted several attacks. And, we heuristically selected the input attributes
of the neural network, depicting the comparative graphs for the normal and at-
tack case. The selected attributes were the number of flow, the number of octets
per flow, and the number of packets per flow, because most of DDoS attack tools
generate many flows using few octets and few packets. And the built classifier
was designed to output the normal or the abnormal. Conclusively, we could get
the 90.9% detection rate at that experiment.

As the enhanced approach, we propose the combined data mining approach.
It uses the automatic feature selection mechanism and builds the classifier by the
neural network technology with the automatic selected attributes. For the selec-
tion of the important attributes, heuristic method can’t prove that the choice is
the best, and the many trials and the many processing time are required [2]. So,
we propose the decision tree algorithm, one of the data mining technologies, as
the automatic feature selection mechanism. It can output the best attributes set
for the candidate attributes and their priority, using the entropy or the chi-square
theory. This algorithm theoretically provides insight into the patterns that may
be exhibited in the data. And, the output of this decision tree is used as the
input in order to build the neural network classifier like figure 1. Such mapping
approach between decision tree and neural network was proposed for the goal
to accurately specify the number of units, layers, connection and initial setting
of parameters of neural network [4]. This combined approach can be more over-
head, but classifier generation can be performed as off-line process and generated
classifier can use for real-time detection as other data mining approaches.

Fig. 1. Proposed approach structure
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Fig. 2. Attack Scenario

4 Experimental Results

In order to especially prove the performance for the DDoS attack detection, the
experiment on the real network is important and essential. The pattern of normal
traffic may affect the performance of DDoS attack detection, because most of
DDoS attacks use the general protocol packet, such as TCP, UDP and ICMP.
So we gathered the real network traffic using the NetFlow, that was composed
of the normal data and the attack data. The Router performing the NetFlow is
the access router that connects the Internet and our network like figure 2.

For the various experiments, we mounted the DDoS attack in the two cases.
First, the agents were located at the external network and the victim is located at
our internal network, and second is vice versa. We chiefly mounted the Stachel-
draht and TFN2k, because these are the strongest DDoS attack tool and they
provide the various DDoS attack types, like the TCP flood, UDP flood, ICMP
flood, smurf attack, and mix attack. We performed all of the attack types, but
we could get only TCP flood attack traffic, UDP flood attack traffic and mix
traffic of TCP/UDP, because the firewall on our network filtered ICMP traffic.
So we could get the 176 normal runs, 15 TCP attack runs, 15 UDP attack runs,
and 4 mix attack runs. Each run is 5-minute statistical data. And we used the
40% of each run for training, the 30% of each run for model validation, and the
30% of each run for test. We turned on the gathering feature for the egress traffic
as well as the ingress traffic, different from the previous experiment [3].

At fist, we made the simple decision tree with the candidate attributes
that we considered as the important input for the classifier. The candidate at-
tributes are octet count per flow(O/F), packet count per flow(P/F), TCP octet
count per flow(TO/F), TCP packet count per flow(TP/F), UDP octet count
per flow(UO/F), UDP packet count per flow(UP/F), source port variance for
TCP traffic(srcTport), source port variance for UDP traffic(srcUport), destina-
tion port variance for TCP traffic(dstTport), destination port variance for UDP
traffic(dstUport), source IP address variance(srcVar), TCP traffic ratio(Tratio),
and UDP traffic ratio(Uratio). Fist we designed decision tree with the simple
output that is normal or abnormal in order to compare the previous experiment
[3]. The result of decision tree by the chi-square is like figure 3.
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Fig. 3. Decision Tree by chi-square

This case selected P/F and srcTport attribute through minimizing the num-
ber of leaves and maximizing the model validation rate. Also, the result of deci-
sion tree by the entropy selected same attributes although the threshold of each
rule and the number of rules are somewhat different from each other. The leaf
nodes present the each class: white is abnormal, and the other is normal. Second
column of each leaf node is the classification result of training data, and third
column is the classification result of validation data. In the first leaf node case
of figure 3, it is normal class, and 4 normal and 1 abnormal training data, and
2 normal validation data are classified in this class.

To compare the model by theoretic selection with the model by heuristic
selection, we built two classifiers by neural network with the selected attributes
that were P/F and srcTport, and with all candidate attributes that were same
with the input of decision tree. The misclassification rate was outputted as the
test result like table 2. We could increase the detection performance in the case
of neural network model by the theoretic selection, as compared with the case
of neural network model by the heuristic selection and with the case of decision
tree model.

To provide more information by the output of classifier, we designed the
output of decision tree became normal case and each attack type such as the
TCP attack, UDP attack or MIX attack. This added output information can
easily add the filter rule on the firewall or IDS. The result of decision tree by
entropy is like figure 1. At this case, decision tree outputted the P/F, Tratio
and srcTport as the important attributes. Also the decision tree by chi-square
outputted the same attributes although the number of rules and the threshold
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Table 2. Misclassification Rate by heristic and theoretic selection(target status :
normal/abnormal)

Used Technologies Misclassification
Rate

Comments

Heuristic Selection + Neural
Network

0.0428571429 Heuristically selected attributes :
Flow, O/F, P/F

Decision Tree 0.0428571429 All candidate attribute as input

Theoretic Selection (Deci-
sion Tree)+ Neural Network

0.0285714286 Theoretically selected attributes :
P/F, srcTport

Fig. 4. Decision Tree by entropy

Table 3. Misclassification Rate by single data mining and combined data mining
approach (target status : normal/each attack type)

Used Technologies Misclassification
Rate

Comments

Neural Network 0.0434782609 All candidate attribute as input

Decision Tree (entropy) 0.0724637681 All candidate attribute as input

Decision Tree (chi-square) 0.0869565217 All candidate attribute as input

Theoretic Selection (Deci-
sion Tree) + Neural Network

0.0289855072 Theoretically selected attributes
: P/F, srcTport, Tratio

of each rule were different. We compared the misclassification rate of one data
mining technology like decision tree or neural network with that of proposed
combined data mining approach at table 3. The combined approach provided
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the best performance for the DDoS attack detection, and the neural network is
the next.

5 Conclusions

In this paper, we have proposed a combined data mining approach for the DDoS
attack detection of the various types, that is composed of the automatic feature
selection module by decision tree algorithm and the classifier generation module
by neural network. For proving the practical detection performance of our ap-
proach, we gathered the real network traffic in the normal case and the attack
case. We mounted the most powerful DDoS attack changing attack types, so we
could get the attack traffic of various types. And we used the NetFlow data as
the gathering data, because the analysis per flow is useful in the DDoS attack
detection. Because the NetFlow provides the abstract information per flow, we
don’t need the extensive pre-processing, different with the tcpdump.

At first, we designed the target status became normal or abnormal, in or-
der to compare new approach with our previous approach [3]. As the result of
experiment, we compared the misclassification rate by the automatic selection
with that by heuristic selection, and our approach resulted in the twice per-
formance, in comparison with that by heuristic selection. Next, we devised the
target status became normal or each attack type, in order to provide the extra
information for attack type. Also, we compared the misclassification rate of clas-
sifier by single data mining approach and by our combined approach, and our
approach provided the best performance.

The future works include the comparative experiments using various data
mining technologies, and comparative experiments between the data mining ap-
proach and the pure statistic approach. And we couldn’t gather the many attack
runs because the DDoS attack could severely affect our network, we have a plan
to gather sufficient attack runs and normal runs with enough time.

References

[1] Mihui Kim, et al.: A Combined Data Mining Approach for DDoS Attack Detec-
tion. Proc. of ICOIN (2004) 1365-1374 943

[2] Wenke Lee, Salvatore J. Stolfo: Data Mining Approaches for Intrusion Detection.
Proc. of the 7th USENIX Security Symposium (1998) 79-94 944, 945, 946

[3] Hyunjung Na, et al.: Distributed Denial of Service Attack Detection using Netflow
Traffic. Proc. of the Korea Information Processing Society (2003) 946, 947, 950

[4] LI Aijun, LIU Yunhui and LUO Siwei: Mapping a Decision Tree for Classification
into a Neural Network. Proc. of the 6th International Conference on Computa-
tional Intelligence & Natural Computing (2003) 946



Detecting Traffic Anomalies

Using Discrete Wavelet Transform�

Seong Soo Kim1, A. L. Narasimha Reddy1, and Marina Vannucci2

1 Department of Electrical Engineering, Texas A&M University
College Station, TX 77843-3128, USA

{skim,reddy}@ee.tamu.edu,
2 Department of Statistics, Texas A&M University

College Station, TX 77843-3143, USA
mvannucci@stat.tamu.edu

Abstract. We propose a traffic anomaly detector operated in post-
mortem and real-time by passively monitoring packet headers of traffic.
We analyze the correlation of destination IP addresses of outgoing traffic
at an egress router. Based on statistical bounds on normal traffic patterns
of the correlation signal of destination addresses, sudden changes can be
used to detect anomalies in traffic behavior. For more computational
efficiency, we suggest a correlation calculation using a simple data struc-
ture. These correlation data are processed through coefficient-selective
discrete wavelet transform for effective and high-confidence detection.
We present two kinds of mechanisms for postmortem and real-time de-
tection modes. We evaluate the effectiveness of those two mechanisms by
employing network traffic traces.

1 Introduction

The frequent attacks on network infrastructure, using various forms of band-
width attacks, have led to an increased interest for developing techniques for an-
alyzing and monitoring network traffic. If efficient analysis tools were available,
it could become possible to detect the attacks, anomalies and to appropriately
take action to suppress the attacks before they have had much time to propagate
across the network. In this paper, we study the possibilities of traffic-analysis
based mechanisms for attack and anomaly detection.

Our approach monitors a packet header of network traffic at regular inter-
vals and analyzes it to find if any abnormalities are observed in the traffic. By
observing the traffic and correlating it to previous states of traffic, it may be
possible to see whether the current traffic is behaving in an ordinary manner. In
the case of bandwidth anomalies such as flash crowds and denial of service (DoS)
attacks, the usage of network may be increased and abnormalities may show up
� This work is supported by an NSF grant ANI-0087372, Texas Higher Education

Board, Texas Information Technology and Telecommunications Taskforce and Intel
Corp.
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in traffic pattern. Abrupt increase or decrease of traffic access pattern could
signify the onset of an anomaly such as worm propagation. Our methodology
relies on analyzing packet header data in order to provide indications of possible
abnormalities in the traffic. Our approach to detecting anomalies envisions two
kinds of detection mechanisms: off-line and on-line modes.

2 Related Work

In terms of bandwidth consumption, long term high-rate flow can be identified
using partial state information [8]. Using a sample and hold approach, once
a suspicious entry is detected; every subsequent packet belonging to the flow is
kept monitoring and will be updated [11].

Many rule-based approaches, such as intrusion detection systems, try to
match the established rules to the potential DoS attack from external incom-
ing traffic near the victims. Moreover, the pushback is a cooperative defending
mechanism through which the information exchanges amongst core routers [9,
10]. In contrast, some approaches proactively seek a method that suppresses the
overflowing of traffic in the source [5]. It usually uses a rate-limited control for
reducing the monopolistic consumption of available bandwidth to diminish the
effect of attack [5, 7, 10].

Traditionally, various forms of signature have been utilized for representing
the whole contents or certain identities. By expanding utilization of signature,
network securities use the signature-based algorithm prevalently. The dispro-
portion of bidirectional flows can be used as the signature of anomalistic traffic
[4]. The changing ratios (i.e., the rate of decrease) between the flow numbers
of neighboring specific bit-prefix aggregate flows can be calculated and used for
peculiarities [6]. Besides, there are some distinguished transform approaches to
emphasize the anomaly of the traffic [1, 3, 12]. Using traffic volume such as byte
counts as signal, a wavelet system shows performance to expose the variance of
the anomalies.

3 Our Approach

3.1 Traffic Analysis at the Source

The (spoofed) source address of outbound traffic from an AD (administrative
domain) could be filtered because router can know internal address range unlike
destination addresses. On the other hand, destination address is likely to have
a strong correlation with itself over time since the individual accesses have strong
correlation over time. Recent studies have shown that the traffic can have strong
patterns of behavior over several timescales [3]. It is possible to infer that some
correlation exists on their weekly or daily consumption patterns. We hypothesize
that the destination addresses will have a high degree of correlation over longer
timescales. If this is the case, sudden changes in correlation of outgoing addresses
can be used to detect anomalies in traffic behavior.
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3.2 General Mechanism of the Detector

Our detection mechanisms can be organized in three steps. The first step is
traffic parser, in which the correlation coefficient signal is generated from packer
header traces or NetFlow records as input, in section 4. The second step processes
wavelet transforms to study the address correlation over several timescales. We
selectively reconstruct decomposed signal across specific timescales based on
the nature of attacks and network administrator’s focus, in section 5. The final
stage is detection, in which attacks and anomalies are detected using historical
thresholds of traffic to see whether the traffic’s characteristics are out of regular
norms. Sudden changes in the analyzed signal will lead to some indication that
could be used to alert the network administrator of the potential anomalies in
the network traffic. In this paper, we consider some statistical summary measures
as explained in section 6.

3.3 Traces

To verify the validity of our approach, we run our algorithm on two kinds of
traffic traces. First, we examine the detector on traces from the University of
Southern California which contains real worm attacks. Additionally to inspect
the sensitivity of our detector over attack of various configurations, we employ
simulated virtual attacks on the University of Auckland traces of addresses col-
lected over a campus access link. These traces range in length from 3 days to
several weeks.

3.4 Attacks

We consider nine kinds of virtual attacks as shown in Table 1. These simulated
attacks cover many kinds of behaviors and allow us to deterministically test
diverse attacks.

– Persistency. The first 3 attacks send malicious packets in on-off type. More
sophisticated attackers attempt to conceal their intentions through repeating
attack and pause periods. So, it is intended to model intelligent and crafty
attackers that attempt to dilute their trails. The other remnant attacks con-
tinue to assault throughout the attack.

– IP address. The 1st attack among every 3 attacks targets for a (semi) single
destination IP address. This target may be really one host in case of 32-bit

Table 1. The Nine kinds of simulated Attacks

1 2 3 4 5 6 7 8 9

(2,I,SD) (2,I,SR) (2,I,R) (2,P,SD) (2,P,SR) (2,P,R) (1,P,SD) (1,P,SR) (1,P,R)

Duration 2 hours 2 h. 2 h. 2 h. 2 h. 2 h. 1 hour 1 h. 1 h.

P ersistent intermittent int. int. persistent per. per. per. per. per.

IP single semi- random single semi- rand. single semi- rand.

destination random dest. rand. dest. rand.
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prefix, occasionally aggregated neighboring hosts in case of x-bit prefix. The
2nd attack style composes the IP address in which specific portion of the
address structure preserves the identical value and the rest of the address is
generated randomly for the infiltration efficiency. The 3rd type is randomly
generated.

Our attacks can be described by a 3-tuple (duration, persistency and IP ad-
dress). We superimpose these attacks on ambient traces, which are the University
of Auckland traces [2]. The mixture ratios of normal traffic and attack traffic
range 2:1 to 10:1 in packet count. Replacement of normal traffic with attack
traffic is easier to detect and hence not considered here.

4 Signal Generation

4.1 The Correlation Coefficient

Our approach collects packet header data at an AD’s edge over a sampling pe-
riod. Individual fields in the packet header are then analyzed to observe anoma-
lies in the traffic. To study the correlation embedded in the IP address, we use
its correlation coefficient which is a normalized measure of the linear relationship
in random variable.

For each address, am, in the traffic, we count the number of packets, pmn, sent
in the sampling instant, sn. In order to compute address correlation coefficient
signal, we consider two adjacent sampling instants n-1 and n . We can define IP
address correlation coefficient signal in sampling point n as

ρ(n) =
∑

m(pmn−1 − pn−1) ∗ (pmn − pn)√∑
m(pmn−1 − pn−1)2

√∑
m(pmn − pn)2

(1)

When correlation coefficient signal varies between -1 and 1, if an address am

spans the two sampling points, we will obtain a positive contribution to ρ(n).
A popular destination address am contributes more to ρ(n) than an infrequently
accessed destination.

4.2 Data Structure for Computing Correlation Coefficient

In order to minimize storage and compute efficiently, we employ a simple but
powerful data structure. This data structure consists of 4 arrays ”p[4]” . Each
array expresses one of the 4 bytes in an IP address. Within each array, we have
byte-sized 256 locations, for a total of 4*256 bytes = 1024 bytes. A location
p[i][j] is used to record the packet count for the address j in ith field of the
IP address through scaling. This provides a concise description of the address
instead of unique 232 locations. We generate this approximate signal by com-
puting a correlation coefficient over the address in two success samples, i.e., by
computing
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0                                         64                                      128                                      192                                      255

2                                                               3                          2     10     1 

                    10         2                              3                                                                                                      1      2

1                                       2                                                 12                         3 

2                                                                  1     10                                                                                 2          3

Fig. 1. Data structure for computing correlation coefficient. Suppose that only five
flows exist, their destination IP addresses and packet counts are as follows. IP of F1
= 165. 91.212.255, P1 = 3; IP of F2 = 64. 58.179.230, P2 = 2; IP of F3 = 216.239.
51.100, P3 = 1; IP of F4 = 211. 40.179.102, P4 = 10; IP of F5 = 203.255. 98. 2, P5 = 9

ρin =

∑255
j=0(p[i][j][n− 1]− p[i][n− 1]) ∗ (p[i][j][n] − p[i][n])√∑255

j=0(p[i][j][n− 1]− p[i][n− 1])2
√∑255

j=0(p[i][j][n]− p[i][n])2
,

where i=1,2,3,4
We present simple example to illustrate the information can be stored this

data structure as shown in Fig. 1. The packet counts of each flow are recorded
to the corresponding position of each IP address segment.

Our approach could introduce errors when the addresses segments match
even if addresses themselves don’t match. From comparison between correlation
coefficient signal of the full-32 bit address and our data structure, we see that
the difference are negligible i.e., our approach does not add significant noise.
Moreover, we examine the similarity of above signals with cross-correlation coef-
ficient, which has actually ρXY ≈ 0.74. We think that these signals have a close
positive correlation interchangeably.

5 Discrete Wavelet Transform

5.1 DWT (Discrete Wavelet Transform)

Wavelet technique is one of the most up-to-date modeling tools to exploit both
non-stationary and long-range dependence. In real situations, we encounter sig-
nals which are characterized by abrupt changes and it becomes essential to relate
to the occurrence of an event in time. Wavelet analysis can reveal scaling prop-
erties of the temporal and frequency dynamics simultaneously unlike Fourier
Transform used in [12]. Through signal can be detected in certain timescales
and in certain position of the timescales, we can induce the frequency and tem-
poral components respectively. We compute a wavelet transform of this corre-
lation signal over a given time. A multilevel one-dimensional DWT consists of
decomposition (or analysis) and reconstruction (or synthesis) [13].
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For decomposition, starting from a signal s , the first step of the transform
decomposes s into two sets of coefficients, namely approximation coefficients cA1,
and detail coefficients cD1. The input s is convolved with the low-pass filter Lo D
to yield the approximation coefficients. The detail coefficients are obtained by
convolving s with the high-pass filter Hi D. This procedure is followed by down
sampling by 2. The second step decomposes the approximation coefficient cA1

into two sets of coefficients using the same method, substituting s by cA1, and
producing cA2 and cD2, and so forth. At level j , the wavelet analysis of the
signal s has the following coefficients, [cAj , cDj , cDj−1, cDj−2, ... , cD2, cD1].

For reconstruction, starting from two sets of coefficients at level j , that is cAj

and cDj , the inverse DWT synthesizes cAj−1, up-samples by inserting zeros and
convolves the up-sampled result with the reconstruction filters Lo R and Hi R.
For a discrete signal of length n , DWT can consist of log2n levels at most.

5.2 Our Specification: Coefficient-Selective Reconstruction

Our specification is daubechies-6 two-band filter. The filtered signal is down-
sampled by 2 at each level of the analysis procedure; the signal of each level has
an effect that sampling period extends 2 times. Consequently it means that the
wavelet transform can identify the changes in the signal over several timescales.
When we use t seconds as sampling period, the time range at level j extend t∗2j

seconds. And a 1-minute sampling interval and 30-second sampling duration are
used to reduce the amount of data and computational complexity.

The network operators can select reconstructed levels that they wish to be
captured. We assume that the network administrators are interested in detecting
shorter anomalies of sufficient intensity and anomalies of more than 30-minute
duration. In order to detect these attacks, we extract only the 1st, 5th, 6th and
7th levels in decomposition and reconstruct the signal based only on coefficients
at these levels.

6 Detection

6.1 Thresholds Setting through Statistical Analysis

We develop a theoretical basis for deriving thresholds for anomaly detection.
We first investigate the distribution of the wavelet reconstructed signal in the
University of Auckland free of attacks. To examine random variable density, we
select only some levels of the DWT decomposition of the ambient trace without
attacks and reconstruct the signal based on those levels. We then look at some
statistical properties. The Fig. 2(b) and 2(e) show the distribution and histogram
of the reconstructed signal of the ambient traces in postmortem mode. We verify
normality through the Lilliefors test for goodness of fit to normal distribution
with unspecified mean and variance. The postmortem transformed data have
a normal distribution at 5% significance level, namely X ˜ N(0, 0.0262). By
selecting some of the levels through selective reconstruction, we have removed
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Fig. 2. Various distribution of the
ambient traces in the Univ. of Auckland

Fig. 3. The Univ. of Auckland detection
results in postmortem and real-time mode

some of the features from the signal that were responsible for the non-normality
in the original signal.

We gather the 4-week traces and analyze their statistical summary measures.
The statistical parameters of network traffic, such as mean, variance and autocor-
relation function, are stationary distributed given different days. From the view-
point of communications, the ambient trace could be considered as wide-sense
stationary Gaussian white noise, on the other hands, the attack and anomaly
could be considered as random signal.

When we set the thresholds to -0.078 and 0.078 respectively, these figures are
equivalent to ±3.0σ confidence interval for random variable X.

P (μ − 3.0σ < X ≤ μ + 3.0σ) ≈ 99.7% (2)

This interval corresponds to 99.7% confidence level by (3). With such thresholds,
we can detect attacks with error rate of 0.3%.

We also analyze the reconstructed signal at our selected levels of ambient
trace in real-time mode, which shows approximately normal distribution. The
Fig. 2(c) and 2(f) show the distribution and histogram of the reconstructed signal
of the ambient traces in real-time mode.

6.2 Detection Anomalies Using the Real Attack Trace

Our postmortem and real-time approaches are applied to the USC traces which
contain real network attacks. Detection results are shown in Fig. 4. The Fig. 4(a)
illustrates a correlation coefficient signal of IP addresses that is used for wavelet
transform. The Fig. 4(b) is the wavelet-transformed and reconstructed signal in
postmortem and its detection results. The detection signal is shown with dots at
the bottom of the each sub-picture. The Fig. 4(c) shows the wavelet-transformed
and reconstructed signal in real-time and its accumulated results. Through traffic
engineering, we can identify the attack in which a specific internal compromised
machine continued to attack a few external destinations.
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Fig. 4. The USC trace detection results in postmortem and real-time mode

6.3 Detection Anomalies Using the Simulated Attack Trace

Detection results on the University of Auckland traces in 3 days are shown in
Fig. 3. The Fig. 3(a) illustrates a correlation coefficient signal of IP addresses and
the Fig. 3(b) is the wavelet-transformed and reconstructed signal in postmortem
and its detection results and the Fig. 3(c) shows the accumulated results in
real-time.

The simulated nine attacks are staged between the vertical lines, shown in the
figure. Overall, our results show that our approach may provide a good detector
of attacks in both modes. Moreover, the detections in the early points of every
day, namely sampling points are near at the 1450 and 2900, are turned out the
regular flash crowds included in the original traces such as file backup.

Discussion of Postmortem Analysis. The postmortem analysis and detec-
tors can rely on datasets over long periods of time and we use whole 3-day
correlation data all at once. The reconstructed signals of first 3 attacks (*,I,*)
show an oscillatory fashion because of their intermittent attack patterns, while
the remaining six attacks, namely (*,P,*), give a shape of hill and dale at attack
times due to persistence.

The attacks on a single machine, the 1st attack among every 3 attacks de-
scribed in (*,*,SD), reveal the high valued correlation which means the current
traffic is concentrated on (aggregated) a single destination. Detection signals in
the form of dots show that these typed attacks can be detected effectively. On
the other hand, the semi-random typed attacks, that is (*,*,SR), and random
styled attacks, namely (*,*,R), illustrate low correlations which means traffic is
behaving in irregular pattern. Consecutive detection signals indicate the length
of attacks and also imply the strength of anomalies.

In order to evaluate the effectiveness of employing DWT, we compare the
detection results of our scheme employing DWT with a scheme that directly
employs statistical analysis of the IP address weighted correlation signal. When
confidence levels of most interest (90% ˜ 99.7%) are considered, DWT provides
significantly better detection results than the simpler statistical analysis without
applying of DWT. This shows that DWT offers significant improvement in the
detection of anomalies.

Discussion of Real-Time Analysis. The real-time detection requires that the
analysis and the detection mechanism rely on small datasets in order to keep such
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Table 2. The Relation between Latencies and Confidence levels in Nine attacks in
Real-time mode

c 1 2 3 4 5 6 7 8 9 f f

la (2,I,SD) (2,I,SR) (2,I,R) (2,P,SD) (2,P,SR) (2,P,R) (1,P,SD) (1,P,SR) (1,P,R) pb nc

1.0σ 68 0d 1 2 0 0 0 0 0 0 11 0

1.5σ 86 0 1 2 0 0 0 0 2 0 7 0

2.0σ 95.5 1 2 5 0 0 0 0 5 2 5 0

2.5σ 98.5 1 2 5 0 3 0 0 7 2 3 0

3.0σ 99.7 1 3 5 0 10 2 0 8 6 2 0

3.5σ 99.95 1 5 10 0 36 2 0 11 6 2 0

4.0σ 99.99 2 15 13 0 Xe 6 0 X 8 1 2

a confidence level in percentage
b false positive is counted a series of relevant signal as 1
c false negative
d latency is measured by minute unit
e X means non-detection

on-line analysis feasible. If we want to investigate a specific level j , it requires 2j

samples for reconstruction at least. So, the most recent 2-hour correlation data
make use of detecting an attack of less than 2-hour duration. We take the moving
window and majority to accommodate faster detection while reducing the false
alarms. As the Fig. 3(c) shows, our detector achieves acceptable attack detection
performance in on-line analysis as well as in off-line analysis.

Table 2 shows the overall timing relationship between detection latency and
the setting of the confidence level of our simulated attacks in real-time mode. As
we expect, the higher the confidence level, the higher the detection latency. The
detection against the (*,*,SD) typed attacks, (aggregated) single destination, can
achieve a prompt response. And the (*,*,R) typed attacks, randomly generated
destination, can generally be detected more quickly than the semi-random type
attacks described in (*,*,SR) because of the resulting lower correlation with
random attacks.

6.4 Adaptive Filtering in Real-Time Analysis

In order to detect anomalies of different unknown durations, we considered adap-
tive filtering of the traffic signal. Adaptive filtering continues to search for the
proper levels of timescales suitable to the nature of the attack. At normal times,
the detector monitors only the reconstructed signal based on lower level coeffi-
cients (say, aggregated 1, 2 and 3 levels), which can identify the most detailed and
instantaneous change in the traffic signal. Once a possible detection of anomaly
is identified at these levels, the detector expands its investigative scope into
higher levels gradually, for example at levels 2, 3 and 4, for improving the iden-
tification accuracy or robustness. It may help to reveal the substance of attack
and to diminish the false alarm under unknown conditions. False alarms can be
reduced by not declaring the detection of an anomaly until consecutive alarms
are raised at multiple levels. The traffic signal at higher levels is considered as
the identification progresses. On the other hand, when any anomaly is not de-
tected, the reconstructed signals return to lower levels gradually. The Table 3
shows the results of such an approach. It may induce more false positives but
achieve faster detection campared to non adaptive method. The results indicate
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Table 3. The Latencies in Nine kinds of attacks in Adaptive Filtering

c 1 2 3 4 5 6 7 8 9 f f
l (2,I,SD) (2,I,SR) (2,I,R) (2,P,SD) (2,P,SR) (2,P,R) (1,P,SD) (1,P,SR) (1,P,R) p n

3.0σ 99.7% 1 2 2 0 1 1 4 1 1 5 0

that it may be feasible to detect traffic anomalies with low latency even when
we consider attacks of unknown length.

7 Future Work and Conclusion

The duration of the samples and the number of samples have a strong impact on
the accuracy of the results and the latency for detecting an attack. The samples
with a smaller sampling period cause to more false positives but lead to faster
identification of the attack. It is a pivotal factor for the real-time approach we
discussed. Thus, as a further research, the relation between sampling rate and
latency should be investigated from statistical point of view.

We plan to study containment approaches along the multiple dimensions of
addresses, port numbers, protocols and other such header data based on a de-
tection tool. We also plan to study the effectiveness of the analysis of traffic at
various points in the network, at the destination network and within the network
core.

We studied the feasibility of analyzing packet header data through wavelet
analysis for detecting traffic anomalies. Specifically, we proposed the use of cor-
relation coefficient of destination IP addresses in the outgoing traffic at an egress
router. Our results show that statistical analysis of aggregate traffic header data
may provide an effective mechanism for the detection of anomalies within a cam-
pus or edge network. We studied the effectiveness of our approach in postmortem
and real-time analysis of network traffic. The results of our analysis are encour-
aging and point to a number of interesting directions for future research.
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Abstract. New intrusions have being tried continuously due to vulner-
ability of TCP/IP on the computer networks. Many studies have been
progressed about the method that is based on the signature and anomaly
behavior in order to detect the attacks using vulnerability of networks.
However the detection of intrusion from an enormous network data is
very difficult and required much load of work. In this paper, for the ef-
fective detection, we studied the combination of network measures from
the data packets which is generated by various DoS attacks using the vul-
nerability of TCP/IP. As the result, we were able to find the causality
of network measures for the DoS attacks based on networks and detect
similar attacks as well as existing attacks using it. Furthermore, the de-
tection by possible combination of selected measures has a high accurate
rate, and also the causality of network measures can be used to generate
real-time detection patterns.

1 Introduction

TCP/IP is designed without consideration of vulnerability for many of threats.
However, it was found defects on design including recently various attack be-
haviors, and by exploiting the vulnerabilities, the network environments were
damaged by many attacks such as Smurf, ICMP disconnection, IP spoofing,
Denial of Service, UDP/SYN flooding, etc.

In general, intrusion detection techniques can be classified into two cate-
gories according to detection method: signature-based and anomaly-based. The
signature-based method makes a pattern by analyzing known attacks and detects
the attack matched with the pattern. However, this method can not detect vari-
ous or unknown attacks. The anomaly-based method is introduced to overcome
this weakness. This method detects the intrusion through modeling network data
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using various methods such as statistics, data mining and other artificial intel-
ligence algorithms [1, 2, 3, 4, 5]. Nevertheless in this case it has some problems
such as the detection rate is low or the false rate is high in according to method
of measure selection. Consequently, we need an adequate method which detects
various or unknown attacks efficiently.

In order to extract their own properties of network attacks, it needs to find
out the causality between attacks and fields in network packet. Analyzing the
causality enables not only to explain the attacks, but also to select the measures
for effective detection from attacks. Selected measures and theirs combinations
can be used to detect variant or new attacks and to generate detection patterns
for these kinds of intrusions. Furthermore, a load of detection works could be
decreased by monitoring only related measures. In this paper, we analyzed the
properties of DoS attacks based on networks and selected the combined measures
to detect effectively by approving the causality of network measures by using the
Causality Analysis System(CAS).

2 Related Works

The research to detect anomaly behavior using packet analysis based on net-
work protocol is being recently taken at Ohio [6], Florida University [7], U.C.
Davis University [8] and Boeing Company [9]. Ohio University evaluated mean-
ing of doubtful packets and effects of packets by analyzing IP and TCP packets.
Mainly the error or occupied packet rate about fields such as Length of packet,
Checksum, IP address and Flag was analyzed statistically. However, in the re-
search, analysis about packets occurred by actual attacks was not carried out
and analyzed properties for anomalous packets in its network.

Florida University analyzed anomalous distribution of packet headers such
as Ethernet, IP, TCP, UDP and ICMP. This research used clustering to get
together only each range of packet fields to profile packet header and method to
calculate anomaly score, as generating probability of fields in packets is smaller,
as anomaly score is calculated higher. The result represents such a low detection
rate about total attacks and better detection rate only about Probes and DoS
attacks. On the other hand, selected attack feature such as TTL field has nothing
to do with attack types and it is not sufficient to explain attacks as detected
result. Furthermore, it had not disadvantage to detect attacks in application
layer included in payload.

U.C. Davis has studied host and routing-based method to detect spoofed
packets. These methods have been help to decide whether received packets have
spoofed source address or not. This study analyzed attack types of spoofed
packets such as SYN-flood, Smurf, TCP hijacking connection, bounce scan and
Zombie control. These kinds of attacks were detected by routing and non-routing
method. This study analyzed mostly attack types of spoofed packet and evalu-
ated mostly TTL value based on IP source address about each protocol’s TTL,
value of IP ID, OS fingerprinting, ACK packet, etc. Boeing company has re-
searched into identifying DDoS(Distributed DoS) as calculating entropy and
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Table 1. Causality for DoS attack(e.g., in case of neptune attack in Table 2)

frequency-sorted distribution of properties for selected packets. Furthermore,
they have studied detection-response prototype to effectively cope with DDoS
attacks. Entropy calculation, one of detection algorithms used in this study,
measured entropy amounts of change based on a fixed size of windows for con-
tinuous packets and Pierson’s chi-square distribution for dispersed properties
such as SYN flag of TCP. These studies have limits to detect or analyze using
by data of its network in case [6, 8], and [9]. Also it was not sufficient to explain
attacks as detected result which used by each single measure in case all.

3 The Analysis of Causality

3.1 The CAS for Measures of Network Protocols

The Causality Analysis System(CAS) [10]1 represents the structure of system
that analyzing causality among measures of network. The CAS consists of three
parts such as part of the DARPA IDS Evaluation Datasets in MIT Lincoln
Lab., part of causality analysis between network protocols and attacks, part of
detection, verification and saving in database of generated combination patterns
with combination of analyzed measures. Attack types of DoS including the 1999
DARPA IDS Evaluation Datasets (DARPA99) analyzed based on classification of
Kendall and Das [11, 12, 13], as a result we analyze causality and mainly common
features by using the CAS. Table 1 represents a part of analyzed contents and
Table 2 represents causality between DoS attack types and measures of network
protocols. It is proved that a common field about entire attacks is Protocol field
of IP. Because the most of attacks target in each network protocol, it is classified
by Protocol field of IP again. Two signs to mark items of fields about each attack
represent causality degree of attacks. If causality is high, then marked ‘©’, if it
is low, then marked ‘%’, and other cases are not marked. For example, in the
case of neptune attack(bold-box in Table 2) that is one of attacks against TCP,
the targeting protocol is TCP so that it is marked ‘©’ in PT(Protocol) filed.
It is possible for source address to be fabricated and this importance is low so
that it was marked ‘%’. Because the destination Port targets ports of specific
1 For more details, we present in http://lsrc.jnu.ac.kr/˜mir/icoin2004/causality.html
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Table 2. The causality analysis between DoS attacks and network protocols

range from 1 to 1024, it is marked ‘©’ to represent high causality. The case of
Flag(UG, AC, PS, RS, SY, FN) fields of TCP marked ‘©’ to the main item
occurred in these attacks. Even though it was not represented in the Evaluation
Datasets, as the result of analysis for attacks it has potentiality to attack protocol
as a target so that it was marked ‘%’ in item TY(Type) and CO(Code) field of
ICMP protocol to have high causality. Finally, in this paper only protocol header
is analyzed to reduce load of work and effectively detect attacks in an enormous
data of network, so that Data field didn’t verify the contents and it is represented
whether it has causality among attacks to target only size of data. It is analyzed
and summarized about other attacks in the same method above.

3.2 The Analysis of Measures and Method for Detection of Attacks

In this paper, we experiment it using tcpdump log of network data that records
are from simulating the 1999 DARPA IDS Evaluation Datasets by each week.
We use a sampling of DoS attack from week 2 of training data with attack be-
havior and use the data of week 1 and 3 to analyze optimal measure that could
identify from abnormal behavior. We use the data of week 2 to verify combina-
tion pattern of sampling measure through above procedure and experiment on
detection efficiency as apply verified patterns to the data of week 4.

If we choose all possible combination of measures on network protocol, the
number of cases would be numerous. Also if we select wrong combination, we
couldn’t identify normal behavior. Therefore in this experiment, we choose the
combination of protocol measures which showed high causality in Table 2 and
calculate the FPP(Field Per Packets) of interesting target.

FPP = the amount of interested field value
the total amount of interested packets in datasets×100 (1)
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This represents how to calculate DR, FR and DS to compare detection efficiency
from each combination of measures.

Detection Rate(DR) = DA+NA
TA where, (2)

DA: the number of detected attacks
NA: the number of new detected attacks
TA: the number of attacks in test datasets

False Rate(FR) = the number of false alarm(FA)
the number of alarm in detection(FS) (3)

Detection Score(DS) = DR +
(

NA
NA+DA · DR

DR+FR

)
−
(

1
FS · FR

DR+FR

)
(4)

In equation (2), DR is derived from the number of detection from attacks
classified training data in test data and other number of detection. In equation
(3), FR indicates the rate of false alarms toward all alarms. And in equation (4),
DS is total evaluation of detection efficiency that calculated by add weight of
detection rate to DR and subtract weight of fault rate from DR. To select the
most optimal measure combination, we should find out DS from training data
and from test data. DStrain shows the detection efficiency of previous attacks
and the reduction of false rate. Therefore, the most optimal measures should
indicate high DStrain and DStest. Method of detection decided by whether is
the attack or not as finding out the distribution of these measures which selected
by rule of pattern on the unit of fixed time unit (”per second” in this paper).
That is, the attack point of time is solved by calculating the occupying ratio of
these measures by means of above method.

4 The Experiments

In this chapter, we find most optimal combination to increase the detection rates
through the possible combination of measures. Also, through these experiments
we verify the propriety of the combinations and evaluate the efficiency of detec-
tion.

4.1 Experimental Data

DoS attack types could be classified by each interesting protocol(TCP, UDP,
ICMP), as well as by each service(based on target port) in Table 2. We analyzed
the distribution of each service port at first, and find out optimal combination
of measures to detect attacks by analyzing flag field and the distribution of data
size.

Table 3 shows an arrangement for the distribution of service port in each week
and DoS attacks against target port. We experiment with the attacks that TCP
attack against SMTP service(port 25), UDP attack against HTTP service(port
80) and ICMP attack not against specific port. Table 4 shows an arrangement
for the number of DoS attacks targeting TCP, UDP and ICMP protocol in each
evaluation datasets, and it used by an evaluation of efficiency in experiment.
Also, we add type of attacks such as Probes, R2L and Data to find out whether
new attacks except DoS attacks can be detected or not.
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Table 3. DoS attacks according to type of service

Table 4. Construction of attacks for evaluation datasets

4.2 The Experiments for Detection of DoS Attacks

4.2.1 Selection of Measures

In case of TCP protocol in Table 2, as mostly DoS attacks interrupt normal ser-
vices according to create many SYN requests for connection, RST of disconnect-
ing and RST-ACK of disconnection directly, it analyzed affecting by destination
Port and Flag value.

In this section, we analyzed the combination of target port by each week
and flag measures to detect DoS attacks against SMTP service port(Port 25)
based on TCP. For example, in this paper we show FPP for destination Port
25 as Table 5. Flag has 1(FIN), 4(RST), 18(SYN-ACK) and 20(RST-ACK), the
Flag contains more these attacks in week 2 than week 1 and 3. Comparing the
results about sample dataset of DoS attacks(dos tcp) and distribution of each
week, the distribution of DoS attacks packet shows high values at which Flag
is 2(SYN), 4(RST), 16(ACK), 17(FIN-ACK), 18(SYN-ACK), 20(RST-ACK),
24(PSH-ACK). Here if Flag is 2, 16, 17 and 24, the priority for selection of
measure should be lowered because distribution by each week is similar. Also in
case of Flag has 1, the priority for measure of selection should be lowered because
not including DoS attack packets. Therefore, the Flag 4, 18 and 20 values having
priority selected by excluded those values: the results that selecting values having
high rate of DoS attacks in distribution of each week. Therefore, we experiment
with selected values that 2(SYN) value occurred connection established and (4,
18, 20) values in previous analyzed results.
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Table 5. FPP for combination of destination Port and Flag in each week

4.2.2 The Experiment for Causality Analysis among Measures

Table 6 shows the experimental results whether it is detected by combination
of Flag values analyzed prior to SMTP service port of TCP, UDP and ICMP
protocols. In this experiment we use Week 2 dataset for verifying dataset, and
Week 4 dataset for normal behavior dataset(test dataset). As you see Table 3,
total number of DoS attacks is 10(TA=10) in verification dataset(Week 2) and
20(TA=20) in test dataset(Week 4). Especially in case of land attack, packet is
forced as source address is equal to destination address, even though this kind
of attack doesn’t show the distribution property of the packet, we include this
attack to find out whether is detected or not.

In case Flag has 2 at the experimental results from verification dataset in
Table 6, as the result of experiment for DoS attack in Table 3, it could not
detect entirely existing attacks(SA=10), but detect satan(Probes) which one of
new attacks is detected in two points(NA=2).

We also calculate the rest combination using above mentioned method, also
do for test dataset. In Table 6, values in parenthesis below DR, FR section means
the total number of detection and warning message when attacks detected and
values at “AT(Attack)” section means “(# of detection for new attacks / # of
warning messages when detects)”. Among detected attacks, the characterized
‘*’ attack means that new DoS attacks are detected not in sample dataset. As
the result of experiment to detect DoS attacks against TCP protocol only with
Flag, in the case of 2 and 18 DoS attack was not detected in verification dataset
(Week 2) and in the case of 4 and 20 it was also not detected in test dataset
exactly. And totally alarm messages took place very much, in the case of 2 it
shows property to detect new attack much was showed in test dataset. In the
case of 18 specially, detection rate was low in verification data and also exact
detection not achieved in test data.

As the result of experiment with combination of destination Port and Flag,
totally it was showed that detection and accuracy was increased a little bit.
However both of low detection and low accuracy were still resulted in at the
combination with 18. As the experimented result with combination of three
Flag values, the combination of 4 and 20 is superior to other results. Specially,
detection rate is increase and accurate detection was carried out in verification
and test datasets, and processtable attack of new DoS was also detected. Then in
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Table 6. The result of detection for TCP protocol

the case of 18, there is no big change in the result when this combination pattern
is combined to 18. As the fact, in case that Flag is 18, it didn’t have severe effect
on different combination and the detection rate was low as observed above.
Therefore it is not possible that this value becomes the exact combination. And
the detection rate and accuracy were low in case of combination for destination
Port and Flag 20, but each the detection rate and accuracy became high as add
combination of 2 or 4 to that combination.

Finally, detection of new attack was carried out in experiment of combina-
tion with destination port and three values(2, 4, 20), but the accuracy became
low a little bit for the existing attack, and totally we found that types of Probes
attacks showed the similar property of DoS attacks were detected in large num-
bers. As mentioned above, although the land attack is not grasped by property
of distribution, it could be detected by verifying whether source address (or port)
is same as destination address (or port). As the result, it was found that opti-
mal combination of measures is (destination Port, Flags) = (25, 4|20) to detect
DoS attacks for SMTP service port. And it showed the optimal combination of
measures to detect various attacks in Table 7.
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Table 7. The optimal combination of measures to detect attacks against each protocol

Table 8. The Comparison of detected attacks and contributed measures

4.3 The Comparison and Analysis

In this section, we compare with DoS attacks included in Week 4 of test datasets.
Table 8 shows the comparison for detection of attack and contribution of detec-
tion with research of Florida University and result of experiment in this research.
A Research of Florida University decided in many cases that detected with was
irrelevant to the characteristic of attacks such as TTL field, also the detected
results did not give us entire satisfaction of explanation for attack. In Table 8,
in case of TTL value is 253 on DoS attack, crashiis and mailbomb is detected
but it could not explain the characteristic of attack of two kinds.

Because TTL value is largely depended on operating system, in case of value
is 253 it is caused by the phenomenon that was appeared in operating system
of mainly BSD series, Solaris, HP-UX, etc. Also, in the case of processtable it
found out that the result was detected by the source IP address, but the source
IP address is possible to be fabricated by attacker, accordingly detecting by IP
address did not give us enough explanation for characteristic of attack. How-
ever, observing the detected result of this paper, it was detected as measures
correspond to the characteristic of attacks. That is, in case of DoS attack it was
detected by combination because rates of SYN, RST, RST-ACK had the charac-
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teristic that is occurring by far rate than at normal condition. This combination
also detected other similar attack such as Probes or R2L(Remote to Local).

In the result of our experiment that the optimal combination of analyzed
measures were defined as pattern, we found that it can be detect not only new
attacks as processtable attack, but also existing attacks as neptune or mailbomb
attack. Further, we showed to be detected portsweep and satan for Probes and
several R2L similar DoS attack.

5 Conclusion and Future Works

Abnormal behavior method has a problem that detection rate is low or false
alarm rate is high to detect modified types of existing attacks or new attacks ac-
cording to the selection of measures and difficulty of real-time detection because
much works are required from an enormous network data.

To solve these problems, we analyzed attack types by each network protocol
and experiment with DoS attack methods which attack each service of network
protocols to find out the optimal composition of measures in possible composi-
tions of measures. As the result of experiments, not only existing attacks but
similar attacks were detected and the optimized combinations of measures were
found. This can be used to generate detection pattern for purpose of effectively
and rapidly detecting an attack from an enormous network data.

In Future, there is a necessity for analyzing more attacks and finding out com-
bination of patterns for effectively detecting DoS attacks of TELNET, FTP and
HTTP services. Furthermore, the combination of network measure for detecting
Probes and R2L attacks should be more analyzed and optimized.
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Abstract. To achieve fast packet processing and dynamic adaptation
of intrusion patterns that are continuously added, a new high perfor-
mance network intrusion detection system using Intel’s network proces-
sor, IXP1200, is proposed. Unlike traditional intrusion detection engines,
which has been implemented by either software or hardware so far, we
propose an optimized architecture and algorithms, exploiting the fea-
tures of network processor. Through implementation and performance
evaluation, we show the proprieties of the proposed approach.

1 Introduction

Recently with the explosive growth of Internet applications, the attacks of hack-
ers on network are increasing rapidly and becoming more seriously. Thus infor-
mation security is emerging as a critical factor in designing a network system and
much attention is paid to Network Intrusion Detection System (NIDS), which
detects hackers’ attacks on network and handles them properly. But, the per-
formance of current intrusion detection system cannot catch the increasing rate
of the Internet speed because most of the NIDS’s are implemented by software.
To implement fast enough NIDS for high speed network backbones and access
networks, it is necessary to find a new mechanism for fast intrusion detection.

An Intrusion Detection Engine (IDE) is a core component to detect any net-
work intrusion. IDE’s can be categorized into hardware-based IDE and software-
based IDE. Software-based IDE, such as Snort, Hogwash, etc., is implemented
by pure software on general microprocessors. Therefore, software-based IDE has
an advantage of dynamic change of rule signature database, while having a poor
performance. On the other hand, to reduce a software overhead, hardware-based
IDE uses special hard-wired processors for high speed packet processing or new
techniques utilizing specific hardware for efficient pattern matching. For example,
implementing non-deterministic finite automata (NFA) for fast pattern match-
ing in FPGA is introduced [1] and automatic conversion from the rule signature

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 973–982, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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used in open-source NIDS into JHDL (Java based Hardware Description Lan-
guage) is studied [2,3]. However, the hardware-based approaches are not flexible
for dynamic updates of rule signature database. From the viewpoints of per-
formance and flexibility, neither software-based nor hardware-based IDE fully
satisfy the requirements of building real-time/high-speed NIDS.

In this paper, we propose a Network Processor based Network Intrusion De-
tection System (NP-NIDS) whose network processor is being popularly used in
building a giga-/tera-bit high-speed network router or firewall. Exploiting ded-
icated network packet processing engines and software programmability of net-
work processor, we could take both advantages of software-based and hardware-
based IDS’s. We use an open source software-based NIDS, Snort, as a reference
model in building NP-NIDS with the support of it’s rule signature database.
The Intel IXP1200 network processor is chosen to implement NP-NIDS due to
its higher programmability.

The rest of the paper is organized as follows. We introduce intrusion detection
system and network processor in Section 2, and describe the architecture of
proposed NP-NIDS in Section 3. In Section 4, we discuss the algorithms of
network processor based intrusion detection engine. The performance evaluation
is given in Section 5. In Section 6, a short conclusion and future works are given.

2 Intrusion Detection System and Network Processor

An intrusion detection system (IDS) is a kind of security system that detects
unauthorized use, misuse, and abuse of networks and computer systems, and
takes appropriate actions to handle the intrusion [4]. According to the origin of
data, intrusion detection systems (IDS’s) can be classified into host-based IDS
and network-based IDS. IDS’s can also be divided into misuse detection model
and anomaly detection model based on analysis method of intrusion detection.
Misuse detection model detects intrusion based on signature analysis, which
finds anomalous packet by searching signature database. The signature database
contains previously known intrusion information related with network packets.
Anomaly detection model detects intrusion by looking for activities that are
different from normal behaviors, mainly using statistical analysis, data mining,
and expert system. In this paper, we are targeting misuse detection model and
network-based IDS.

Snort is one of the most popular software-based NIDS’s and used on various
hardware platforms with the moderate flexibility. The detection engine in Snort
examines every packet comparing it with rule signatures that keep previously
known intrusion patterns. When an intruding packet is detected, Snort takes an
appropriate action following its response policy, which is described by the rule
with many formats such as syslog, tcpdump format log, alarm, windows popup,
and so on [5,6,7]. In our implementation, Snort version 2.0.0 that supports 1,267
rules is referenced.

alert tcp 1.1.1.1 any -> 2.2.2.2 any (flags:F; msg:”FIN Scan”;)
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The above example shows a rule for TCP packets. If a TCP packet, whose
source and destination IP address is ’1.1.1.1’ and ’2.2.2.2’ with any IP port
number and F flag bit is set, is detected, Snort sends alert signal that includes
”FIN Scan” message. In this paper, NP-NIDS supports the same rule as Snort
provides.

Intel’s IXP1200 network processor consists of StrongArm core, 6 micro-
engines, SDRAM/SRAM/PCI interfaces, and IX Bus unit [8]. It supports vari-
ous features for fast packet processing, such as multi-processing, distributed data
storage architecture, and hardware multi-threading. StrongArm core is a 32bit
RISC microprocessor operated on 232MHz clock frequency and used for man-
agement and control. Six 32bit multi-threading RISC microengines are equipped
to support up to 24 hardware threads and make zero-overhead context-switching
possible. We also use IXP2400 network processor, which supports XScale tech-
nology, operates on 600MHz clock frequency, and has 8 microengines [8]. Each
microengine can support 4K instructions and 8 hardware threads.

3 NP Based High Performance NIDS

In NP-NIDS, Intrusion detection that have been functioned in software on gen-
eral microprocessors are performed on network processor. Network processor
allows multiple packets to be processed concurrently so that it responds to any
intrusion in real-time, leading to higher performance IDS.

While monitoring network packets in real-time, NIDS should detect intruding
packets by comparing them with stored rule signatures. And it takes an appro-
priate response based on the directive action found in matched rule signature.
Of the procedures, intrusion detection engine spends most of the processing time
on comparing packets with rule signatures and finding anomalous packets. With
6 microengines and 4 hardware threads per each engine, the IXP1200 can handle
the received packets at high speed without any help of StrongArm core. The spe-
cially designed instruction sets for network packet processing such as bit, byte,
word, and long word operations enable microengine to process packets in high
performance. In addition, NP-NIDS can also achieve flexibility by implementing
intrusion detection algorithms on network processor. High programmability of
network processors makes rule signatures easily updated along with the changes
in intrusion detection policy.

As shown in Fig. 1, NP-NIDS is structured in a three-level hierarchy; host
processor and StrongArm and microengines on IXP1200. Host processor manages
rule signatures and provides an interface to higher-level network management
systems (NMS). StrongArm has a role of arbiter between the host processor
and microengines. It downloads rule signatures from the host and transforms
them into proper format for detection engine algorithms. It also manages all the
modules on IXP1200. A microengine carries out the functions of Ethernet MAC
and device driver such as receiving and sending Ethernet frames and checking
errors. The main role of microengine is to run an intrusion detection algorithm,
which makes a decision whether intrusion occurs or not by searching rule signa-
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Fig. 1. The Architecture of Network Processor IXP1200 based NIDS

tures for corresponding intrusion pattern. If no matching is happened, NP-NIDS
just forwards the packet into the network like packet flow (1) as shown in Fig.
1. If an intrusion is detected, NP-NIDS sends appropriate warning message to
StrongArm like packet flow (2). We use Linux kernel 2.4.17 for the host and
embedded Linux 2.3.99 for the StrongArm of IXP1200. To keep the compat-
ibility with Snort, we use the same rule signatures as Snort has. Only a few
functions and rules are excluded. In system initialization, the rule signatures
stored in host processor are downloaded to StrongArm. The rule signatures on
StrongArm are compressed and optimally restructured for detection engine al-
gorithm, and finally stored in shared SRAM. For prototyping NP-NIDS, we use
Radisys’s ENP2506-P board with 256MB SDRAM and 8MB SRAM. To pro-
vide simultaneous access to both network packet and rule signatures, we store
network packets and rule signatures in SDRAM and SRAM, respectively.

4 Design of High Performance IDE

An Intrusion Detection Engine (IDE) performs time-consuming algorithms,
which compare every received packet with each rule signature, so that it is
a major factor to decide the performance of an IDS. In the proposed NP-NIDS,
IDE is implemented as a hardware thread in each microengine of IXP1200. An
IXP1200 has 6 microengines and each microengine supports 4 hardware threads
such that 24 hardware threads are available [8]. In case of IXP2400, 64 hardware
threads are available because it provides 8 microengines and each microengine
has 8 hardware threads [8]. To make the best of multi-processing capability for
building a high performance intrusion system, it is essential to take account of
optimizing the usage of available threads.
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For different kinds of network protocols such as TCP, IP, UDP, and ICMP,
there exist various patterns of intrusion for each of them and each intrusion pat-
tern has a corresponding rule signature. In this paper, we propose a Distributed
Intrusion Detection Engine (DIDE) to deal with different kinds of rule signa-
tures effectively, exploiting multi-processing capability of IXP network processor.
In DIDE approach, every IDE is assigned to a specific protocol and performs
searching rule signature. Currently, we support the packet types of TCP, UDP,
IP, and ICMP with four different types of detection engine algorithms like the
reference model of Snort 2.0.0.

Since a DIDE uses the detection algorithm optimized to the assigned pro-
tocol, it is possible to get small code size, fast detection, and optimized rule
signature database for a specific type. However, exclusive allocation of detection
engines to specific protocols may not keep DIDE work conserving. It means that
a packet should wait for the dedicated IDE of the same type to be free, even
though other types of IDE are idle. We also have the other type of detection
engine called Combined Intrusion Detection Engine (CIDE), which processes all
types of packets. But due to the limit of the paper length, we skip its explana-
tion. We choose DIDE over CIDE in this paper, because IXP1200 does not have
enough instruction memory to accommodate CIDE that requires much longer
program size and more complicated rule signature database. The packet process-
ing procedure of DIDE is shown in Fig. 2 and the explanations are as follows.

1. A microengine receives a packet from MAC device.
2. The received packet is classified into one of protocol types, TCP, IP, UDP,

and ICMP. If the protocol field in IP header is not any one of TCP (0x06),
UDP (0x11), and ICMP (0x01), the packet is determined as the type of IP.
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3. The classified packet is processed by detection engine dedicated to the pro-
tocol type. The engine searches corresponding rule signature database for
any possible intrusion pattern.

4. If the packet does not have any match pattern with rule signatures, it is
forwarded to network as a healthy packet.

5. Otherwise, the engine notifies the StrongArm of an intrusion with the
matched rule identifier and packet content.

6. StrongArm then informs the host processor of the matched rule identifier
and the packet content.

7. Host processor logs the received rule identifier and the packet content, and
then takes proper actions like massage printing or alerting to the NMS.

Detection Engines are heterogeneous in DIDE because engines execute different
codes for each protocol. Thus, we keep four types of pools for available detection
engines. Detection Engines are also divided into DIDE-Serial (DIDE-S) and
DIDE-Parallel (DIDE-P) with respect to execution style.

Fig. 3(a) shows the procedure of processing packets in DIDE-S. Idle DE’s are
kept in the corresponding pool of the same type protocol. We assume that the
packets are received in order of P1 (TCP), P2 (IP), P3 (TCP), and P4 (ICMP).
Since P1 is a TCP packet, it is assigned to the engine E1 from the TCP DE
pool. The engine E1 examines n TCP rule signatures one by one in serial. In
the same way, the packet P2 is assigned to the engine E2 such that it examines
m IP rule signatures in serial.

Fig. 3(b) shows the behavior of DIDE-P. As shown in the figure, more than
one engines can be assigned to process a packet in DIDE-P method. The more
engines are assigned, the less time is consumed for intrusion detection. But,
a proper number of detection engines must be determined for the system-level
performance. In Fig. 3(b), two TCP engines are assigned to the packet P1. The
TCP rule signatures are evenly divided into two groups such that E1 processes
rules, R1, R3, R5, etc. and E2 does R2, R4, R6, and so on.

Fig. 3. Packet Processing Flow in DIDE-S and DIDE-P
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5 Performance Evaluation

5.1 Time Measure for Number Field and String Pattern Matching

Rule signatures are largely divided into content and non-content rules accord-
ing to whether it needs string comparison or not. Content rule is activated by
including ’content’ field to search for a specific string pattern in the payload of
a received packet. On the other hand, non-content rule examines only number
field without performing string pattern matching. In case of IP protocol, which
has TTL and Flag number fields in packet’s header, non-content rule corresponds
to the comparison of header field.

As a performance metric for detection engine, times taken to check number
and string field are used. To measure the elapsed time of IXP1200 instruction
execution, we use 64-bit Cycle Count register of FBI CSR, which is operated
by the core clock frequency (232MHz, 4.3ns/cycle) [8]. The time is obtained by
taking the difference between the counter values right before and after checking
number or string field.

Table 1 shows an example of microcode to count clock cycles for checking
a number field. Its short description of the microcode is given in the right column.
In our experiments, it takes an average of 108 clock cycles to verify one number
field of a rule signature. For the string field checking, the same method is used.
Table 2 also shows the microcodes for string field checking, which performs basic
string matching algorithm. The total length of used packet is 74 bytes including
32-byte length payload. In searching a packet for 14-byte length of pattern, an
average of 5,416 clock cycles is taken.

Table 1. An Example Code to Measure the Time Taken for Number Field Checking

IXP1200 Code Description

.local startTime endTime runtime

xbuf_alloc($cycle_xfer, 2)

csr[read, $cycle_xfer[0], CYCLE_CNT], ctx_swap

alu[startTime, --, B, $cycle_xfer[0]]

xbuf_free[$cycle_xfer]

.if( checkField & CHECK_ICMP_TYPE)

sdram[read, $$packet_data[0], data_ptr, 4, 2], sig_done

ctx_arb[sdram]

xbuf_extract(packet_byte, $$packet_data, 0, 2, 1)

sram[read, $rule_data[0], rules_addr, 4, 2], sig_done

ctx_arb[sram]

xbuf_extract(rule_byte, $rule_data, 0, 4, 1)

.if( packet_byte != rule_byte)

br[get_next_rule#]

.endif

xbuf_alloc($cycle_xfer1, 2)

csr[read, $cycle_xfer1[0], CYCLE_CNT], ctx_swap

alu[endTime, --, B, $cycle_xfer1[0]]

alu[runTime, endTime, -, startTime]

xbuf_free[$cycle_xfer]

.endlocal

allocate SRAM Transfer Register

read from Cycle Count Registe to $cycle_xfer

copy $cycle_xfer to startTime

check checkField

read packet from SDRAM

extract icmpType(1byte) field from packet_data

read rule from SRAM

extract icmpType field from rule_data

compare icmpType field on packet with

icmpType value on rules

read from CSR to $cycle_xfer1

copy $cycle_xfer1 to endTime

subtract startTime from endTime

(runTime=endTime-startTime)
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Table 2. An Example Code to Measure the Time Taken for String Field Checking

briefly described IXP1200 Microcode (1) briefly described IXP1200 Microcode (2)

/*Start Time Read*/

allocate SRAM Transfer Registerread

from CSR(Cycle Count Register) to $cycle_xfer

copy $cycle_xfer to startTime

/*String Check Code */

.if( checkField & CHECK_ICMP_TYPE)

get_one_byte#:

extract each 1byte(rule_byte,packet_byte) from

packet_data and rule_data

.if(rule_byte == packet_byte)

br[byte_match#]

.else

br[byte_not_match#]

.endif

byte_match#:

.if(curr_rule_len>= max_rule_len)

set match_result to 1

br[cmp_end#]

.endif

.if(packet_len >= max_packet_len)

set match_result to 0

br[cmp_end#]

.endif

set rule_read_addr and packet_read_addr

br[get_one_byte#]

byte_not_match#:

increse packet_NB_offset and curr_packet_base_len

.if( curr_packet_len >= max_packet_len)

br[get_next_rule#]

.endif

br[NB_read_sdram#]

cmp_end#:

.if(match_result==0)

br[mepass#]

.else

br[exception#]

.endif

exception#:

alert to StrongArm

br[end#]

mepass#:

:pass the packet to Engress Block

end#:

go next to rule check

.endif

/* End Time Read*/

read from CSR to $cycle_xfer1

copy $cycle_xfer1 to endTime

subtract startTime from endTime(runTime=endTime-startTime)

5.2 Performance Evaluation of DIDE-S for ICMP

In this section, we describe the performance measuring of ICMP packet pro-
cessing with ICMP DIDE-S engine and estimate the processing speed of the
engine. For the experiment, we implement an ICMP DIDE-S that supports the
same 133 ICMP rules, 95 non-content rules and 38 content rules, as Snort 2.0.0
has. Fig. 4 shows the result for the ICMP detection engine, where the time is
measured by clocks consumed for processing 74-byte ICMP packets. When none
of packets contains intrusion patterns, no rule signature is matched. At worst
case, the detection engine must search the signature database thoroughly until
the end.

Fig. 4(a) represents the result for ICMP non-content rules. The time till
any matching occurred is measured by increasing the number of non-content
rules from 10 to 93. The line shows a monotonic increment, having an off-
set(initialization) cycles that is required for the first comparison. The initializa-
tion time comes from the cycles needed to move received packet from SDRAM
to SDRAM transfer register and rule signature from SRAM to SRAM transfer
register. With respect to the increase by 10 in the rule numbers, the cycles are
increased by 500. It takes 11,665 clocks to check all 93 non-content rules, so an
average of 125 clocks is consumed for a single non-content rule. Furthermore,
11,665 clocks is required to check a 74-byte ICMP packet, which means that the
throughput of each engine is roughly 12Mbps.

Fig. 4(b) represents the result of processing time for ICMP content rules,
increasing the number of rules from 5 to 38 by 5. It takes 183,754 clocks to check
all 38 content rules, showing an average clocks of 4,835 and resulting in less
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Fig. 4. Non-Content and Content Rules Detection Time

Fig. 5. Total ICMP Rule Detection Time

average clocks than the ones for string field checking of 14-byte patterns (5,416
clocks). The difference can be explained by the fact that the string fields can be
checked only when all number fields have passed the non-content rules.

Fig. 5 illustrates the processing times for all 133 ICMP rules consisting of
mixed content and non-content rules. The average clocks for processing an ICMP
rule is 1,436. Over the regions of 0-30 and 100-133, the line shows steep increases.
It is due to the fact that content rules spread over the ranges and the rules take
much more time than non-content ones. Thus, the performance of detection
engine is quite dependent on the arrangement of content rules. In the experiment,
we use the same order of rules as Snort ’s.

From the results shown in Fig. 4 and 5, the throughput is estimated when
all 24 hardware threads of IXP1200 are fully functioned as detection engines
and listed in Table 3. When all 24 detection engines and existing 133 rules
are used, a packet can be handled with a throughput of 17.52 Mbps. Since
the throughput does not take into account receiving and transferring packets
but comparison of a packet with the rule signatures, the actual performance
of an IXP1200 is expected to be slightly lower than 17.52 Mbps. In addition,
the microcode for IXP1200 can be run easily on IXP2400, which operates on
600 MHz clock frequency, has 64 hardware threads, faster memory and high-
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Table 3. Packet processing time for ICMP detection engine on IXP1200

Clocks for a rule Clocks for all rules Mbps for all rules Mbps for all rules
(232MHz) (232MHz) (with a DE) (with 24 DE’s)

Total Rules 1,436 188,141 0.73 17.52

speed packet interfaces. Therefore much greater performance can be achieved
for IXP2400.

6 Conclusion

In the paper, we propose high performance network intrusion detection system,
utilizing the features of RISC based network processors, fast-packet processing
and flexibility of software blocks. The proposed architecture of NP-NIDS offers
not only high performance, but also flexibility in refreshing rule signatures. From
the result of performance analysis, much better performance can be expected if
we use either IXP2400 or IXP2800, while IXP1200 still has many constraints
in speed and control storage. To minimize the number of rule comparison, the
rule data structures will be further improved, taking account of rule optimiza-
tion. And an efficient string matching mechanism on microengine will be further
studied.
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Abstract. In this paper we propose a new voice mail service incorporat-
ing voice recognition, a function not realized in existing unified messag-
ing systems. The proposed service, which we have also implemented and
evaluated, is characterized by a voice-to-text conversion function with
delivery of text and associated voice message by email. A Web-based
GUI (Graphical User Interface) provides easy user access to voice mes-
sages. Telephone calls to the service are VoIP (Voice over IP) using SIP
(Session Initiation Protocol) call signaling.

1 Introduction

Expectations are high for VoIP (Voice over IP) technology to drive demand for
a new generation of communications, not only in the traditional use of telephony
for telephone calling but in the convergence of data and voice as well.

With VoIP, integrated text (e-mail), voice (phone calls), and fax can all be
managed at the desktop. New unified messaging services allow users to retrieve
information from anywhere in almost any desired form. For example, services are
available to read out text as audible speech, allowing users to have their e-mail
read to them over a cellular phone.

In this paper we propose a new integrated voice and data service not found in
current unified messaging systems. The proposed service converts voice into text
using an existing voice recognition engine. We do not examine in detail voice
recognition systems themselves.

2 Voice Mail Overview

Voice mail systems record telephone calls and store them as messages in the
appropriate user mailbox of a voice mail center. Users can access their mailboxes
and listen to the recorded messages. Voice mail, as with e-mail, is considered to
be a highly efficient means of contact and communication and is widely used
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in many large companies. However, voice mail systems using the traditional
telephone network have some disadvantages such as complicated operation and
inaccurately recorded messages.

With VoIP-based voice mail systems, voice is handled the same as any other
IP data, providing seamless integration with the Web. Management becomes
easier with browser-based GUI interfaces, and other applications can take ad-
vantage of the compatibility of digitized voice data, such as the sending of voice
messages as e-mail file attachments. These are just a few examples of the ad-
vanced services possible with an IP-based voice mail system.

We are proposing a new additional service that has not been offered in ex-
isting VoIP voice mail systems.

3 Voice Mail with Voice Recognition

Our proposed voice mail system is shown in Fig.1. It has the following functions.

1. A SIP server, using SIP (Session Initiation Protocol) [1, 2] as the call sig-
naling protocol, accepts calls from cellular or traditional telephones through
a VoIP gateway or directly from VoIP terminals.

2. The voice mail system records voice stream from callers and saves them as
voice message files.

3. The recorded voice message files are converted to text using an existing
speech recognition engine and saved as text files.

4. The converted text and voice message files are attached to e-mails that are
then sent to the appropriate end user e-mail address.

5. The web-based system allows users to retrieve and manage their recorded
voice messages.

To realize our proposed voice mail system, we had to overcome three difficul-
ties. The first concerned the SIP connection for establishing a session with the
voice mail system. Ideally, any incoming call that does not connect successfully
to the intended recipient should be processed by the voice mail system. Such
calls can be handled as direct SIP client connections through a SIP server, or
they can be handled with an extended SIP protocol. The latter method was not
realistic for us, so we needed to develop a flexible solution.

The second difficulty concerned the voice recognition function. There are two
methods for voice recognition: speaker-dependent and speaker-independent. The
speaker-dependent method compares waveform patterns from a voice stream to
patterns previously registered by a speaker, dynamically contracting and ex-
panding the patterns as needed, in order to recognize the spoken words. The
speaker-independent method compares components of the voice stream input
with a model of speech components constructed from statistical information
and, using linguistic rules, outputs the best voice recognition candidates. Ex-
amples of the use of these methods in current voice recognition technology are
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Fig. 1. Proposed Voice Mail System

the speaker-dependent “ViaVoice” engine of IBM Corporation and the speaker-
independent “Julius” [3], a large-vocabulary continuous speech recognition en-
gine. Voice recognition in conventional VoIP technology is primarily speaker-
dependent and limited to individual names and words. Few systems can handle
continuous recognition of spoken sentences. As most voice mail systems are re-
quired to accept calls from any caller, not just those who have registered their
speech patterns, the speaker-independent method is required when voice recog-
nition will be used with voice mail.

The third difficulty concerned the support of other applied technologies.
While our objective was simply to voice-recognize and convert a received voice
message to text, and then attach the resulting text and voice message files to an
e-mail, we needed to consider the possible use of other technologies such as those
supporting the synchronization of text and voice. For example, if the appropriate
application is applied to the files produced by our proposed voice mail system,
a user could select a specific part of the text in the voice-recognized text file in
order to play back only that portion of the message in the voice file.

4 Design

This section describes the proposed voice mail system configuration environment,
functions and items to be satisfied by the system design.

4.1 Call Signaling

Call signaling in the voice mail system is performed by SIP (Session Initiation
Protocol). A SIP address, similar to that used with e-mail, uniquely identifies
each user. This addressing scheme allows a user’s location to be determined
dynamically and user information to be managed easily.
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By interacting with SIP forking proxy servers and redirect servers, users can
arrange for incoming SIP calls that cannot be answered for some reason to be
forwarded to the voice mail server. In this case the SIP server, upon failing to
connect to one or more of a user’s registered locations, would then issue an invite
request, and subsequently establish a session with, the caller and the voice mail
system.

After the SIP server and voice mail server establish a session, the two servers
then use SDP (Session Description Protocol) [4] to exchange connection param-
eters such as the media type and format acceptable to the caller and the destina-
tion for media data. SDP messages consist of SIP invite requests, responses and
other messages. In this case, the voice mail server must select the appropriate
voice codecs for the voice recognition engine, and supply the recorded voice data
stream for the conversion process.

We have designed the voice mail server so that it need not issue SIP requests
to other servers; it only receives requests and responses and only issues responses.
The single SIP function required of the voice mail server is that of an SIP user
agent. This is because the voice mail server should only operate on behalf of
callers whose incoming connection requests to users fail for some reason. In this
system, the voice mail server itself never receives direct connection requests from
SIP clients Generally, incoming connection requests to users pass through initial
SIP servers, such as forking proxy servers or redirect servers. The SIP server
queries for the user’s location information and attempts to complete the con-
nection based on that information. If the user has multiple locations registered
with one or more SIP forking proxy or redirect server, one location of which
may be the voice mail system, the SIP server will attempt to connect to each
location in turn until it succeeds. By adopting this configuration, we were able
to realize a flexible system for forwarding failed calls to our voice mail system
without having to extend SIP server functions to the voice mail server itself.

4.2 Voice-to-Text Conversion by Voice Recognition

Generally, voice mail systems will take and record any call. To convert a caller’s
speech to text, the voice recognition engine must therefore be speaker indepen-
dent. A speaker-dependent system would require prior registration of every po-
tential caller’s speech patterns in the voice recognition system, which is imprac-
tical. In our proposed voice mail system, we selected the speaker-independent
Julius [3] voice recognition system for Japanese language. Julius is free and
distributed under open license together with the source code. It can process con-
tinuous complete sentences, has a vocabulary of tens of thousands of words and
has a greater than 90% success rate for a 20,000 word vocabularies dictation
task [3]. Rather than develop a voice recognition technology component our-
selves, we took advantage of open source Julius and incorporated it as a module
in our proposed system.
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4.3 VoIP Client Emulation

A general VoIP client is required in our system to acquire the voice data for
recognition and conversion to text. Basically, a VoIP client must support jitter
control, packet loss detection and other functions in order to provide acceptable
real-time communication. IP is a “best effort” packet-switched architecture, and
packet delay, fluctuation in delay and packet loss tends to occur. Delay is due
to traffic processing in the various routers in the network as well as coding and
packetization processing at terminals. Jitter is caused by fluctuations in network
load, among other reasons, and packet loss is caused by network congestion.
As a result, the VoIP client must perform jitter suppression and packet loss
compensation. But in our case, the voice mail system, as a nonhuman entity,
does not require real-time communication. As long as the packets arrive, real-
time processing for delay and jitter can be disregarded. However, in the case of
the voice recognition engine, the success rate may be affected by packet loss due
to degradation in the voice stream. Therefore, in this system, packet loss must
be compensated

4.4 Message Delivery Function

Converted text from voice-recognized recordings are sent to SMTP (Simple Mail
Transfer Protocol) servers as specified by user information registered into the
voice mail system. Both the converted text and the original voice message file
are attached to the sent e-mails, thereby integrating text-based email and voice
mail.

4.5 User Interface Function

The user can access his or her voice mail through a web browser-based GUI dis-
play, offering an overall view of the user’s mailbox. A message list with reception
information, such as the voice recognition result, as well as message contents can
be displayed and downloaded.

4.6 Other Functions

There are additional functions for management of user configuration information,
adding and deleting users, file management and others.

5 Implementation

5.1 Overview

The proposed system comprises SIP clients, SIP servers, a location server, a voice
mail server and e-mail servers. The voice mail system comes into play only
when the SIP server, having failed to complete a connection request from an
originating SIP terminal to a destination SIP terminal (a voice mail system
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Fig. 2. Location Registration and Voice Mail Call Process Flow

user), then establishes a connection between the originating SIP terminal and
the voice mail server. The voice mail system then records the voice stream into
a voice message file, voice-recognizes the recorded voice message and converts it
to a text file, and then sends both the text file and voice file to a mail server for
transmission as an email with text and voice file attachments.

5.2 Basic Operation

The SIP server is not aware of the voice mail system location. It retrieves this
information from the location server using normal SIP procedures. Users must
individually inform the location server, via the SIP server, as to the SIP address
of the voice mail system using the REGISTER request, a standard SIP function.
The process for registering the location of the voice mail server, and the subse-
quent flow for an incoming SIP call, are shown in Fig.2.

1. UserB sends a REGISTER request to the SIP server indicating the location of
the voice mail server.

2. UserA sends an INVITE request to the SIP server inviting UserB to connect.
3. The SIP server queries the location server database for location information

on UserB.
4. The SIP server sends INVITE request/s to one or more UserB location based

on UserB’s returned location information. If there is no response or an error
is returned from each location, the SIP server then transfers the INVITE
request to the final UserB location, the voice mail server registered in step 1.

5. A session is established between UserA and the voice mail server.
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Fig. 3. Software Architecture

6. The voice mail server receives UserA’s voice stream and records it to a file.
7. When UserA sends a BYE request or the session exceeds a specified time

period, the voice mail server closes the session.
8. The voice mail server hands the voice data over to the speech recognition

engine module which converts it to text.
9. The voice file is compressed and sent with the converted text to an SMTP

server as specified in the user’s configuration file.

5.3 Software Architecture

The software architecture for the proposed voice mail system is shown in Fig. 3.
There are nine functional components: SIP message processing, synchronous pro-
cessing, voice recognition processing, file management, media control processing
and e-mail (SMTP) processing (Fig. 4). Setup and user management functions
are provided through a standard web browser (Fig. 5).

Our goal was to offer a new unified messaging service, that is, a voice
mail system with voice recognition. We implemented the prototype software
on a FreeBSD 4.8-STABLE operating system with Dual Pentium III 800 MHz
processors and 896 MB of RAM. The SIP server was implemented with the ”sip-
daemon” daemon, and we used the Microsoft Windows RTC Client on Windows
XP for the SIP terminal.

6 Evalution

At present, we have not obtained satisfactory results from voice recognition un-
der VoIP. We can suggest the following problems and possible solutions. The
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voice codec of the VoIP terminals are not well suited to the voice recognition
engine. The terminals support 8 kHz 8-bit PCM, basic G.711, which offers no
compression. The voice recognition engine, on the other hand, requires a 16k
Hz 16-bit PCM format [5], which is relatively rare but is the format used in
the commercial SIREN codec of the Windows RTC client [6]. We were able to
create VoIP client software to support that format, however, the output exceeds
available bandwidth available and is therefore not a realistic method. Then,
when we transformed voice data to speech recognition engine, we are changing
into the supported format for Julius and coped with the problem. In addition,
the conversion between voice encoding formats results in a degradation of voice
quality and volume, affecting the performance of the voice recognition function.
We found it necessary to adjust the strength and clarity of the voice source.
Specifically, we had to enhance the frequency band between 300Hz and 3,500Hz.
And, as a solution, we check the strength of the voice source. Then, we calculate
the peak of the voice level and the average of the voice level in all the sections,
and their values are stored. The voice strength is classified into six levels and
a volume level is adjusted to suitable level for the voice recognition engine ac-
cording to them. Moreover, if it is -48dB or less, volume adjustment will not be
performed because of no speaking or the silence. Further investigation in this
area is required, although we have achieved some improvement in of the voice
recognition success rate.

We also suspect load presented by simultaneous VoIP voice stream reception
processing and voice mail system processing is resulting in insufficient packet
loss compensation and other processing. The CPU load for voice recognition is
very high. One solution could be to distribute the voice recognition, voice stream
reception and other functions to separate servers, as needed. Another possibility
is to serially process voice recognition at times of low system load, at night
for example. In this case, users who need their voice mails immediately could
be handled with a ”priority” field in the SIP headers. One advantage of using
G.711 in this system is the reduced CPU load required for voice decoding as
compared with other voice codec formats, leaving more CPU processing power
for the voice recognition function.

7 Conclusion

We proposed, implemented and evaluated a new voice mail service not realized
in current unified messaging systems characterized by a voice-to-text conver-
sion function using an existing speech recognition engine. The proposed service
features (1) SIP for call signaling; (2) easy user access to voice mail through
seamless integration with the Web; (3) integration with e-mail; (4) compatibil-
ity with other applications that handle digitized data. These features are not
commonly realized in conventional voice systems.
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Abstract. Different IT applications require different network and ap-
plication security services. We have been working in the area of e-health
applications in mobile environments, and we have needed to integrate
security services therein. This paper presents a specification of such net-
work and application security services for mobile e-health applications
and how we have implemented them. First, various security threats spe-
cific of e-health applications are described, like patients’ data eavesdrop-
ping and manipulation. The different security mechanisms to address
these specific security threats are then described, e.g., data confiden-
tiality and integrity. Following, the specification of the network and ap-
plication security requirements and the implementation possibilities to
address them in the mobile e-health applications are described. As an
example of network and application security services integrated into an
e-health system, the paper includes the description of the mobile e-health
application MobiHealth, an application developed within the European
Commission co-funded MobiHealth project (IST–2001–36006), focusing
on the security services added to it.

1 Introduction

In a digital society, one of the services that will contribute to improve the citizens’
quality of life is electronic healthcare, or e-health. A further step is the use of
mobile communication technologies to provide the so-called m-health service.
Depending on the severity of their diseases, patients will not need to stay at
hospitals, but they will be able to lead a normal life while their medical data are
being monitored by healthcare professionals.

In this context, data protection and security is a key aspect in order to
increase users’ acceptance of these new technologies, given the highly sensitive
nature of personal health data to be transmitted to and from mobile terminals,
and because of the perceived risk for the user’s health.

In this paper we present an overview of security threats in mobile e-health ap-
plications, and how to introduce safeguards against these threats in an m-health
system. Our work is centred on an m-health system architecture based on the
concept of a BAN (Body Area Network) linked via mobile communications with
a hospital or a healthcare centre. Then we focus on the security services that
must be provided by this m-health system and how to implement them.
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2 Security Threats in Mobile e-Health Applications

2.1 Types of Security Threats

A mobile e-health application, like all information technology systems, is sub-
ject to different kinds of security threats. We will not consider here threats of
environmental origin (fire, etc.) or accidental ones (user error, software malfunc-
tion, etc.). The deliberate threats that we will consider can be categorized into
4 groups:

– Threats to confidentiality.
– Threats to integrity.
– Threats to authenticity (including non-repudiation).
– Threats to system performance (availability, reliability and accountability).

2.2 Protection of Communications against Security Threats

Different security mechanisms are used to provide the security services that are
required for data: confidentiality, integrity, authentication, non-repudiation, and
access control.

These mechanisms can be incorporated into the different communication lay-
ers by using existing security standards, thus providing different security features
depending on the layer where security is included. In a mobile e-health appli-
cation, communications security includes protection of communications between
the system components at the different layers:

– Data link layer, where protection can be provided by the communication
technologies used in each link, e.g., Bluetooth, Zigbee, or GPRS/UMTS.

– Network layer, where protection can be provided by IPsec [1].
– Transport layer, where protection can be provided by protocols based on

SSL/TLS [2, 3], including HTTPS [4].
– Application layer, where protection (data encryption, signature, etc.) can be

provided directly by the applications.

One important issue in the final implementation of the m-health application
security, apart from the security requirements, is the use of dynamic IP addresses
for two of the system components:

– The mobile terminal at the patient’s side will normally have a dynamic IP
address provided by the network operator.

– The healthcare professional monitoring the patient’s data can access the
system from the hospital, or from outside the hospital (e.g., from a mobile
computer). In the former case, network access will probably be done from
a static IP address. In the latter case, however, the computer may have
a dynamic IP address provided by the ISP.
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Fig. 1. Overview of a mobile e-health system

3 A Mobile e-Health System Architecture

Mobile e-health systems provide medical staff (doctors and nurses at a hospi-
tal or healthcare centre) with real-time remote access to patients’ health data.
This section gives an overview of a possible architecture for mobile e-health
systems, including the description of all components and communication inter-
actions between them. Figure 1 presents the components and communications
of this mobile e-health architecture, which are described in the following subsec-
tions.

3.1 Mobile e-Health System Components

According to this architecture, an m-health system consists of a BAN (Body Area
Network) linked to a hospital or healthcare centre via mobile communications.
The concept of Body Area Network is a specialization of Personal Area Network
that has recently been introduced in the literature [5, 6, 7]. For our purposes,
the BAN is a network of sensors (e.g., a pulse metre or a glucose metre) and/or
actuators (e.g., an insuline pump) attached to the patient’s body, and intercon-
nected in a star topology to a hub or concentrator, where all data are collected.
This interconnection can be through wires, but also through short-range wire-
less techniques, such as IEEE 802.15.1/Bluetooth or the more recently developed
IEEE 802.15.4/Zigbee [8]. The hub is a device directly connected to a mobile
communications terminal, typically a cellular phone, through which data can be
transmitted virtually anywhere using Internet protocols, and in particular to the
hospital or healthcare centre where the patient is being monitored.

In this architecture, a mobile e-health system consists of the following com-
ponents:
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– Sensors, i.e., devices such as a photoelectric cells, that receive and respond
to signals or stimuli. Sensors in the BAN can measure pulse, blood pressure,
oxygen level, glucose level, etc.

– Actuators, which allow to actuate mechanical devices, such as those con-
nected to a computer by a sensor link. In an e-health system, an actuator
can be an insuline pump for patients with diabetes.

– Front-end: hub for all the sensors and actuators in the BAN. It records all
the data from all the sensors and actuators, and can send them to the mobile
terminal.

– Mobile terminal: a mobile phone or some device with wireless communication
capabilities, e.g., a PDA.

– Body Area Network (BAN): patients network, composed of sensors, actua-
tors, a front-end and a mobile terminal.

– Mobile communications operator: network operator providing mobile com-
munications access to Internet.

– e-Health Server (eHS): main server where medical data is received and dis-
tributed. It can be installed in the mobile communications service provider
or in the hospital.

– End-User Application (EUA): application installed in the hospital (or health-
care centre) for accessing the information from the sensors and actuators,
and for sending new configuration parameters to the BAN, through the eHS.
It can be run either on a main server in the hospital, which accesses the eHS
data and stores them in the existing patients database, or on computers used
by authorized employees, which access the eHS data from inside or outside
the hospital.

3.2 Mobile e-Health System Communications

Different communication interactions exist in a mobile e-health system. These
communications can be done in two ways: from the BAN to the EUA, and from
the EUA to the BAN. The communication path between the mobile terminal
and the e-Health Server is used to transport application data through application
layer protocols.

4 Specification of Network
and Application Security Requirements
for Mobile e-Health Systems

A preliminary step of our work has consisted in the specification of different
security requirements related to the architecture, the system components and
the communications of mobile e-health applications [9].

The following general security services are defined to avoid security threats:
confidentiality, integrity, authentication, non-repudiation, access control, secure
data storage, and secure time stamping. The security service requirements to be
addressed by a mobile e-health application, and how they can be implemented,
are presented in the following subsections.
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4.1 Confidentiality

Confidentiality protects data making it (practically) impossible to interpret for
a non-authorized user during communication or storage. These are the confiden-
tiality requirements to be addressed by a mobile e-health application:

– Data transmitted between sensors/actuators and the mobile terminal must
not be read by unauthorized persons.

– Data transmitted externally to or from the BAN must not be read by unau-
thorized persons.

– Data transmitted externally to or from the eHS must not be read by unau-
thorized persons.

– Traffic characteristics of the transmissions to or from the BAN (how many
data are sent, how often, from where to where, etc.) must be concealed so
that non-authorized observers cannot infer information about the patient.

4.2 Integrity

Integrity protects data against non-authorized modification, insertion, reordering
or destruction during communication or storage. The following are the confiden-
tiality requirements to be addressed:

– Data transmitted between sensors/actuators and the mobile terminal must
not be modified by unauthorized persons.

– Data transmitted externally to or from the BAN must not be modified by
unauthorized persons.

– Data transmitted externally to or from the eHS must not be modified by
unauthorized persons.

4.3 Authentication

Authentication provides the way to corroborate identity of the entities, i.e.,
sender and receiver, implied in the data creation or communication (entity au-
thentication). It can also provide authentication of the data (data authentica-
tion). The following are the authentication requirements to be addressed:

– It must be possible to verify that data collected from the sensors were gen-
uinely produced by the sensors and not forged nor tampered with.

– It must be possible to verify that data transmitted from the BAN were sent
by the authentic BAN worn by the authentic patient.

– It must be possible to verify that data received by the BAN from the eHS
were sent by the authentic originator.

– It must be possible to verify that data transmitted from the EUA were sent
by an allowed user.

– It must be possible to verify that data received by the EUA from the eHS
were sent by the authentic originator.
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4.4 Non-Repudiation

Non-repudiation protects against unilateral or mutual data repudiation. The
following is the non-repudiation requirement to be addressed:

– It must not be possible for a data sender to repudiate the transmission of
these data.

4.5 Access Control

Access control protects the system and resources against unauthorized use. The
following are the access control requirements to be addressed:

– It must not be possible for unauthorized users to access the BAN.
– It must not be possible for unauthorized users to access the eHS.

4.6 Secure Data Storage

Data storage security protects the stored data against unauthorized use. De-
pending on the security level desired for every type of application, it may be
necessary to fulfill some of the following requirements:

– Data collected from the sensors must not be stored locally in the BAN, except
for temporary storage for later transmission while network connection is off.

– A log of data collected from the sensors must be stored in the BAN.
– A log of data transmitted externally to or from the BAN must be kept locally.

4.7 Secure Time Stamping

The following is the time stamping requirement to be addressed:

– It must be possible to unforgeably determine at what time data were origi-
nated.

5 Implementation of Network
and Application Security
in Mobile e-Health Applications

The security requirements, together with use of dynamic IP addresses, have
different implications in the security of communication protocols, which must
be taken into account in the implementation of security in a mobile e-health
application.

– IPsec provides communication security with data encryption and node au-
thentication, based on node addresses. IPsec is not suitable for providing
communications security from components with dynamic IP address. There-
fore, IPsec is not suitable to provide security to the mobile terminal ↔ eHS
communication, or to the eHS ↔ EUA communication.
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– SSL/TLS provides transport level security to communications requiring data
encryption and user authentication, based on server public key certificates.
SSL/TLS, and hence HTTPS, is suitable for providing communications se-
curity from components with dynamic IP address. Therefore, it is suitable
for mobile terminal ↔ eHS or eHS ↔ EUA security.

– Current mobile communication technologies and Bluetooth are suitable for
communications requiring data encryption and terminal authentication.

6 Example of Network and Application Security
in a Mobile e-Health Application: MobiHealth

This section describes the MobiHealth [10] system and the security services
it provides, as an example of the security services of a mobile e-health appli-
cation. It includes the description of its architecture, its components and the
communications between them. MobiHealth is a mobile e-health application de-
veloped under the MobiHealth Project, co-funded by the European Commis-
sion (IST–2001–36006). The main goal of this project is the development of an
m-health service based on new generation mobile communications: the so-called
2.5G (GPRS: General Packet Radio Service) and the new 3G (UMTS: Universal
Mobile Telecommunications System).

6.1 MobiHealth Architecture

Figure 2 presents the main components of the MobiHealth system and the com-
munication interactions between them, which are described in the following sub-
sections.

 

 

Fig. 2. Overview of the MobiHealth System
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6.2 MobiHealth Components

The MobiHealth architecture is largely based on the m-health architecture pre-
sented in the previous sections, with some adaptations: the mobile terminal is
called the Mobile Base Unit (MBU) in MobiHealth, and a new component is
introduced, the Wireless Service Broker (WSB), as detailed below. These are
the specific components of the MobiHealth system:

– Mobile Base Unit (MBU): it corresponds to the mobile terminal.
– Back-End System (BEsys): it corresponds to the e-Health Server. It is a sys-

tem composed of a Wireless Service Broker, a Surrogate Host, and a BAN-
Data Repository. A BEsys can be installed in the GPRS/UMTS service
provider, or in the hospital.

– Wireless Service Broker (WSB): authenticates and authorizes mobile termi-
nals.

– Surrogate Host (SH): main server, where wireless sensor and actuator ob-
jects are “surrogated” inside the wired Internet, and where medical data are
received.

– BANData Repository (BDR): a process that acts as client to the Surrogate
Host (implemented as a Jini [11] service user of the MBU service provider). In
addition, the BDR writes the medical data (i.e., measurements) to persistent
storage.

– End-User Application (EUA): in MobiHealth, it accesses data from the BAN-
Data Repository (part of the eHS).

6.3 MobiHealth Communications

Different communication interactions exist in MobiHealth. These communica-
tions are carried out in both directions: from the BAN to the EUA, and from
the EUA to the BAN. The communication path between the MBU and the
BEsys is used to transport application data through application layer protocols.

6.4 MobiHealth Security Implementation Summary

Taking into account the different issues related to the security and to the Mo-
biHealth requirements and architecture, several security options have been in-
tegrated, based on existing standards. This subsection enumerates the security
functionalities integrated into the MobiHealth system.

– Bluetooth / Zigbee security for encrypted and authenticated data transmis-
sion between the front-end and the MBU.

– HTTPS with user and server X.509 certificates for encrypted and authenti-
cated data transmission between the MBU and the WSB.

– HTTPS with user and server X.509 certificates for encrypted and authenti-
cated data transmission between the WSB and the SH, if they are on different
systems.
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– RMI (Remote Method Invocation) security (based on SSL) for the BDR
access to the SH data, when both are in different systems.

– HTTPS security for the EUA access to the BDR data.
– No data storage in the “disk”, but provision for some data storage for buffer-

ing, for the front-end, MBU, GPRS/UMTS operator, WSB and EUA (for
employees’ computers).

– Secure data storage, with confidentiality and user access authentication, for
the BDR and EUA (for hospital workstations with the patients database).

This implementation of the security in the MobiHealth system presents the fol-
lowing advantages:

– Use of standard user-oriented security mechanisms.
– No use of IPsec host-oriented security.
– All communications and data from the mobile terminal to the Surrogate

Host are secured through authentication and encryption, independently of
the underlying network.

The main disadvantage of this implementation is the following:

– Since security services are added, there is an increase in traffic, which
may represent a penalty in system performance. However, according to
the measurements we have carried out, the decrease in throughput is small
(around 6%).

7 Conclusions

This paper presents the security services required for mobile e-health applica-
tions. The introduction of security in these applications will enhance the quality
of the service in the form of increased trust and acceptance from the users of
m-health services, which will add to the social and economical advantages of
mobile healthcare for an important number of citizens. All potential users of the
healthcare system, i.e., every individual, can benefit from the improvement in
quality of life that m-health represents.

The MobiHealth project has also been presented as an example. The main
technical objective of this project has been to prove the feasibility and the advan-
tages of using 2.5G–3G mobile communications in a specific area of application,
namely m-health. But it has also other side benefits, one of which has been the
implementation, based on existing standards, of the security services that we
have presented in this paper, to enhance the quality of the service.
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Abstract. Recently, the Internet-based communication method has
been adopted as an open networking solution in the field of remote
control and data acquisition. In the current Internet, most network-
ing applications are developed according to the client-server approach.
In this paper, we propose an innovative device communication protocol
that exchanges the traditional role between client and server to provide
a uniform device interface over the Internet. The proposed protocol is
implemented as a networking application running on top of the standard
TCP/IP protocols. Since the complicated server functionality is excluded
from the field devices as a result, their functionality can be minimized
as the thin client, thereby making them as small and light as possible
in terms of H/W and protocol stack. Moreover, a common Web server
is introduced to provide a uniform device interface over the Internet to
various client devices. To validate our proposed protocol, we have built
a test bed consisting of two types of field devices for security system
over the Internet. From these experiments, we ensure that our proposed
protocol has been validated, because it works correctly in function and
satisfactorily in performance.

1 Introduction

In the field of remote control and data acquisition, traditional communication
methods are based on a master/slave approach where a central master controller
is connected to various field devices (e.g., sensors and actuators) by a propri-
etary network using various protocols and interfaces. The master controller is
in charge of its devices scattered in the field, and it collects data from the field
devices to produce a report to the users or control them in real time. If the field
devices are located remotely, this approach causes a high cost in communication
and, moreover, in maintenance due to the high complexity from the different
communication methods for different devices in a proprietary network.

Recently, the Internet-based communication method has been adopted as
an open networking solution to enable the users to access the field devices cost-
effectively from anyplace with a simple Web browser using the standard TCP/IP
protocols [4],[5]. In the current Internet, most networking applications are de-
veloped according to the client-server approach, where one side is the client and
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c© Springer-Verlag Berlin Heidelberg 2004



1006 Inwhee Joe

the other the server [2]. The server is designed to provide some defined service
for clients. If this approach applies to the industrial communication field for re-
mote control and data acquisition, a master controller will be the client and field
devices will be the servers in that the devices acquire data and offer a service to
the controller when it is requested. Actually, this is an ordinary way to develop
commercial products nowadays in this field when with the use of the Internet.

In this paper, we propose an innovative device communication protocol that
exchanges the role between client and server to provide a uniform device inter-
face over the Internet. Since there are a lot of industrial devices like sensors or
actuators spread in the field, it is not practical to implement them as servers.
Moreover, the trend is that they are expected to become small, low-cost, and
low-power devices (so called “thin client”) especially for the ubiquitous comput-
ing environment [1]. Therefore, our approach is to minimize the functionality of
the field devices by excluding the complicated server functionality from them.
That is, their role is changed from the server to the client, thereby making them
as small and light as possible in terms of H/W and protocol stack. More im-
portantly, our approach provides a uniform device interface over the Internet to
various client devices by introducing a common Web server before their respec-
tive service servers.

The remainder of this paper is organized as follows. Section 2 presents a field
system for security that consists of two types of field devices, with particular
emphasis on how each device is organized and connected to the Internet. Sec-
tion 3 proposes a novel application-layer protocol running on top of the TCP/IP
protocols to minimize the functionality on the device side by exchanging the tra-
ditional role between client and server over the Internet. Section 4 describes how
the test bed is built for security system over the Internet and the experimental
results. Section 5 concludes the paper.

2 Security System

This section describes two types of field devices for security system over the
Internet: Access Control and DMR (Digital Multiplex Recorder). The Access
Control device is used for access control with access cards, while the DMR device
is used for remote monitoring with video cameras. These devices are developed
to offer an integrated security solution for the wireline and wireless environments
through the Internet using the standard TCP/IP protocols and Web technology.

In particular, the Access Control device provides user authentication by
checking the identity. It consists of the traditional access module and the TCP/IP
interface module. The access module contains a keypad and a sensor to acquire
access information directly from the key input or by sensing the access cards. It
is connected to the TCP/IP interface module through the traditional serial com-
munication interface (e.g., RS-232 or RS-485). In the past, the access modules
used to communicate directly with the master controller using dial-up modems
or leased lines over the proprietary network, which is very expensive and requires
high maintenance. On the other hand, the use of the TCP/IP module enables
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Fig. 1. TCP/IP Module Block Diagram

the access module to communicate over the Internet using the standard TCP/IP
protocols as an open network approach.

As shown in Fig. 1, the TCP/IP interface module consists of CPU, memory,
and I/O parts just like a normal computer. It functions as an interface between
two different types of I/O communications, one for serial communication and the
other for LAN-based communication. The serial communication I/O is used to
connect to the access module through the RS-232 or RS-485 interfaces. On the
other hand, the LAN-based communication I/O is used to communicate over
the Internet using the TCP/IP protocols through Ethernet or Wireless LAN
according to the connection environment. For the CPU, a micro-controller with
the small flash memory is chosen to store and execute our application protocol
as well as the TCP/IP protocols as one chip. To fit the small flash memory, the
protocol functionality is minimized on the device side by exchanging the role
between client and server, so that the Access Control device plays a simple role
as the client rather than the traditional complicated server.

With regard to the DMR device, it is used for remote monitoring over the
Internet with the video cameras installed in the field for security purposes. After
the DMR device receives image sequences as input from the video cameras, it
sends them to the TV screen as output, and at the same time, it saves them in the
hard disk to be sent out to the Internet. Since the incoming image sequences are
analog data, they should be converted into digital data first using the CODEC
(Coder/Decoder) before the data are saved in the hard disk. Likewise, the DMR
device also plays a simple role as the client in terms of the network application
for consistency with other security devices like Access Control devices, thereby
leading to a uniform device interface over the Internet. To communicate with
the Web server across the Internet, our application protocol and the TCP/IP
protocols both are stored in the DMR ROM (Read-Only Memory) and these pro-
tocols are running over Ethernet or Wireless LAN depending on the connection
environment.
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Fig. 2. DMR Block Diagram

As shown in Fig. 2, the DMR device consists of two modules inside, one for
video processing and the other for normal computer. In the video processing
module, the decoder receives image sequences from the video cameras as input,
the encoder sends them to the TV screen as output, the CODEC converts analog
data into digital using the Wavelet coding, and the motion detector detects
motions according to the given detection conditions. On the other hand, the
normal computer module consists of CPU, memory, and I/O parts. It saves
the converted image sequences in the hard disk and sends them out to the
Internet through Ethernet or Wireless LAN using the TCP/IP protocols and
our application protocol residing in the ROM memory.

In addition to remote monitoring, several other services for the DMR device
are also available over the Internet with a simple Web browser. For example, the
current configuration of a particular DMR device is acquired or changed about
the serial port configuration, compression rate, frame rate, sharpness, resolution,
and so on. Also, the current configuration for motion detection is acquired or
changed about the detection condition, threshold, velocity, detection area and
so on. For remote control, two types of services are provided: DMR Reset and
Server IP Modify. The DMR reset is used to reset a particular DMR device and
start its reboot sequence, while the server IP modify is used to change the IP
address of the DMR service server for some reason like service redirection. The
DMR service server is a Web server to communicate over the Internet with the
DMR client devices spread in the field. Finally, the image data files in the DMR
hard disk can be accessed for search and playback.
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3 Protocol Description

This section presents our proposed protocol at the application layer running
on top of the standard TCP/IP protocols. Instead of UDP, the TCP protocol is
chosen as the transport protocol to provide a reliable data transfer to the network
applications for our security system. Since the security devices are connected to
the Internet using the TCP/IP protocols, they can be accessed from anyplace
over the Internet using a simple Web browser in order to control them or collect
some data (e.g., access numbers or monitoring data) from them.

Like most Internet applications, the proposed protocol is based on the well-
known client-server model. However, we propose an innovative approach to ex-
change the role between client and server over the Internet so that the func-
tionality of the field devices can be minimized by excluding the complicated
server functionality from them. In other words, the industrial devices in the field
play a role as the client to send a request to the master controller and wait for
a response. Minimizing the functionality allows for smaller size and lower cost
as the thin client, which is important especially for the ubiquitous computing
environment.

Our protocol is developed by using the FTP (File Transfer Protocol) as the
reference, which is one of the most popular Internet applications [3]. Instead of
the well-known ports (e.g., 21 for FTP), two ports 915 and 914 are statically
assigned for the control port and the data port of the server, respectively. Like
FTP, two TCP connections are used in the proposed protocol: Control and
Data Connections. The control connection stays up for the entire connection
to exchange commands and replies between client and server, while the data
connection is created each time data is transferred between them. Like FTP, the
control connection is established first in the normal client-server way, i.e., the
client devices as the active opener send their connection requests to the server
listening on the fixed control port as the passive opener.

On the contrary, the data connection is usually established in such that
the server does an active open by sending its connection request to the client
in case of FTP. However, our protocol takes a different approach due to the
NAT (Network Address Translation) device. Since IP addresses are scarce in
the current Internet based on the IP version 4, the NAT device is often used
to get around this problem by assigning a small number of official IP addresses
only for Internet traffic. Therefore, when a packet is sent out to the Internet, an
address translation is needed at the NAT device to change from its internal IP
address to an official IP address. However, the problem is that the NAT device
recognizes only the well-known ports for incoming Internet traffic. Since both our
control and data ports are not well-known ones obviously, the data connection is
established in the same way as the control connection so that the client devices
always work as the active-opener in the proposed protocol.

In the following, we address how the client device (e.g., Access Control or
DMR device) finds its way to the corresponding server over the Internet using
the proposed protocol. At power up, the device starts its booting sequence. In
the last phase of the booting, it tries to contact the DHCP (Dynamic Host
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Configuration Protocol) server to obtain its IP address. DHCP is widely used to
alleviate administrative requirements for the installation and initial configuration
of new IP machines on the Internet. In response with the request from the client
device, the DHCP server returns necessary information like its IP address, subnet
mask, default router, and DNS (Domain Name System) address.

Since the IP address of the DNS name server is obtained from the DHCP
server, the client device is ready to resolve the domain name device.ipnpok.com
of the DCP (Device Configuration Protocol) server, which is hard-coded in the
protocol. The DNS is a distributed data base used to map between domain names
and IP addresses. To obtain the IP address of the DCP server, the client device
contacts its name server by sending a DNS query packet with the domain name
in it, before the TCP connection can be established between the client device
and the DCP server. As a result, the corresponding IP address is returned in
a DNS reply packet to the client device.

Before the security system comes into service, all the security devices should
be registered first so that their MAC (Medium Access Control) addresses are
stored into the service table of the DCP server. The MAC address (e.g., Ethernet
address) is chosen as the identifier of the device, because it is unique globally.
Once the IP address of the DCP server is obtained, the client device attempts
to contact the DCP server to find out its corresponding service server, such as
the Access Control server for the Access Control devices and the DMR server
for the DMR devices according to the device type. If the DCP server receives
a DCP request from the client device, it searches its service table by the MAC
address carried in the request and returns the IP address of the corresponding
server provided that the device is registered as valid.

To communicate with the DCP server, the DCP packet format is used at the
application layer over the TCP/IP protocols, as shown in Fig. 3. The first Ad-
dress field indicates the 6-byte MAC address of the client device used as a unique
identifier. Typical examples include IEEE 802.3 Ethernet or IEEE 802.11 WLAN
MAC addresses. The second Class field represents the 2-byte device type, such
as Access Control or DMR devices, which is used to determine the service server

Fig. 3. DCP Packet Format
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for each client device. The last Response field indicates the 4-byte IP address of
the corresponding service server carried in the DCP reply packet from the DCP
server. Once the IP address of the service server is obtained, the client device is
now able to communicate with its service server directly. As mentioned earlier
in this section, both control and data connections are established in the normal
client-server way between client and server over the Internet.

The DCP server is implemented as a Web server over the Internet. It is used
to verify that the client device is registered as valid and further, to find its way to
the corresponding service server. That is, the DCP server is a common server for
various field devices to provide a uniform device interface over the Internet. Like
the DCP server, the service server is also implemented as a Web server. According
to the device type, there are two types of service servers developed at this point:
Access Control server and DMR server. The Access Control server is used for
user authentication by checking the access information from its client devices,
while the DMR server is used to provide various types of services including
remote monitoring and remote control, as described in the previous section.

4 Experiments

As shown in Fig. 4, we built a test bed for security system over the Internet to
validate our proposed protocol running on top of the TCP/IP protocols. There
are two types of security devices employed in the test bed: Access Control device
for user authentication and DMR device for remote monitoring. To check if our
security system works as an integrated solution regardless of the connection en-
vironment, the test bed provides two different field environments through which
these devices connect to the Internet, one for the wireline field with Ethernet
and the other for the wireless field with Wireless LAN.

Before these security devices are connected to the Internet, the NAT device
and the Firewall are located in between. The NAT device is used to do the

Fig. 4. Security System Test Bed
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Fig. 5. DCP Server Log Data

Fig. 6. Access Control Server Log Data

address translation, whereas the Firewall is installed to protect our own network
from the outside. Since all traffic from the Web servers are filtered out initially,
their IP addresses and port numbers should be registered so that the server
traffic can pass the Firewall to reach the client devices in the field on our local
network.

The proposed protocol is designed to work as an application protocol be-
tween security devices and Web servers over the Internet. If a security device
is registered as valid, the DCP server looks it up with the MAC address and
logs the current time as its last access time, as shown in Fig. 5. In this case,
a DMR device is highlighted in the shaded region as an example. As mentioned
earlier, the DCP server is introduced to provide a uniform device interface over
the Internet. Once the device obtains the IP address of the corresponding service
server from the DCP server, it attempts to reach its service server. Currently,
there are two types of service servers. According to the device type, it could be
the Access Control server or the DMR server.
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Fig. 7. DMR Server Output Display

Fig. 6 shows some log data produced by the Access Control server, when
Access Control devices find their server and send some access information to
the server. For example, the log data indicate that somebody checks in or out
of the company at particular times. Finally, Fig. 7 shows some output display
provided by the DMR server, when DMR devices find their server and send some
remote monitoring data to the server. In this case, the output image indicates
that somebody tries to break in. From these experiments with the test bed, we
can make sure that our proposed protocol has been validated, because it works
correctly in function and satisfactorily in performance.

5 Conclusions

In this paper, we have developed an innovative device communication protocol
as a network application protocol running on top of the standard TCP/IP pro-
tocols in order to provide a uniform device interface over the Internet. The key
idea in the proposed protocol is to exchange the role between client and server
over the Internet so that the functionality on the device side can be minimized
by excluding the complicated server functionality from them. Minimizing the
functionality makes the field devices as small and light as possible in terms of
H/W and protocol stack. Further, a common Web server is introduced to pro-
vide a uniform device interface over the Internet to various field devices. We have
also presented experimental results from our test bed consisting of two types of
field devices for security system over the Internet. From these experiments, the
proposed protocol has been validated, because it works correctly in function and
satisfactorily in performance.
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Abstract. Solutions for IP address depletion problem can be catego-
rized by two methods. The first method, referred as IPv4-to-IPv6 tran-
sition, is the way of replacing IPv4 with IPv6, as a long-term solution.
However, IPv4-to-IPv6 transition requires modification of both all IPv4
network equipments and all IPv4 hosts. It also needs incredible amount
of times and expense. The latter is a usage of NAT (Network Address
Translation), as a short-term solution. NAT translates the IP address
and TCP or UDP port of the IPv4 packet header and performs demul-
tiplexing of incoming data flows. The modification of packet is NAT’s
basic operation but leads to many problems such as IPSec supporting on
local network, ALG dependency for supporting various Internet applica-
tions, degradation of router/gateway’s packet forwarding performance,
etc. In this paper, we propose NEDIA which is network environment for
sharing public IP address assigned to a router/gateway at the network
boundary. We also propose and implement FSL3/4 which is a data flow
separation algorithm to overcome limitation of NAT.

1 Introduction

The early Internet, which was constructed to transmit only text document or
mail, has grown explosively by advent of WWW (World Wide Web) and vari-
ous Internet applications. Approximately 1.6 hundred million hosts have already
connected to the Internet as of February, 2002[1]. It is anticipated that the IPv4
address will be depleted around the year 2010 because the address is allocated in-
efficiently, and by advent of various Internet services, home networking, Internet
information electronics, and ubiquitous networking. The IP address depletion
problem will emerge as a serious issue in developing new Internet services.

Solutions for the IP address depletion problem can be categorized into two
methods. The first method, referred as IPv4-to-IPv6 transition[2], is a replace-
ment of the IPv4 that has 32 bit address space with the IPv6 that has 128
� This research was supported by the program for Cultivating Graduate Students in

Regional Strategic Industry of the Ministry of Commerce, Industry and Energy.
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bit address space, as a long-term solution. However, IPv4-to-IPv6 transition re-
quires modification of both all IPv4 network equipments and all IPv4 hosts. It
therefore needs an incredible amount of time and expense.

The latter method is a usage of NAT (Network Address Translation) [3][4]
technology, as a short-term solution. NAT is a general technology for IP depletion
problem during IPv4-to-IPv6 transition progress. To support IP network com-
munication between local host and global host, NAT translates the IP address
and TCP or UDP port on the IPv4 packet header and performs demultiplexing
of incoming data flows by referring to the translation table, created by outgoing
data flows. The modification of the packet is NAT’s basic operation but leads to
many problems such as IPSec[5][6] supporting on local network, ALG (Applica-
tion Level Gateway)[3] dependency for supporting various Internet applications,
degradation of router/gateway’s packet forwarding performance, etc.

In this paper, we propose NEDIA (Network Environment using Dual IP
Addresses) which enables hosts with private IP address to share public IP address
that is assigned to a router/gateway at network boundary. We also propose
and implement FSL3/4 (Flow Separation by Layer 3/4) which is a data flow
separation algorithm for supporting bidirectional communication on NEDIA.
The FSL3/4 on NEDIA supports not only full Internet access by only referring
to the L3/L4 information of packet but also the transport mode IPSec[6] session
and does not degrade router/gateway’s packet forwarding performance.

2 Related Works

2.1 NAT (Network Address Translation)

NAT is a short-term solution for the IP depletion problem and a general technol-
ogy for interworking between local network using private IP address and global
network such as the Internet. NAT technology can be divided into Basic NAT,
which only translates the IP address and NAPT, translating both the IP address
and TCP/UDP port.

Basic NAT runs in the gateway router between the local network and global
network, and translates the private IP address in packet’s source address field
to the public IP address assigned to the NAT router. This method is simple
and can be easily implemented and supports bidirectional communication using
DNS ALG[7]. However, the basic NAT has poor IP address reusability because
one global IP address is dedicated to one private IP address for connecting
between local host and global host.

NAPT (Network Address Port Translation) has overcome the basic NAT’s
limitation of poor IP address reusability. This technique supports sharing of one
global IP address among many local hosts via translation of both the IP address
and TCP/UDP port.
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Although NAPT has higher IP address reusability than Basic NAT, it is more
complicated and has lower translation speed because of using TCP/UDP port
as the demultiplexing key. NAPT cannot support port-sensitive Internet appli-
cation such as Talk, RealPlayer without a special ALG. NAPT must reassemble
fragmented packets into one complete packet because only the first fragmented
packet has TCP/UDP port information. Furthermore, it cannot support bidi-
rectional communication between the local and global network.

2.2 NAT’s Major Limitations

NAT has an inherent operation, i.e., the modification of packet to change the
IP address. Therefore it is incompatible with the IPSec which does not permit
any modification of packet except normal routing processing. It is also the major
cause for degradation of packet forwarding performance of NAT router/gateway.

Many ALGs for supporting various Internet applications are necessary.
This is a burden of the NAT router/gateway implementation because NAT
router/gateway is often implemented as an embedded device with limited re-
sources. Therefore, whenever a new Internet application appears, NAT soft-
ware developer makes ALG for that Internet application and adds it on NAT
router/gateway.

3 The Proposed Scheme for Sharing Public IP Address

In this section, we describe FSL3/4 on NEDIA as the new public IP address
sharing technique. NEDIA is a small LAN segment such as HomeLAN or an office
network, and consists of NEDIA hosts and an FSL3/4 router. A NEDIA host
is a general personal computer running on Window or Linux operating system
and has two IP addresses. One is the private IP address used for communication
inside NEDIA. The other is the public IP address for communicating with global
network such as the Internet. To support internetworking between NEDIA and
global network, we define FSL3/4 as new data flow separation algorithm.

3.1 NEDIA (Network Environment Using Dual IP Addresses)

NEDIA is not a new conceptual network but is similar to NAT/NAPT network.
It is a set of NEDIA hosts which have single NIC (Network Interface Card), a con-
figured private IP address and public IP address. Like NAT/NAPT network, the
NEDIA host uses the private IP address for communicating with NEDIA host.
Unlike NAT/NAPT, the NEDIA host uses the public IP address assigned to
the router/gateway’s external interface for communicating with external hosts.
NAT/NAPT network can be changed to NEDIA by configuring TCP/IP stack,
simply.

The NEDIA host uses the private IP address ”L” for communicating with the
NEDIA host, and public IP address ”G” for communicating with the external
host. This selection of the source address is performed by normal host routing.
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Fig. 1. Host Routing Table

Figure 1 represents the host routing table of a NEDIA host. This host has
”192.168.1.2” as the private IP address and ”168.188.46.79” as the public IP ad-
dress. NEDIA host performs host routing for the selection of source address of
the packet to be sent to other hosts. When the NEDIA host communicates with
another NEDIA host, it selects ”192.168.1.2” as the source address of packet
by referring ”192.168.1.0” routing entry in the host routing table; NEDIA hosts
share network prefix ”192.168.1.0” with each other. When the NEDIA host com-
municates with an external host, it selects ”168.188.46.79” as the source address
of packet by referring to default gateway address ”168.188.46.1” in the host rout-
ing table because the destination IP address, resolved by DNS service, does not
have the same network prefix. Therefore FSL3/4 router can distinguish data flow
without any modifications of packet except normal routing processing. FSL3/4
router only refers packet’s L3/L4 information for supporting connection between
NEDIA and global network.

3.2 Data Flow Separation Algorithms for NEDIA

In this section, we describe FSL3/4 algorithm which runs on the router/gateway
at the network boundary and distinguishes data flow by only referring Layer 3/4
information of packet.

The algorithm FSL3/4 consists of FSL3 and FSL4. FSL3 is a data flow sepa-
ration algorithm which refers only Layer 3 information of packet. FSL4 is a data
flow separation algorithm which refers to both Layer 3 and Layer 4 of packet.
Although FSL3 is similar to Basic NAT using only the IP address as demul-
tiplexing key, FSL3 distinguishes incoming data flow by the source address
of incoming packet, unlike Basic NAT’s destination address. As this differ-
ence of demultiplexing key of income data flow between FSL3 and Basic NAT,
FSL3 supports more IP address reusability than Basic NAT. In Basic NAT, if
an IP address is already used for separation of data flow, it cannot be reused for
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distinguishing other data flow. However, FSL3 can reuse one IP address for dis-
tinguishing multiple data flows except for the connection from multiple NEDIA
host to the same external host.

To overcome the above limitation of FSL3, FSL4 uses both the IP address
and TCP/UDP port as demultiplexing key to distinguish data flows.

FSL3/4 is a data flow separation algorithm and runs on the router/gateway at
the network boundary. To support connection between NEDIA host and external
host, FSL3/4 distinguishes data flow by only referring to packet’s L3/L4 infor-
mation such as protocol ID, source MAC address, destination address, source
port, and destination port without any modifications of packet. FSL3/4 also
performs L2 forwarding for transmitting incoming packet to NEDIA host. L2
forwarding is to transmit packet using the MAC address of the destination host
without L3 routing process.

Figure 2 represents an example of applying FSL3/4 algorithm in NEDIA.
NEDIA hosts share the public IP address ”G” of FSL3/4 router’s external in-
terface. When a NEDIA host communicates with an external host on the Inter-
net, FSL3/4 router creates an entry of FST (Flow Separation Table), consisted
of {protocol ID, source MAC address, destination address as multiplexing IP,
source port, destination port}. FSL3/4 router demultiplexes incoming data flow
by referring to FST and performs L2 forwarding using FST’s source MAC ad-
dress. We can assume that NEDIA Host-1 knows the IP address of Telnet Server
”W” through ordinary FQDN (Fully Qualified Domain Name) resolving pro-
cess. When NEDIA Host-1 tries to connect Telnet Server ”W”, it performs host
routing for selection of IP address ”G” as the source address of packet. NE-
DIA Host-1 sends the packet to FSL3/4 router. FSL3/4 router looks up FST by
packet’s {protocol ID(6), source MAC address, destination address(W), source
port(100), destination port(23)}. If a matching entry is not found, FSL3/4 router
creates a tuple consisting of {6, NEDIA Host-1’ MAC address, W, 100, 23} and
inserts it in FST. FSL3/4 router sends the packet through normal routing pro-
cess to Telnet Server ”W”. Packet sent by FSL3/4, arrives on Telnet Server ”W”
via normal routing in the Internet. Telnet Server ”W” makes a response packet
and sends it to the originator of packet. On receiving the response packet from
Telnet Server ”W” at FSL3/4 router, FSL3/4 router searches a tuple in FST and
performs L2 forwarding using the source MAC address of the matching entry.

When NEDIA Host-2 tries to connect Telnet Server ”W”, NEDIA Host-2
also follows the same operation as NEDIA Host-1 and uses the same public IP
address ”G” as source address. FSL3/4 router supports N:1 connection between
multiple NEDIA hosts and the same external host.

In Figure 2, NEDIA Host-n has an IPSec peer relationship with IPSec Gate-
way ”Z” . To support transport mode IPSec session between NEDIA Host and
external IPSec gateway, FSL3/4 router performs FSL3 algorithm by packet’s
Protocol ID automatically. Because FSL3 algorithm refers only to IP address of
packet to distinguish data flow, FSL3/4 router supports IPSec which does not
permit any modifications of packet except normal routing processing.
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Fig. 2. FSL3/4 on NEDIA

Fig. 3. TCP/IP Configuration on NEDIA Host

4 Implementations

4.1 NEDIA

To construct NEDIA, we used 10/100M Ethernet as transmission media and
allocated the private IP address of 192.168.1.0∼24 on each NEDIA host for
communication in NEDIA. We allocated the public IP address of 168.188.46.79
on each NEDIA host for communication with the external host.

Figure 3 shows TCP/IP configuration of a NEDIA host.
When a computer with Microsoft Windows operating system boots up or

configures TCP/IP protocol stack, it broadcasts an ARP request message with
its IP address on the local segment network. This operation, called Gratuitous
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Fig. 4. FSL Table Entity Structure

Fig. 5. FSL Table Structure

ARP, is to find a host using a duplicated IP address and to prevent using the
same IP address in the local segment network. Because all the NEDIA hosts
are configured with the same public IP address ”168.188.46.79” with each other,
Gratuitous ARP function must be disabled in NEDIA. This Gratuitous ARP is
a default function for series of Windows operating system, which can be disabled
by editing the window registry using ”regedit” program[8]. Gratuitous ARP does
not become a serious problem for construction of NEDIA.

4.2 FSL3/4 Router

We implemented FSL3/4 router on a Linux machine with Pentium-Pro 233MHz,
128Mbyte Main Memory, two 3COM NICs and Linux Kernel 2.2.17. For imple-
menting FSL3/4 algorithm, we modified Linux kernel source.

Figure 4 shows an entity of the table and Figure 5 shows FSL table structure.

5 Experimentation and Performance Evaluation

We constructed an experimental environment to prove practicality and to com-
pare the performance of FSL3/4 on NEDIA with NAPT which is a popular
technique to share the public IP address in private network.
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Fig. 6. Packet Holding Time

To investigate Internet application supportability of FSL3/4 on NEDIA, we
executed Internet applications[9]. As a result, we found that NAPT cannot sup-
port many Internet applications without proper ALGs such as Talk, Realplayer,
Starcraft, Peer-to-Peer File transfer, etc. These applications can be easily sup-
ported by FSL3/4 on NEDIA without additional efforts. Moreover, FSL3/4 on
NEDIA supports full bidirectional connection using DNS ALG.

We measured PHT (Packet Holding Time), average elapsed time and average
transmit bandwidth for performance analysis of FSL3/4 on NEDIA.

5.1 PHT

PHT is the elapsed time of packet transmission in the Linux kernel. PHT consists
of interface level holding time and IP level holding time. Interface level holding
time is the average elapsed time of packet transmission from input interface to
output interface. IP level holding time is the average elapsed time for processing
routing and data flow separation algorithm in IP layer. We modified the Linux
kernel source to measure PHT. The local host sends a ping packet to FTP server
”168.188.44.2” by increasing from 50 packets to 1000 packets per second.

NAPT distinguishes data flow by modification of packet. Compared with
normal routing or FSL3/4, NAPT has more overhead for packet processing such
as additional IP Checksum calculation. Therefore, PHT of NAPT is the largest
against FSL3/4 or normal routing. For forwarding of the packet, all three tech-
niques manage a table. The portion of the average PHT time for creating and
inserting entry is big when the number of packets to transmit is small. Once
the entry is created, time to forward packets takes less. The more packets to
transmit, the less average PHT we get. This is the why the PHT in case of 50
packets is larger than others.
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Fig. 7. FTP Data Transfer

5.2 FTP Data Transfer

Figure 7 represents the effectiveness of FSL3/4 which distinguishes data flow by
not modifying but only referring to L3/L4 of packet and performs L2 forwarding
without routing decision.

NAPT modifies packet information of all packets and has additional over-
head to calculate checksum. On the other hand, FSL3/4 does not modify incom-
ing packet but only refers to L3/L4 of packet to demultiplex incoming packets.
Therefore the performance of FSL3/4 is enhanced about 667 percent on average
data bandwidth and reduces the time of transferring data about one seventh
against NAPT. FSL3/4 dose not route and calculate the checksum of all incom-
ing packets. This gives better efficiency to transfer data than ordinary normal
routing mechanism. For instance, regarding the case of transferring data of 100M
bytes, it is equivalent or better than ordinary normal routing.

6 Conclusions and Remarks

In this paper, we analyzed limitations of NAT/NAPT, short-term solutions of
the IP depletion problem, and proposed FSL3/4 on NEDIA to overcome the
limitation.

FSL3/4 on NEDIA consists of NEDIA as local network environment for
sharing the public IP address and FSL3/4 as data flow separation algorithm
in NEDIA. FSL3/4 on NEDIA distinguishes data flow by not modifying but
only referring to L3/L4 of packet and performs L2 forwarding to transmit in-
coming packets. All NEDIA host share the public IP address assigned to the
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router/gateway at the network boundary and can select the public IP address
as the source address of packet to communicate with the external hosts by the
host routing technique.

These characteristics of FSL3/4 on NEDIA solve many problems of
NAT/NAPT. First of all, FSL3/4 on NEDIA supports bidirectional communica-
tion using DNS ALG. Next, it supports transport mode IPSec session between
NEDIA host and external IPSec gateway without additional processing. The
third, the performance is improved. In transmitting FTP data, performance of
FSL3/4 on NEDIA is enhanced about 667 percent on average transfer bandwidth
and reduces the time of transferring data about one seventh against NAPT.

FSL3/4 on NEDIA is more efficient technology than NAT or NAPT.
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Abstract. The lack of the IP multicast deployment and the increased
interest of the multi-party applications promotes the use of application
layer multicast. The existing many-to-many application layer multicast
schemes, Narada, TBCP, and NICE do not concern the heterogeneity of
the processing capability of the end systems. We propose the modification
of the existing schemes that considers the processing delay in the delivery
tree construction algorithm. The performance of the modified versions
are evaluated and compared with the original version using the network
simulator. The analysis results and the modification proposal can be
used as the basis to design a scalable and adaptable application layer
multicast schemes.

1 Introduction

The proliferation of the Internet has driven the development of various multi-
party applications such as network games, networked virtual environments, col-
laboration and distributed interactive simulation [9]. The lack of the IP multi-
cast [5] deployment and the increased interest of the multi-party applications
promotes the use of application layer multicast, where the underlying network is
abstracted by constructing a virtual network using unicast channel among the
end systems. The multicast routing is implemented in end systems such that
the data delivery tree is constructed over the virtual network and data is for-
warded from a node to the child nodes along the delivery tree. The throughput
of a multicast session depends on the quality of a delivery tree in application
layer multicast.

The representative many-to-many application layer multicast schemes,
Narada [3], TBCP [8], and NICE [1] build a delivery tree approximating a unicast
routing topology to avoid the redundant use of network links. However, these
schemes do not consider another important factor in determining the quality
of a delivery tree. In practice, some end users upgrade the computing power
frequently while some users persist their old computers. The heterogeneous ca-
pability of the end systems will result in the non-uniform processing delay in
forwarding the packets to the child nodes in the delivery tree. Therefore, the
processing capability of the end systems should be considered in delivery tree
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Fig. 1. End system queue model for application layer multicast

construction and reconfiguration as well as the network bandwidth heterogene-
ity. It will let the end systems to make full use of their high capability and not
to incur long processing delay due to low capability.

In this paper, we present a queue model of the end system and, from the
equations induced from the queue model, propose a modification to the existing
schemes that considers the processing delay, additionally, in the delivery tree
construction algorithm. The performance of the original versions and the modi-
fied ones are evaluated and compared using the network simulator. The analysis
results presented in this paper can be used as the basis to develop a more scalable
and adaptable many-to-many application layer multicast schemes.

The organization of this paper is as follows: in Section 2, we describe the
queue model and, in Section 3, we describe the modified schemes that incorporate
the end system processing delay in delivery tree construction. In Section 4, we
show the performance evaluation results of the original schemes and the modified
ones. We conclude the paper in Section 5.

2 Modelling of the Impact of the Processing Capability

2.1 Processing Delay Model

The end-to-end delay of data packets in the application layer multicast consists
of the delay incurred at the network and the processing delay at the intermediate
end systems, which is modelled in this paper. An end system participating in an
application layer multicast session maintains an input queue and output queues
to relay packets. Incoming packets are arrived at the rate of λ and stored in the
input queue, and then copied into k output queues to be forwarded to k child
nodes in the delivery tree. We call the number of the child nodes as fan-out degree
in this paper. Each end system processes the packets at its own processing rate
μ from the arrival at its input queue till the disposal out of the output queues.
μ depends on the system configuration such as the performance of the CPU, the
size of main memory, the access network bandwidth, and the characteristics of
the applications running at the end system.
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Fig. 2. State Transition Diagram of an end system that has k child nodes

The end system queue model is presented in Fig. 1. We derive the state
transition diagram of the end systems as shown in Fig. 2. The state represents the
number of packets remaining in the output queue. The processing delay, which
is defined as the time from the packet arrival to the completion of the packet
forwarding to the child nodes, corresponds to the queue model of M [X]/M/1
queue [6], which is a single-server system and allows a bulk input of various
batch job sizes.

From the equations in the queue model [6], the processing delay is expressed
as (1) in terms of the processing rate, the packet arrival rate, and the number
of the child nodes.

W =
(k + 1)

2 · (μ − λ · k)
, (1)

where μ is the processing rate of the end system, k is the number of the child
nodes in the delivery tree, and λ is the packet arrival rate from the parent node
in the delivery tree.

We observe the processing delay induced from the queue model well accords
with the delay observed through the simulations, which are presented in our
previous work [7].

2.2 The Impact of the Processing Capability

Fig. 3(a) and Fig. 3(b) are derived from (1) to observe the impact of the number
of the child nodes, the packet arrival rate, and the processing rate of an end
system to the processing delay. Fig. 3(a) shows the impact of the packet arrival
rate to the processing delay when the processing rate is fixed. The impact of
the arrival rate increases drastically, when it goes over some specific value, since
the number of queued packets that are not processed in time is accumulated
continuously. Fig. 3(b) shows that, when the packet arrival rate and the num-
ber of the child nodes are fixed, the increase of the processing rate decreases
the processing delay as well expected. Therefore, in designing the delivery tree
construction or reconfiguration algorithm for many-to-many application layer
multicast, the number of the child nodes is carefully assigned not to increase the
processing delay at a node significantly. On the contrary, if the end system has
enough processing capability, it should be allocated with more child nodes than
the system of low capability.
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In a one-to-many session, λ is the same as the sending rate of the source, r,
and determined by the source regardless of the number of the participants, n.
The increase of the child nodes in the delivery tree will increase the processing
delay slightly. However, in a many-to-many session where every participant is
a sender, λ, which is simply presented by r · n, increases in proportion to the
number of the participants. Thus, the impact to the processing delay is more
significant than that in a one-to-many session. The resulting W of the existing
member is deducted like (2):

W (x) =
(k0 + x) + 1

2 · (μ − (n0 + x) · r · (k0 + x))
, (2)

where x is the number of the newly added child nodes, k0 and n0 are the number
of the child nodes and that of the members in the session before the new members
join, respectively.
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Fig. 4 presents four graphs representing the trend of the processing delay
change as the number of the child nodes increases when r and λ are fixed as
two packet per second (pps) and 1000 packets per second , respectively. As can
be expected from the equation 2, the impact of the processing delay increases
drastically as the number of the child nodes and the number of the session
members increase. It is due to the increase of the packet arrival rates and the
number of the forwarding packets at a time.

3 Proposed Modification of the Existing Schemes

Narada [3, 4], TBCP [8], and NICE [1] are considered as representative appli-
cation layer multicast schemes for many-to-many sessions. From the processing
delay model in Section 2, we will induce an equation for processing delay esti-
mation that can be used dynamically during the session. The existing schemes
have not taken the processing capability of the end systems into consideration
and we will propose a modification of the schemes using the induced equation.

3.1 Processing Delay Estimation

In determining whether to build a new parent-child relationship or not, the
processing delay that is expected by the increase of the child nodes should be
considered. From (2), if the to-be-child node is a new member, the expected
processing delay is induced like (3):

W (1) =
(k0 + 1) + 1

2 · (μ − (n0 + 1) · r · (k0 + 1))
, (3)

where n0 is the number of the existing members and k0 is that of the current
child nodes. If the to-be-child node is not a new member, the expected processing
delay is induced like (4):

W (1) =
(k0 + 1) + 1

2 · (μ− n0 · r · (k0 + 1))
(4)

The difference of (3) and (4) is the packet arrival rate in the denominator. It
is because a new comer will incur additional packet arrival as well as the increase
of the number of the child nodes while an existing member will increase only the
latter one.

3.2 Narada

Narada [3, 4] is designed to support a small-scaled and sparse group for many-to-
many sessions, especially multimedia conferencing applications. It forms virtual
network as a mesh among the session members and then constructs source-
specific delivery tree on the mesh. It assumes that the processing time is zero
or the members have the same capability. The maximum fan-out degree is pre-
defined depending on the network bandwidth of the end users, usually from two
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to six. When building a mesh and improving the quality of the mesh, a node
measures the latency of the link between to-be-neighbor node and evaluate the
utility gain of the new link in terms of end-to-end delay reduction and the number
of the affected members by the link addition. If the utility gain is larger than
the predefined threshold, the link is added.

We propose a modified version of Narada to evaluate the expected processing
delay that will be incurred with the neighbor addition using (3) or (4) depending
on the situation. The number of the neighbors in the mesh is not same as the
number of the child nodes in the delivery tree. However, it works as the upper
limitation of the real stress of the end systems. The evaluation of the utility
gain is preceded by the expected processing delay evaluation. A threshold of
the processing delay is predefined and the addition of the link is allowed only if
the expected processing delay is smaller than the threshold. Thus, the modified
version can avoid the increase of the child nodes if the processing capability does
not allow and, at the same time, can increase as far as the processing capability
allows.

3.3 TBCP

TBCP [8] is a simple generic tree configuration algorithm and can be used to
build a shared bi-directional delivery tree among the session members. When
a new member N joins a session, it requests the would-be parent information
to the session leader. The new member determines its parent using the score
function value provided by the would-be parent nodes.

ThescorefunctionofmemberP ≡ max∀A,B∈CP∪ND(P, A, B), (5)

where CP is the set of the child nodes of member P , N is the new member and
D(i, k, j)is defined as the sum of d(i, k) and d(k, j). d(i, j) is the distance such
as RTT between end system i and j. The node of the lowest score is selected
as the parent of N . In addition, to control the traffic that flows in the delivery
tree, it confines the maximum number of the child nodes of each member into
some predefined fixed value.

The proposed modification of TBCP does include the expected processing
delay into the modified score function. D(i, k, j) is defined as the sum of d(i, k),
d(k, j) and pd(i), where d(i, j) is the same as before and pd(i) is the expected
processing delay of end system i calculated using (3). When the tree is recon-
figured due to a member leave, (4) will be used for the calculation pd(i). By
including the expected processing delay in the score function, the node that
is close but overloaded will be excluded from the candidates of the parent of
a new member and the node that is far but under-loaded can be included in the
candidate parent set.

3.4 NICE

NICE [1] is a representative application layer multicast for a many-to-many
session, which arranges the members into hierarchically layered clusters. The size
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of each cluster is managed to be within m and 3m− 1, where m is a predefined
basic cluster size. A leader of a cluster is selected to reside at the center of the
cluster and belongs to multiple clusters and is in charge of the data relaying
between the clusters. Due to the hierarchical clustering, it is considered scalable
to the number of the participants. It alleviates the routing information overhead
significantly by localizing the membership management in a cluster except of
the cluster leader. However, since a leader is in charge of the data delivery to
the members in the clusters where it belong, the traffic is concentrated to the
leaders, especially the leader of the top layer and it contributes to the increase
of the end-to-end delivery.

NICE can be modified to consider the processing delay at the end systems
by including the processing capability in cluster leader election algorithm. NICE
concerns location vicinity most important and the modified scheme will com-
pare the expected processing delay of the candidate leaders when their location
vicinity is within small range.

4 Evaluation of the Impact of the Processing Delay

We have simulated the original and modified schemes of Narada, TBCP, and
NICE with the network simulator ns-2 [10] on Intel XEON(R) 2.0GHz dual
machine running RedHat(R) linux 8.0. The network topology is generated by
GT-ITM [2] with 100 routers and 100 end systems. All the link delay is assigned
as 20 ms for the links that connect the center nodes of the topology and 5 ms for
the other links except those that connect a router and an end system. An end
system is attached to a router with a link of 2 ms delay. The bandwidth of each
link is assigned as 100 Mbps. We provide the network bandwidth large enough
not to lose the packets but the processing rate of the end systems is not high
enough to fully process the packets from the network bandwidth.The number of
the session participants is fixed as 30 and the participants are randomly selected
from the 100 end systems. The members join the session at random time in
predefined interval, which may result in different delivery tree run by run. They
do not leave during the session. The session duration is 1000 seconds. The data
packet size is one kilo bytes. The basic cluster size, m is set as three in NICE
simulation. The number of the neighbors is confined from three to six in the
original Narada, according to the experiments presented in [3].

4.1 Narada

Increasing the processing rate from 1000 packets per second (pps) to 3000, the
average end-to-end delay and the cumulative distribution of the end-to-end delay
are observed. With the end systems of low capability, the original Narada and the
modified scheme may have the fan-out degree to be in a similar bound. However,
as shown in Fig. 5(a), the modified scheme shows about ten percent 50 percent
lower end-to-end delay. The delay reduction is achieved by the increase of the
child nodes of each end system. The modified scheme expands the breadth of
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the tree according to the processing rate while the original Narada builds a slim
delivery tree regardless of the processing rate. The modified scheme allows each
end system to accept as many child nodes as its processing capability allows. As
a result, as shown in Fig. 5(b), when the processing rate is fixed as 1500 and
2500, about twenty percent more members have the average end-to-end delay
lower than a given end-to-end delay with the modified scheme, compared those
with the original scheme.

4.2 TBCP

The average end-to-end delay and the cumulative distribution of the end-to-end
delay are measured like the case of Narada, which are presented in Fig. 6(a)
and 6(b), respectively. The behavior of the original TBCP is observed by in-
creasing the fan-out constraint from three to five. As well expected, the average
end-to-end delay decreases as the processing rate increases and the modified
scheme shows the lowest delay in Fig. 6(a). By the way, when the processing
rate is 2500 pps and the fan-out constraint is three, the delay of the original
TBCP scheme increases about 10 ms. It is due to the increase of the network
transmission delay, which is resulted from the increased number of the network
hops between the end systems. The high processing rate results in small delay
and the increased network hop counts have an visible affect on the end-to-end
delay. Thus, the end-to-end delay increases even with a high processing rate.
However, as Fig. 6(b) shows, the end systems running the modified TBCP have
smaller end-to-end delay than the original TBCP schemes regardless of the pro-
cessing rate.
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4.3 NICE

Fig. 7(a) and 7(b) show the performance of the NICE in terms of processing
delay of the top layer members and the average end-to-end delay of the session
members, respectively. The long processing delay of the top layer members occu-
pies about 25 percent of the average end-to-end delay when the given processing
rate is 1000 pps. Since the members that reside at the opposite side of the de-
livery tree centering the top layer members exchange data packets through the
top layer members, the delay at the top layer contributes to the long end-to-end
delay. The processing delay of the top layer members decreases as the processing
rate of each end system increases but occupies the similar ratio of the end-to-
end delay. We tried the modification of NICE but the modified scheme did not
show visible change in the end-to-end delay. The locality is the most important
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factor in cluster configuration of the original scheme and there is little room
to introduce the processing capability. Moreover, the hierarchical clustering of
NICE cannot avoid the concentration of the overhead at the top layer members,
inherently.

5 Concluding Remarks

In this paper, the impact of the processing capability of the end systems is
investigated starting from the end system queue model and the existing schemes
have been evaluated from that viewpoint with the simulation. Based on the
observation and the proposed model in this paper, we will devise more scalable
many-to-many application layer multicast schemes that are also adaptable to
the end system capability as well as the network bandwidth heterogeneity. We
will progress the research, in parallel, to devise the mechanism to estimate the
processing capability from the practical measurements.
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Abstract. The replication and voting are of great importance to achieve
fault tolerance and security in open distributed systems. We present our
replication system with voting, called Mobile Agent Replication Exten-
sion (MARE), and evaluate the performance. The system makes mobile
agents fault-tolerant and also detects attacks by malicious hosts. The
reliability and performance issues involved in mobile agents for Internet
applications are explored. As a part of our experimental studies, the ef-
fects of varying the degree of replication, passive and active replication
methods, and voting frequencies are examined. We quantify our proto-
type’s performance and conclude with the future directions of our work.

1 Introduction

Today, one of the most exciting areas of growth in the computer industry is the
mobile computing device. Everything from laptops to palmtops, from cars to
cellular phones, accesses Internet services to accomplish user tasks. Typically,
these mobile devices have unreliable, low-bandwidth, high-latency wireless net-
work connections. With the rapid growth of the services and information on
the Internet, a great number of people have ubiquitous access to an astonishing
amount of information from anywhere or everywhere. Internet terminals become
commonplace in public spaces, such as government offices, school libraries, air-
ports, and hotels. Web email services make it convenient that users are able to
access their email from any terminal.

Java already offers support for Web access on cell phones, but surfing has
not taken off due to relatively slow connection speeds and cramped screens that
make it hard to display Web pages designed for PCs. Java software technol-
ogy for wireless mobile users, e.g., the Sun MIDP (Mobile Information Device
Profile)[11], is designed to address some of those shortcomings and is expected to
offer a big leap in support for Internet data services. Ultimately, wireless mobile
users will have full access to their files and applications from any computer or
cell-phone.

Mobile agents are autonomous computer programs that can migrate from
host to host in a heterogeneous network at times and to places of their own

H.-K. Kahng and S. Goto (Eds.): ICOIN 2004, LNCS 3090, pp. 1035–1044, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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choosing. The state of the running program among a set of networked hosts,
is saved, transported to the new host, and restored, allowing the program to
continue where it left off. Mobile agents have been proposed for a variety of
applications in the Internet and other large distributed systems [2,4,7]. Almost
all major Internet sites are capable of hosting and willing to host some form of
mobile agents.

A mobile agent differs from a traditional operating system process. Unlike
a process, a mobile agent knows where it is executing in a distributed system at
any point in time. A mobile agent is aware of the communication network and
makes an informed decision to move asynchronously and independently from
one node to another during execution. Mobile agent systems differ from process
migration systems. In a process-migration system the system decides when and
where to move the running to balance workload, whereas the agents move when
they choose through a jump or go statement. It has been shown in [6] that agent
migration is much faster than migration of traditional processes.

Although many system design schemes to build mobile agent systems have
been proposed, they share a common layered infrastructure, as shown in Fig. 1.
An application creates mobile agents running over the agent platform that sup-
ports the possible action of mobile gents. The platform utilizes the resources and
communication channels provided by the operating system and network of the
underlying architecture.

Mobile agents are a very attractive paradigm for distributed computing over
the Internet, for several reasons, including reducing vulnerability to network
disconnection and improvements in latency and bandwidth of client-server ap-
plications [4]. Mobile agents carry the application code with them from the client
to the server, instead of transferring data between a client and a server. Since
the size of the code is often less than the amount of data interchanged between
the client and the server, mobile agent system provide considerable improvement
in performance over client-server computing. Thus, the use of mobile agents is
expanding rapidly in many Internet applications [2,4].

Fig. 1. General Mobile Agent Infrastructure
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Computing over the Internet is not dependable. Hosts connected via the In-
ternet constantly fail and recover. The communication links go down at any
time. Due to high communication load, link failures, or software bugs, tran-
sient communication and node failures are common in the Internet. Information
transferred over the Internet is insecure and the security of an agent is not guar-
anteed. The Internet is unreliable. Therefore, reliability is an important issue for
Internet applications [7,10].

Fault tolerance guarantees the uninterrupted operation of a distributed soft-
ware system, despite network node failure. So, it is important to make mobile
agents fault-tolerant. Errors should be detected and recovered. In this paper, we
address the fault tolerance and performance issues for mobile agent systems run-
ning across the Internet. We present our replication system with voting, called
Mobile Agent Replication Extension (MARE). The system makes mobile agents
fault-tolerant and also detects attacks by malicious hosts.

The rest of this paper is organized as follows. Section 2 provides basic con-
cepts for a fault-tolerant model for mobile agents. We describe a replication
approach that is devised to design reliable Internet applications. We present
an architectural framework making mobile agent fault-tolerant and discuss the
replication schemes. Section 3 describes experiments we ran to explore perfor-
mance of replication and voting in a network setting. The effects of varying the
degree of replication, the active and passive replication methods, and the voting
frequencies are experimentally examined. Finally, in Section 4, our conclusions
are presented.

2 MARE: A Fault-Tolerant Mobile Agent System

While a mobile agent model overcomes limitations of the traditional client-server
model of distributed computing, there are several fundamental research issues
in the design, implementation, and deployment of mobile agent systems running
over the Internet. These include agent fault tolerance, agent security, and inter-
agent communication and synchronization. In this work, we focus our study on
the agent fault tolerance with replication and voting to build a reliable mobile
agent system.

2.1 Approach

Our approach offers a user-transparent fault tolerance in agent environments.
The user can select a single application given to the environment and can decide
for every application whether it has to be treated fault-tolerant or not. That is,
the user or the application itself can decide individually, if and when fault tol-
erance is to be activated. The execution of fault-tolerant and non-fault-tolerant
applications is possible. Thus, to enable fault-tolerant execution, it is not nec-
essary to change the application code. The separation between application and
agent kernel platform facilitates user transparency. Once mobile agents are in-
jected into the network, the users do not have much control over their execution.
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If the action for fault tolerance was dictated by a monitor instance, the auton-
omy was limited. All decisions that are made by an autonomous agent would
need to be coordinated with the monitor. To enable activation of fault toler-
ance during runtime, the complete agent is replaced with one that carries those
functionalities with it. This would increase demands for memory and computing
time. So a modular exchangeable composition of mobile agents is required. The
required modularity and separation between the application and agent platform
imply that the functional modules should wok independently and in parallel. The
application can influence the agent behavior. It is possible to affect the behavior
of a mobile agent during runtime.

2.2 Agent Fault Tolerance

The main goal of this work is to provide fault tolerance to mobile multi-agents
through selective agent replication. Multi-agent applications reply on the col-
laboration among agents. Replication is a technique used widely for enhancing
Internet services. Replication of agents and data at multiple computers is a key
to providing fault tolerance in distributed systems. The motivations for replica-
tion are to improve a service’s performance, to increase its availability, and to
make it fault-tolerant. If one of the involved agents fails, the whole computation
can get damaged. The solution to this problem is replicating specific agents.
One must keep the solution as independent and portable as possible from the
underlying agent platform, so as to be still valid even in case of drastic changes
of the platform. This offers interoperability between agent systems. The proper-
ties of agent systems are dynamic and flexible. This increases the agent’s degree
of proactivity and reactivity. Note that replication may often be expensive in
both computation and communication. A software element of the application
may loose at any point in progress. It is important to be able to go back to the
previous choices and replicate other elements.

In the passive model of replication, there is a single ’primary’ or ’master’
replica manager (RM) at any time and one or more secondary RMs - ’backups
(slaves)’. Front-ends communicate only with the primary RM to obtain the ser-
vice. The primary RM executes the operations and sends copies of the updated
data to the backups. If the primary fails, one of the backups is promoted to act
to the primary.

The passive replication system implements linearizability if the primary is
correct, since the primary sequences all the operations upon the shared objects.
If the primary fails, then a backup becomes the new primary and the new system
configuration takes over: the primary is replaced a unique backup and the RMs
that survive agree on which operations had been performed when the replace-
ment primary takes over.

The passive model is used in the Sun NIS (Network Information Service)[11],
where the replicated data is updated at a master server and propagated from
the master to slave servers using one-to-one rather than group communication.
In NIS, clients communicate with either a master or slave server but they may
not request updates. Updates are made to the master’s files.
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In the active model, the RMs are state machines that play equivalent roles
and are organized as a group. Front-ends multicast their requests to the group
of RMs and all the RMs process the request independently but identically and
reply. If any RM crashes, then this need have no impact upon the performance
of the service, because the remaining RMs continue to respond in the normal
way.

Schneider [9] has proposed active replication with majority voting to obtain
a consensus on the computation performed by a set of replicated nodes. This
active replication system achieves sequential consistency. All correct RMs process
the same sequence of requests. The reliability of multicast ensures that they
process them in the same order. Since they are state machine, they all end up
with the same state as one another after each request. Front end’s requests are
served in FIFO order, which is the same as program order. The active system
does not achieve linearizability. This is because the total order the RMs process
requests is not necessarily the same as the real-time order the clients made their
requests.

A simple agent computation might visit a succession of hosts, delivering
its result messages to an actuator. The difficulties here arise in making such
a computation fault-tolerant. The agent computation of interest can be viewed
as a pipeline, depicted in the shaded box of Fig. 2. Nodes represent hosts and
edges represent movement of an agent from one host to another. Each node
corresponds to a stage of the pipeline. S is the source of the pipeline; A is
the actuator. The computation is not fault-tolerant. The correctness of a stage
depends on the correctness of its predecessor, so a single malicious failure can
propagate to the actuator. Even if there are no faulty hosts, some other malicious
host could disrupt the computation by sending an agent to the actuator first.

One step needed to make fault-tolerant is replication of each stage. We assume
that execution of each stage is deterministic, but the components of each stage
are not known a priori and they depend on results computed at previous stages.
A node m in stage k takes as its input the majority of the inputs it receives from
the nodes comprising stage k − 1. And then, m sends its output to all of the
nodes that it determines consisting of k+1. Fig. 2 illustrates such a fault-tolerant

Fig. 2. Replicated agent computation with voting
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execution. The replicated agent computation with voting tolerates more failures
than an architecture where the only voting occurred just before the actuator.
The voting at each stage makes it possible for the computation to recover by
limiting the impact of a faulty host in one stage on hosts in subsequent stages.

2.3 The MARE Architecture

We describe our fault-tolerant agent architecture for reliable Internet applica-
tions, called the Mobile Agent Replication Extension (MARE). The architecture
of MARE system (Fig. 3) is similar to several other agent systems including
Agent-Tcl [1], DaAgent [7], DarX [3], and FATOMAS [8]. The focus in the de-
sign of the MARE system has been on modularity and reusability to facilitate
experimentation. A modular composition of mobile agents is possible in MARE
and so it is convenient to reuse existing function units contained in specific
modules in developing new applications.

The MARE system is a replication extension system with voting that makes
mobile agents fault-tolerant and reliable. The Replication Group (RG) consists
of multiple Agent Replication Tasks (ARTs). MARE provides group membership
management to add or remove replicas. The number of replicas and the internal
details of a specific task are hidden from the other tasks. Each RG has exactly
one master communicating with the other ART tasks. The master acts as a fixed
sequencer, providing totally ordered multicast within its RG.

Agents are allowed to inherit the functionalities (variables and methods) of
other ART objects, enabling the underlying system to handle the agent compu-
tation and communication. Therefore, it is possible for MARE to act as a mid-
dleware for agents. In Fig.3, each ART is wrapped in an Application Task Shell
(ATS) that acts as a Replication Group Manager (RGM), and is responsible
for delivering messages to all the members of the RG. RGM is associated each
agent. It keeps track of all the replicas in the group, and of the current replication
method in use. RGM can change the replication policy and tune its parameters,

Fig. 3. The MARE system architecture
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such as the number of replicas or the periods between backups in case of passive
replication. ATS intercepts input messages and enables caching. All messages
are processed in the same order within a RG. When an agent is replicated, its
RG is suspended and the corresponding ART is copied to a new ATS on the
requested host system. A task can communicate with a Remote Task (RT) by
using a local proxy with the RT interface. Each RT references a distinct remote
entity considered as the master of its RG.

MARE uses both passive and active replication schemes. It is possible to
switch to any user-defined replication method. MARE is implemented in Java
with Remote Method Invocation (RMI) as a communication layer, and it pro-
vides a global name service. Each application task corresponds to a generic name
that is independent of the current location of the RG elements.

MARE also uses a fault tolerance mechanism to detect attacks by malicious
hosts. It is assumed for every stage, i.e., an execution session on one host, a set
of independent replicated hosts, i.e., hosts that offer the same set of resources,
but do not share the same interest in attacking a host, because they are operated
by different organizations. Every execution step is processed in parallel by all
replicated hosts. After execution, the hosts vote about the result of the step. At
all hosts of the next step, the votes, the resulting agent states, are collected. The
execution with the most votes wins, and the next step is executed.

3 Implementation and Performance Study

In this section, we describe our MARE implementation and test runs. The im-
plementation uses the Condor checkpointing packages [5] to store the state of
a process in a file and has been done in C and Java. The MARE has been im-
plemented on a network of Sun Ultra SparcStation running Solaris connected by
a Fast Ethernet. As a part of the experimental study, the effects of varying the
degree of replication, the active and passive replication methods and the voting
frequencies are examined.

To further explore these performance issues, we run more experiments. The
system we tested consists of 4 Sun SparcStation workstations connected by
a 10Mbit Ethernet. An agent moving from node to node was simulated by send-
ing a message between these node. In the experiment of Subsec. 3.1, we look at
the behavior for 1, 4, and 8 replicas.

3.1 Voting Performance Effects

This experiment examined the cost of voting in the case that host speeds are
uniform. We are interested in how synchronization delay can be amortized by
voting less frequently. In this experiment, agents visited a sequence of N hosts
before voting, rather than voting at the end of each stage. We found remarkable
improvements as N advanced from 1 to 8. For N greater than 8, the further
improvements were not significant.



1042 Kyeongmo Park and Arun Sood

Fig. 4. Voting performance with various voting frequencies; The graph of the average
time per host visit when N ranges from 1 to 32. The data depicted reports averages
from runs of 320 rounds. The time spent per host had a variance 0.1

It is interesting to note synchronization delay versus voting tradeoff. When
voting is infrequent, replica completion time drift apart, so the synchronization
delay increases. A voter needs to wait for a correct majority, so a vote-delimited
stage will complete as soon as the median correct replica votes. Therefore, the
completion time for a replicated computation that votes infrequently should
approximate the completion time when there is a single replica. The results of
Fig. 4 show this behavior.

Voting can lead to a replicated computation being faster than the corre-
sponding non-replicated one. Suppose there is a small probability that any given
host will be slow. Over a long non-replicated execution, an agent is bound to
encounter a slow host. Accordingly, the computation will be slowed. However,
with replication and periodic voting, it is likely that a majority of the agents
reaching a voter will have encountered no slow hosts. Because the voter waits
for this majority, the replicated system’s execution time will be independent of
the speed of the slow hosts.

3.2 Comparison of Passive and Active Methods with Different RDs

We quantify our MARE prototype’s performance, communication and update
cost as a function of the replication degree. In this experiment, we measured the
time needed to synchronously send a message to a replication group using the
active replication method. The communication cost here is the time needed to
send a message to a processor and to receive a reply message from the processor.

Fig. 5(b) shows the communication cost as a function of the replication de-
gree. There are three different Replication Degree (RD) configurations. In the
first configuration, denoted by RD-1, the process on the local host system is not
replicated. In the second configuration, RD-2, the process is replicated on the
remote host system. In the third RD-3 configuration, there are three replicas:
one master of the local host and the two replicas residing in two remote hosts.
We also measured the time to update remote replicas using the passive replica-
tion. The time to update a local replica was not significant and so it was ignored.
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(a) (b)

Fig. 5. (a)The time needed to update a replication group in RD-2 and RD-3 configura-
tions. The update cost for remote replicas using the passive method (b)Communication
cost as a function of RD, The time needed to send a message synchronously to a repli-
cation group using the active method

Fig. 5(a) shows the update cost as a function of the replication degree, i.e., the
cost to change a replication group using different RD-2 and RD-3 replication
degrees. Our findings from Fig. 5 indicate that active methods tend toward fast
recovery but high communication overhead, while passive methods present slow
recovery but low overhead.

4 Conclusion

In this paper, we have presented MARE, a replication system with voting that
makes mobile agents fault-tolerant and also detects attacks by malicious hosts.
The proposed system represents a fault-tolerant mobile agent model for reliable
Internet applications. The performance of the MARE prototype has been eval-
uated. As a part of the experimental study, the effects of varying the degree
of replication, the active and passive replication methods, and the voting fre-
quencies were examined. Our findings show that replication and voting improve
performance by ensuring that slow hosts do not affect the progress of computa-
tion. Making voting less frequent makes voting delays insignificant.

There are several works needed to further explore. First, we can compare the
MARE system the other popular agent systems. We measure the time needed to
move an agent from one node to another, to determine the efficiency of MARE
and the overhead of agent mobility. The migration time of MARE compares
favorably with Agent-Tcl. Second, we are developing test applications to validate
the MARE work. Those applications we considered include a distributed agenda
and an e-commerce system to test survivability of MARE. Further enhancements
of our system are the possibility of a specific duplication of agent, which is
supported by distributed transaction processing mechanism. Finally, we need to
integrate security policies of different agent languages, such as Java, Tcl, and
Agent-Tcl.
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