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1 Introduction

The conformal bootstrap allows us to determine rigorous bounds on the parameter space

of conformal field theories (CFTs) [1–7]. The bounds are possible thanks to the basic

ingredients of unitarity and a convergent Operator Product Expansion (OPE) [8]. When

combined, these two properties allow for the decomposition of correlation functions into

rapidly converging sums of positive terms [9], and from this positivity it is natural to expect

bounds. For instance, one could imagine moving along a direction in parameter space along

which some of the terms decrease. By positivity, they can become at most zero, and so the

sums will contain fewer and fewer terms, until eventually we reach some minimum number.
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At this point we must stop: we have hit a boundary of parameter space, and to go any

further would require us to relinquish positivity and with it unitarity.

The positive terms represent contributions to the correlation function from operators

being exchanged. As we approach a boundary, the correlators receive contributions from

fewer and fewer operators, which can be due to a sparser CFT spectrum, symmetries, or

both. At the boundary itself, it is natural to expect that the correlators, and the CFTs

themselves, should be extremely special. This logic goes some way in helping us understand

the seemingly unreasonable effectiveness of the conformal bootstrap in accurately pinning

down several theories of interest.

So far most results have been numerical (though signficant analytic progress has been

made by studying various limit, see e.g. [10, 11]). One begins by reformulating crossing

symmetry of conformal four point functions as linear or semidefinite optimization problems

which can be solved numerically. This allows us not only to rule out regions of CFT param-

eter space rigorously, but also to construct approximate solutions to crossing symmetry in

certain cases. In our previous work [12] we showed that in the extremal case, that is, on the

boundary of the space of consistent solutions to crossing, these solutions are unique and

can give excellent approximations to the low-lying spectrum of actual CFTs. In accordance

with the expectations outlined in the previous paragraph, one does find that interesting

CFTs tend to lie on the boundaries which allows us to extract their properties with great

accuracy [6].

In this paper, we extend the philosophy and observations of [12] and will examine in

more detail what characterizes the CFTs that lie on the boundaries of parameter space. We

call such CFTs extremal: they have sparse spectra, or more precisely, such theories contain

correlation functions receiving contributions from as few operators as possible below any

given cutoff in conformal dimension. We shall show that for these theories it is possible to

write down a set of extremality equations that fully characterize the solution to the crossing

symmetry constraints. Perturbing these equations allows us to flow along the boundary of

parameter space in a unique way. More specifically, given some “seed” extremal solution,

we can then determine any other that is connected to it by a continuous variation by simply

integrating a differential equation. Furthermore, this method can be even used to derive

the initial solution in the first place, as we shall see by explicit examples.

To appreciate the power of this result it should be noted that recent works on the

bootstrap are often run on large computing clusters which can consume several years of

CPU time. Each point along a boundary of a typical exclusion plot in parameter space

must be independently computed via an expensive optimization step. Using our method a

single point can be used to generate the entire plot within hours on a single laptop.

The outline of this paper is as follows. Below we begin with a condensed summary

of our results to help orient the reader. Then, in the next section, we provide a review

of our previous work [12], and present the extremal flow philosophy in a simple context.

A more systematic development of the formalism is made in section 3, where we define

extremal solutions to crossing as those satisfying certain Karush-Kuhn-Tucker optimality

conditions in linear semi-infinite programming. In section 4 these conditions are perturbed

to derive linearized flow equations, which lead to locally unique, extremal solutions to
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crossing in a neighbourhood of a given solution. Section 5 applies the flow equations in

the simple context of conformal bootstrap in one-dimensional CFTs. The flow equations

allow us to rederive the results of the usual bootstrap algorithms, at a small fraction of the

computational cost. As examples we consider gap and OPE maximization, as well as flows

that interpolate between these two cases.

Section 6 is reserved for an extended discussion of several issues. We connect our

approach with the determinant method [13] and argue that the extremality equations make

sense even without positivity. We also consider singularities which may arise during flows.

These singularities are a consequence of imposing positivity and usually signal interesting

solutions to crossing. We briefly show how they can be resolved in general, and discuss

a concrete example in one dimension. Finally, we consider the question of convergence of

the approximate crossing solutions that we construct. They are complemented by results

on convergence of differentiated OPE expansions in appendix A. We finish this paper with

some brief conclusions and an outlook on future work.

1.1 Brief summary of results

We provide here, for the reader’s benefit, a condensed summary of the main results of this

paper, highlighting our most important findings.

• We will formulate extremality conditions that characterize correlators at the bound-

ary of parameter space and show how to solve linearized deformations of these con-

ditions. We focus our attention on deformations coming from varying the dimension

of a scalar whose correlator we are considering but, in principle, this method can be

applied to any differentiable parameter entering into the problem (e.g. the spacetime

dimension, the rank of global symmetry groups, etc. . . ).

• The same idea can be used to correct an approximately extremal solution to very high

precision. In practical applications this error-correction step is essential as solutions

to the linearized deformation are always inexact. Perhaps most remarkably, we show

that, in some cases, it may be possible to entirely do away with linear or semi-definite

programming. Using error-correction we can take a solution involving fewer operators

and constraints and upgrade it to one involving more. We show that this works very

well in D = 1: starting from a single randomly guessed operator we have obtained

extremal solutions containing up to 75 operators (which amounts to a 150 component

truncation).

• The methods above are vastly more computationally efficient than existing bootstrap

techniques. For instance, in D = 1 we find that solving a standard bootstrap problem

(such as maximizing an OPE coefficient) takes approximately 40 minutes (on a single

CPU core). Starting from this seed point, and using exactly the same parameters,

we are able to flow to new points at a rate of approximately one point every 25

seconds — a ×100 fold speedup! This includes both the time to find a deformation

of the original solution (e.g. a solution with some new value of the external scalar
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dimension) as well the time for several error correction steps to ensure that the new

solution is extremal to very high accuracy.

• While we have focused our first “test-drive” applications to D = 1, the method itself

is completely general and we have implemented and tested it in D = 2 and 3 as well.

What’s more, it can be applied to the bootstrap of multiple correlators.

• A final point is the observation that extremality, as defined above, is not strictly

equivalent to positivity in the sense required by Linear and Semidefinite Program-

ming. Indeed, the determinant method of [13] can be seen as a special case of our

extremality approach. As a first application, we use our methods to bootstrap the

generalized free fermion with negative conformal dimension to very high accuracy.

2 Review: the extremal functional method

In this section we will briefly review the results obtained in reference [12], as well as the

basics of the numerical conformal bootstrap. We will show in a simple context the basics

of extremality and flows, with the goal of developing an intuition for the more formal

developments of the next section. We will be brief, so we direct the reader to the reference

above as well as the reviews [14–16] for further information.

Consider the four-point correlator of a single scalar field φ with dimension ∆φ in a

conformal field theory,

〈φ(x1)φ(x2)φ(x3)φ(x4)〉 =
g(u, v)

x
2∆φ

12 x
2∆φ

34

, (2.1)

with xij ≡ xi−xj , and where g(u, v) is a function of the conformally invariant cross-ratios

u =
x2

12 x
2
34

x2
13 x

2
24

, v =
x2

14 x
2
23

x2
13 x

2
24

. (2.2)

The OPE implies that the function g(u, v) can be expanded in different channels. For

instance, in the so-called direct channel we take x1 ' x2 and get

g(u, v) = 1 +
∑
∆,l

(λ∆,l)
2G∆,l(u, v). (2.3)

The sum is over primaries of the conformal group, which are labeled here by two quantum

numbers, their conformal dimension ∆ and (traceless, symmetric) spin l. Each primary

together with its descendants contribute a conformal block G∆,l(u, v), [17–19] to the cor-

relator, weighed by the numbers λ∆,l, which are the OPE coefficients appearing in the

three-point function 〈φφO∆,l〉. The 1 in the sum above is the contribution of the con-

formal block of the identity which always appears in the four-point function of identical

scalars. Equivalence of the expansion in the direct and crossed channels (where x1 ' x4)

can be phrased as the non-trivial identity∑
∆,l

(λ∆,l)
2 F

(φ)
∆,l (u, v) = −F (φ)

0,0 (2.4)
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with

F
(φ)
∆,l (u, v) ≡ v∆φ G∆,l(u, v)− u∆φ G∆,l(v, u).

The crossing equations (2.4) give an infinite, continuous set of constraints on hypothetical

spectra and OPE coefficients of a CFT. We want to extract information from this equation,

which can be done by truncating the constraints to a finite discrete subset. For instance

we can Taylor expand each F
(φ)
∆,l to some finite order around a chosen u, v point (usually

u = v = 1/4). We write the truncated crossing equations as∑
i

aivi = T, T = −v0. (2.5)

with vi vectors of length N . Here we have defined the target of the sum rule, T, which in

this case is simply related to the contribution of the identity vector v0. The vectors vi are

made up of derivatives of F
(φ)
i (u, v), the composite label i = (∆, l) is actually continuous

(because ∆ is), and the coefficients ai = λ2
i ≥ 0 are positive for unitary CFTs.

The rapid convergence [9] of the OPE ensures that solutions to (2.5) approximate

quite well solutions to (2.4) for even small values of N (note that here N is essentially the

number of terms we keep from the Taylor expansion). To make rigorous statements, one

generally attempts to prove that (2.5) has no solutions, since this implies that the same is

true for (2.4). Of course we know that solutions to the full crossing constraints do exist

so the non-trivial statement to be made will be that no solution can be found when one

imposes restrictions on the spectrum.

For instance, we may set a gap, ∆gap, to the first non-trivial scalar operator φ2 in the

OPE φ× φ, and increase it until a solution no longer exists. The allowed spectrum would

take the form

S =

{
(∆, l) :

∆ ≥ ∆gap, l = 0

∆ ≥ d− 2 + l, l > 0

}
, (2.6)

where the bounds for l > 0 follow from unitarity. It is useful to consider the geometry as-

sociated with equation (2.5). The vectors on the lefthand side come in continuous families,

one for each l, parameterized by ∆. To see whether a solution to the equation exists, we

have to take the set all possible positive linear combinations of such vectors and check if

T = −v0 is among them. This set is a cone in RN . In figure 1 we give a schematic view of

the base of the cone when N = 3. The base is the convex hull H of the vectors vi, and we

consider for simplicity a single family of vectors (i.e. one spin). In the figure we show two

distinct cases, corresponding to different gaps. It is clear that varying the gap can indeed

lead to the absence of a solution to crossing. It also shows that when this is the case, one

may prove it by finding a hyperplane (in this case a plane, which shows up as a line in the

figure) which separates the target T from all remaining vectors. Algebraically, we want Λ

such that:

Λ ·T < 0, Λ · vi ≥ 0 ∀ i ∈ S. (2.7)

Clearly if (2.7) holds then (2.5) cannot. If we continuously vary S by increasing or decreas-

ing ∆gap we will find a transition point, corresponding to the maximal allowed gap. This
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v(Δ)

T Δgap

v(Δ)

T

Δgap

Figure 1. Feasible vs unfeasible constraints. In black, the line of vectors labeled by the conformal

dimension ∆. The convex hull H of these vectors includes the target T on the left hand side. On

the right it does not, and one can find a linear functional (the blue line) which separates the target

from the remaining vectors.

v(Δ)

T

Δgap

Δ2
Δ2

T

v(Δ)

Figure 2. On the left, the extremal case. The functional overlaps with a face of the convex hull

of the vectors. On the right, we show how varying T smoothly, the extremal functional varies

continuously, keeping tangent to H.

is shown on the lefthand side of figure 2. In this extremal case, Λ · T → 0 while at the

same time Λ · vi = 0 for some number of vi (and Λ · v > 0 for all others). In the figure,

this is true for the vector sitting at the gap, v1, and some other vector v2 with dimension

∆2. Since v1,v2,T all lie on the same hyperplane, they must be linearly dependent, and

hence we conclude that

a1v1 + a2v2 = T (2.8)

for some positive1 a1, a2. Notice that we started off with three linear equations (N = 3)

but we ended up with a solution involving only two vectors. This is the first signature

of extremality. This reduction signals the existence of the functional Λ, which can be

constructed explicitly as

Λa ∝ εabcvb1vc2. (2.9)

The sign of the proportionality constant in (2.9) can be fixed by demanding positivity of

Λ. Since Λ · v1 = 0, a necessary condition for positivity is Λ · ∂∆v1 > 0. Having set

1Positivity follows from T being inside the convex hull of v1, v2.
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up positivity of Λ in the neighbourhood of v1, we can guarantee positivity everywhere by

ensuring that all subsequent zeros of Λ are double zeros. Geometrically, this means that

the functional must be tangent to those vectors it touches, if they are in the interior of set

S. In this case, there is only one such vector, v2, and hence we must have

Λ · ∂∆v2 = 0. (2.10)

Now we notice the following: defining the functional via (2.9), we see that equa-

tions (2.8), (2.10) give 3 + 1 = 4 conditions for 2 + 2 variables, namely the dimensions

and OPE coefficients of the vectors v1,v2. Hence, we could in principle use these equa-

tions to directly find a solution to the crossing equations. Even in this simple example,

this would involve finding solutions to complicated non-linear equations in four variables.

However, once a given solution is found, it is trivial to linearize the equations to find how

they change under smooth deformations. On the righthand side of figure 2 we show one

possibility. As we continuously vary the target T, the unique solution can be found by

“rolling” the functional along the convex hull H.

As a simple application, we can perturb equations (2.8) and dot them with the unper-

turbed functional Λ to find the relation

δ∆1 =
Λ · δT

Λ · ∂∆v1
. (2.11)

Incidentally, this relation is correct even for more complicated setups as we will see in the

following section. For now, we just note that the variations of other parameters may be

determined analogously, essentially by solving a set of linear equations.

In the next section, we shall generalize considerably these observations. The main

ideas however, are already here: extremal solutions to crossing constraints have functionals

associated to them, which satisfy positivity and tangency conditions. These conditions

determine in a unique way new solutions when we smoothly vary some parameter.

3 The extremality equations

We consider a unitary CFT and examine a set of four point functions of an ensemble of

operators labeled Ψa. Applying the OPE on some or all possible pairings of operators we

are led to a set of constraints which are quadratic in the OPE coefficients. Quite generally

these constraints take the schematic form:∑
O
λO ·GO,Ψa(u, v) · λO = 0. (3.1)

Here λO stands for a vector of those OPE coefficients that are associated with the exchange

of the conformal primary operator O in one or more correlation functions, and the confor-

mal partial wave GO,Ψa is a vector of matrices, whose elements are functions of the usual

conformal cross-ratios u, v. This object is fully determined by conformal symmetry and

group theory, and depends not only on the quantum numbers of operator O but also on

those of the operators Ψa whose correlation functions we are considering. We should think
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of this equation as the generalization of (2.4) in the previous section, with GO,Ψa gener-

alizing the functions F
(φ)
∆,l (u, v). We are interested in general solutions to these equations

and hence we should not really write a summation sign, since the set of quantum numbers

of O includes at least one continuous label, namely its conformal dimension ∆O.

For our purposes it is convenient to move from the matrix form of these equations to

something more reminiscent of (2.4) by introducing auxiliary angular variables. We can do

this by writing

λO = λO nO, nO · nO = 1. (3.2)

The crossing equations now read∑
O
λ2
O FO,Ψa(u, v) = 0, FO,Ψa(u, v) ≡ nO ·GO,Ψa(u, v) · nO. (3.3)

Effectively, the operators O now carry extra continuous “quantum numbers” given by

nO which provide their orientation in OPE space. In the sum over operators we must

now also sum over these new quantum numbers. This effectively reduces the quadratic

problem (3.1) to a “linear” one of the form (3.3) (albeit with “effective” blocks depending

on more continuous parameters).

At the cost of adding these parameters, we have managed to rewrite the full set of

crossing equations in essentially the same form as one would the simple case (2.4), and

their analysis will be similar. We first truncate the continuous set of constraints to a finite

number N of them, say by Taylor expansion, and then make assumptions on which kinds

of operators O are allowed in the crossing relation to try to derive a contradiction. That

is, we ask:

Feasibility problem for region S̄ (primal formulation):

∃λ2
O :

∑
O∈S̄

λ2
O FO,Ψa = 0, λ2

1 = 1 (3.4)

where we have explicitly demanded that the identity operator contributes with unit coef-

ficient. Typically the set S̄ will be very large, involving several disconnected, continuous

components. The crossing equations are now linear in the squares of the OPE coefficients,

and since the set of vectors in S̄ will generically contain a basis of RN , this is only a

non-trivial problem because we require λ2
O ≥ 0 by unitarity.

Rather than trying to solve the equations directly, we can attempt to rule out given

sets S̄ by constructing positive linear functionals. This leads us to the dual formulation of

the feasibility problem:

Feasibility problem for region S̄ (dual formulation):

∃Λ ∈ RN : Λ · FO,Ψa ≥ 0, ∀O ∈ S̄, (3.5)

together with some normalization condition that prevents Λ from being identically zero,

say Λ·FO∗ = 1 for some particular O∗. If such a functional exists then we’ve ruled solutions

– 8 –
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to (3.3) that contain only operators in subset S̄. A typical application is to set a gap to the

conformal dimension of the lowest lying operator with some set of quantum numbers, and

increase it until a solution can no longer be found. If we cannot find solutions for a given

set of constraints, we certainly won’t able to find them by adding more, and therefore this

procedure gives valid bounds for any truncation order.

At this point it is useful to rephrase the problem slightly. Firstly, given that we

explicitly demanded the presence of the identity operator with unit coefficient, we can write∑
O∈S̄

λ2
O FO,Ψa = 0⇔

∑
O∈S

λ2
O FO,Ψa = −F1,Ψa ≡ T (3.6)

We have dropped the bar on S̄ to indicate that the identity vector is no longer allowed

in the sum. Also, we have denoted the contribution of the identity by T, the target of

the sum rule. In general T could be something else. For instance if we were interested in

solutions where certain operators appeared with definite OPE coefficients we could move

them onto the righthand side and incorporate them into T. Such operators wouldn’t even

need to come from set S in principle.

The second modification is to rewrite this feasibility test for region S as a minimization

problem. Let us introduce auxiliary RN vectors given by

W(i) = (W
(i)
1 , . . . ,W

(i)
N ), W

(i)
j = δij |Ti| (3.7)

and write the sum rule as

N∑
i=1

µiW
(i) +

∑
O∈S

λ2
O FO,Ψa = T. (3.8)

with µi ≥ 0. Then the feasilibity problem for region S is equivalent to

Feasibility problem for region S (dual formulation):

0
?
= min

Λ 6=0
Λ ·T : ∀O∈S Λ · FO,Ψa ≥ 0, ∀i=1,...,N Λ ·W(i) ≥ −1. (3.9)

A further normalization condition should be added above to rule out Λ identically zero,

for instance by strengthening one of the positive constraints to a strict inequality. In this

formulation, the minimum value will be reached when there is a solution containing a finite

set of operators, for which Λ evaluates to zero, and a subset of the W(i), for which Λ

evaluates to minus one. Hence at the minimum we have Λ · T = −
∑

i µi ≤ 0, with zero

being obtained if and only if µi = 0 for all i, giving us a solution without any auxiliary

vectors.

This formulation is useful since it relates two problems that are usually presented as

being disparate in the literature: feasibility (gap maximization) and OPE maximization

(explained below). Suppose we already know that some region S is feasible. Then a unique

solution in S may be singled out by asking:

– 9 –
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OPE maximization (primal formulation):

max
λ2
O

C ≡
∑
O∈S

λ2
OcO :

∑
O∈S

λ2
O FO,Ψa = T. (3.10)

Once again, we can formulate the problem in the language of functionals:

OPE maximization (dual formulation):

min
Λ 6=0

Λ ·T : ∀O∈S Λ · FO,Ψa ≥ cO (3.11)

In this dual formulation, the minimum value of this problem coincides with the maximum

value of C. Notice that if cO ≤ 0 for all O we need again an extra normalization condition

to prevent Λ from being identically zero. In principle the costs cO can be arbitrary function

of the quantum numbers of O. In practice, we will simplify the discussion by restricting to

costs which are zero almost everywhere except possibly for a few isolated vectors.

Since the feasibility test involves solving a problem of the type (3.11), let us focus on the

latter. In particular, we would like to obtain conditions characterizing the optimal solution.

Luckily these are well known in the semi-infinite programming literature [20, 21] ([22] sum-

marizes the main points). The problems written above are linear semi-infinite programs,

and in this case second order optimality conditions reduce to the so-called Karush-Kuhn-

Tucker conditions. The claim is that for an optimal solution there exists a set of K ≤ N

vectors vj (associated to K operators as vj ≡ FOj ,Ψa , or possibly auxiliary vectors in the

feasibility problem) and positive coefficients aj , (n
+
j )a such that the following holds:

Extremality conditions:

Crossing
K∑
j=1

ajvj = T, (3.12a)

Saturation Λ · vj = cOj , (3.12b)

Tangency Λ · ∇avj =

{
0 if vj 6∈ ∂S

(n+
j )a if vj ∈ ∂S

(3.12c)

To make these conditions sufficient we must check that Λ has no negative regions, or more

precisely, that Λ satisfies the constraints in (3.11).

Let us analyse these conditions in more detail. The first are nothing but the existence

of a feasible solution to the original, primal problem (3.10), with the positive aj standing for

the non-zero OPE coefficients. The second and third sets of conditions are more interesting.

Firstly they tell us that all vectors in the solution to crossing must saturate the inequalities

appearing in (3.11). Secondly, they tell us that the functional must be tangent to those

solution vectors which are on the inside of region S; or, if a vector lies on the boundary of

the region, that the functional must be growing in the direction of the interior of S. That is

the meaning of the quantities n+
j in those equations. For instance, if a neighbourhood Sj of

vj ∈ ∂S, looks locally like a patch of RN with coordinates xa satisfying x1 ≥ 0, . . . , xk ≥ 0

we would require Λ · ∂vj
∂xa
≥ 0 for a = 1, . . . , k.

– 10 –
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It is possible to give a geometric perspective on the extremality conditions, similar to

the simple example in section 2. Let us forget about the overall scale set by T and consider

the problem projectively, as in that example. The minimization problem (3.11) asks for a

hyperplane (Λ) which should be as close as possible to the target T, while staying a finite

(possibly zero) distance larger than cO away from the vectors FO,Ψa . Let us then imagine

drawing some spheres with radius cO around these vectors. The extremality conditions

tell us that the hyperplane Λ closest to T will necessarily touch some of these spheres.

What’s more, the tangency conditions imply that the hyperplane should be tangent to

those spheres. This is easy to understand: if the tangency condition was not satisfied,

than the hyperplane would cut through the interior of the sphere, leading to a violation

of the inequalities in (3.11). If some vectors lie on a boundary of the allowed space S, the

tangency condition can be relaxed, since there are no other vectors along certain directions

in the neighbourhood. In the region feasibility problem, where all costs cO are zero, the

spheres simply shrink to zero size and the hyperplane now touches, and is tangent to, the

convex hull of the vectors FO,Ψa (as near ∆2 in figure 2).

4 Extremal flows

The extremality equations generically define a locally unique solution to crossing. This

uniqueness means that if we make some smooth deformation of the equations, we should

be able to flow to a nearby extremal solution in a unique way. In this section we examine

these flow equations in detail. For simplicity, we shall focus on the case where vectors

are labeled by a single continuous parameter plus an undetermined set of other discrete

labels. More parameters (such as the angles in eq. (3.3)) can be handled straightforwardly,

and we postpone their discussion to later work. We first discuss the OPE maximization

problem (3.10), (3.11) and only afterwards the region feasibility problem (3.4), (3.5), since

the latter is very simply related to the former.

4.1 OPE maximization

Consider the maximization of the OPE coefficient of a single operator, given by a vector

v1 with associated cost parameter cO1 = 1, and suppose we have found an initial solution,

which must satisfy the extremality conditions (3.12). It is convenient to split the K ≤ N

vectors in the solution to crossing into several groups. Firstly, there is the vector v1 whose

OPE coefficient we are maximizing. We will assume that this vector doesn’t move under

deformations, i.e. its conformal dimension ∆1 is fixed in the formulation of the problem

(or it changes in some prescribed way as we deform the problem). Next, we take the set of

nf boundary vectors (vj ∈ ∂S), and label them by f1, f2, . . . , fnf . The letter f stands for

fixed, since as we shall see these vectors cannot move away from the boundary of S under

perturbations. The bulk vectors (vj 6∈ ∂S) are further split into nd doubles d1, . . .dnd and

ns singles s, . . . , sns . The precise way in which this split is made is immaterial. The only

constraint is that we should take nd as large as possible, while satisfying

K = 1 + nf + ns + nd, N = 1 + nf + ns + 2nd. (4.1)
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The reason for the second constraint is as follows. Suppose we had a solution with K = N .

Then we must have nd = 0, and we could simply define the functional as

Λ(•) =
〈f1 . . . fnf s1 . . . sns•〉
〈f1 . . . fnf s1 . . . sns v1〉

(4.2)

where the notation 〈v1 . . .vN 〉 means a contraction of the totally antisymmetric Levi-

Civita symbol with the corresponding vectors, and in particular it is the determinant of

the matrix whose columns are v1, . . .vn. This definition automatically solves the saturation

conditions (3.12b), i.e. Λ(vj) = 0 for all vectors in the solution. However, the remaining

conditions in (3.12c) are non-trivial. Now suppose K < N . Then in our definition of the

functional there will be some room to be filled in the determinants. We can use this extra

room to also solve some of the tangency conditions automatically:

Λ(•) =
〈f1 . . . fnf s1 . . . sns d1 ∂∆d1 . . .dnd ∂∆dnd •〉
〈f1 . . . fnf s1 . . . sns d1 ∂∆d1 . . .dnd ∂∆dnd v1〉

(4.3)

As K decreases for fixed N , so does the number of singles, and the smaller the number

of tangency conditions we will have to satisfy. In particular, if ns = 0 all the tangency

conditions in (3.12c) for bulk vectors are automatically satisfied.

With these preliminaries sorted out, let us now see what we can say about perturbations

to the solution. For instance, one possibility is to deform the target T. In fact, this is

the most general case, since any perturbation at all can always be moved to the righthand

side of the crossing equations by redefining T. For a small deformation, we can assume

that the discrete labels of the vectors do not change,2 but the continuous ones can and do.

Here the only such parameters are the conformal dimension ∆i and the OPE coefficients

ai. Recalling that the dimension of v1 stays fixed, the counting of degrees of freedom gives

#d.o.f. = 2K − 1 = N + ns + nf . (4.4)

At the same time, the extremality conditions give N crossing equations and ns extra

tangency constraints. This is because the saturation conditions are automatically satisfied

by our definition of the functional (cf. eq. (4.3)), and the tangency conditions for boundary

vectors should automatically remain true under small perturbations (since the n+
a are finite

positive numbers to begin with it). So, overall it seems we have a mismatch by nf in the

number of constraints vs degrees of freedom. The solution, as we mentioned above, is that

the fixed vectors must remain, well, fixed, which means they actually only contribute one

degree of freedom each, namely their respective OPE coefficient.

Let us see why this should be the case explicitly from the extremality equations,

together with overall positivity of Λ. By varying the crossing sum rule one finds

K∑
i=1

(δaivi + δ∆iai∂∆vi) = δT. (4.5)

2There could of course be discontinuities in these discrete labels at special points in parameter space.

We shall discuss these singularities in more detail in section 6.3.
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Acting with the unperturbed functional defined in (4.3) this becomes

δa1 +

nf∑
k=1

afkδ∆fkΛ · ∂∆fk = Λ · δT

⇔ Λ · δT−
nf∑
k=1

afk δ∆fkn
+
k = δa1 (4.6)

where n+
k are positive/negative if fk sits on a left/right boundary. Now, if after variation

the new functional is to be positive everywhere in S, we must have δ∆fkn
+
k ≥ 0. But since

we are maximizing a1 we see that the maximum value is then obtained when all δ∆fk = 0,

which was what we wanted to show.

Going back to our counting of degrees of freedom, we have

#d.o.f = N + ns (4.7)

The case ns = 0 is especially simple. Since then one needs only use the crossing equa-

tions (3.12a), the set of linear equations (4.5) are sufficient to determine the perturbed

solution. In the case where ns > 0 this is not enough, and we must also use the tangency

conditions to obtain a unique solution. These conditions tell us that the gradients of the

singles should be killed by the functional,

Λ · ∂∆sk = 0 (4.8)

In other words, ∂∆sk must be linearly dependent on the vectors that span the hyperplane

defined by Λ. Defining the matrix A as

A ≡
(
v1 f1 . . . fnf s1 . . . sns d1 . . .dnd ∂∆d1 . . . ∂∆dnd

)
, (4.9)

and using the definition of the functional (4.3), we can write (4.8) as

(1 0 . . . 0) ·A−1 · ∂∆sk = 0. (4.10)

We now perturb these conditions to linear order, much as for (4.5). Actually we will do

the following. Firstly, we shall not assume that these conditions are exactly satisfied, so

we will allow some quantity Sk on the righthand side. Secondly, we simply say that this

quantity gets perturbed in some way. For instance, varying some intrinsic parameter of the

problem, such as the dimensions of the operators Ψa, will generate such a perturbation.

We get

Λ · ∂∆δsk + (1 0 . . . 0) · (δA−1) · ∂∆sk = δSk. (4.11)

In applications it is cumbersome to work with δA−1. However, we can use a trick:

(1 0 . . . 0) · (δA−1) = Λ ·A · (δA−1) = −Λ · δA ·A−1. (4.12)

The variation equations can now be written as:

(Λ · ∂2
∆sk)δ∆sk −

ns∑
j=1

βkj Sj δ∆sj −
nd∑
p=1

ηkp(Λ · ∂2
∆dp) δ∆dp = δSk, (4.13)
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where the various coefficients are given by

A−1 · ∂∆sk =


Sk
αk
βk
γk
ηk

 . (4.14)

Overall, the extremal flow equations (4.5) together with (4.13) provide us with N +ns
equations which can be readily inverted for the N + ns parameters of the new solution.

For instance, when ns = 0 we get(
δai

δ∆i

)
= M−1 · δT, (4.15)

with the matrix

M ≡
(
v1 f1 . . . fnf d1 . . .dnd

∣∣∣(ad1∂∆d1) . . . (adnd∂∆dnd)
)
. (4.16)

As a particularly simple and nice application of these equations we can determine the

variation of the OPE coefficient that is being maximized:

δa1 = Λ · δT = (M−1 · δT)1. (4.17)

This result holds even in the presence of singles, since it also follows from (4.6).

We will solve these flow equations numerically in section 5. But before we do so, let

us discuss flows for the feasibility problem.

4.2 Gap maximization

We have already shown that the feasibility problem for a certain region can be thought of

as a special case of OPE maximization, where there are some extra auxiliary vectors in the

sum rule. A region is feasible when the OPE coefficients of such vectors vanish altogether.

Here we are interested in the limiting case where a given region is barely unfeasible. We

expect that the solution should contain a single auxiliary vector with a very small OPE

coefficient, which will tend to zero as the region becomes feasible. For definiteness, here

we shall consider the maximal gap problem: given some assumptions on the spectrum,

we attempt to maximize the conformal dimension of the first operator with some discrete

quantum numbers.

This problem is very similar to OPE maximization, with two differences. Firstly, the

role of v1 in the previous section is now played by an auxiliary vector. Secondly, its OPE

coefficient should be zero along the flow. Now, this may seem odd, since in the previous

section the extremality equations were sufficient to uniquely fix a solution under perturba-

tions. Adding an extra constraint would seem to make our problem overdetermined. The

solution of course is that the maximum allowed value for the gap must vary along the flow.

In practice, there will be a hypothetically fixed vector which will not be able to stay fixed.

This will be exactly the vector whose gap we are maximizing.
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This can be understood more clearly from the perturbed crossing equations

K∑
i=1

(δaivi + δ∆iai∂∆vi) = δT, (4.18)

where now a1 = 0 and v1 is some fixed auxiliary vector (i.e. for which ∂∆v1 = 0). When

we act with the functional (4.3) as before this becomes

Λ · δT−
nf∑
k=1

afk δ∆fkn
+
k = δa1 = 0 (4.19)

where we are demanding that the OPE coefficient of the auxiliary vector remains zero

under perturbations. The only way that this equation can be satisfied is if one (or some

linear combination) of the fixed vector dimensions is allowed to change. That is, in order

to flow we must deform the region S, or more prosaically, vary the gap. In the simplest

case, we vary a single vector and we obtain

δ∆f1 =
Λ · δT

Λ · ∂∆vf1

(4.20)

To summarize, the loss of one degree of freedom (the OPE coefficient a1) must be com-

pensated by allowing one of the “fixed” vectors to move along the flow. The rest of the

analysis now proceeds exactly as before.

5 Applications in D = 1

In this section we will show how to apply the flow equations derived in the previous section

to obtain fast, precise numerical bounds. Our setup will be the simplest possible: boot-

strapping a single correlation function of identical scalar operators φ in a one-dimensional

CFT. In one dimension there is no spin, which means that in the OPE φ × φ operators

are classified solely by their conformal dimension. This means we do not have to worry

about discrete labels, which can in principle jump discontinuously along the flow, as we’ll

discuss in section 6.3. Our goal here is mainly to show the potential of extremal flows

to dramatically increase the computational efficiency of bootstrap methods, leaving more

realistic applications for future work.

Consider then bootstrapping the four point function

〈φ(x1)φ(x2)φ(x3)φ(x4)〉 =
g(x)

|x12|2∆φ |x34|2∆φ
(5.1)

with x the conformal cross-ratio x = (x1−x2)(x3−x4)
(x1−x3)(x2−x4) . In the following we will consider two

different bootstrap applications. The first is the problem of maximizing the gap to the first

non-trivial scalar ≡ φ2 in the OPE φ× φ. That is, we want:

• Application 1

max
λ2

∆≥0
∆gap :

∑
∆≥∆gap

λ2
∆F∆,∆φ

= −F0,∆φ
, (5.2)

The second will be to maximize a specific OPE coefficient, given a gap:
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• Application 2

max
λ2

∆≥0
λ2

∆∗ : λ2
∆∗F∆∗,∆φ

+
∑

∆≥∆gap

λ2
∆ F∆,∆φ

= −F0,∆φ
. (5.3)

For these problems we take

F∆,∆φ
=
(
∂xF

(φ)
∆ , ∂3

xF
(φ)
∆ , . . . , ∂2N−1

x F
(φ)
∆

) ∣∣∣∣
x=1/2

(5.4)

with

F
(φ)
∆ = (1− x)2∆φG∆(x)− x2∆φG∆(1− x) (5.5)

and the d = 1 conformal block

G∆(x) ≡ x∆
2F1(∆,∆, 2∆, x). (5.6)

In both cases, an extremal solution is a collection of K vectors vi ≡ F∆i,∆φ
and associated

functional (of course the latter is completely fixed, up to a scale, by the vectors vi) satisfying

the conditions (3.12), with the target T ≡ −F0,∆φ
.

It will be useful below to point out that the first problem has been considered in the

past [23], and the bound was found to be nearly saturated by the so-called generalized

free fermion CFT.3 This is simply the theory of a fermion with non-canonical dimension

∆φ 6= 0, and two-point function

〈φ(x1)φ(x2)〉 =
sign(x1 − x2)

|x1 − x2|2∆φ
, (5.7)

with all other correlation functions of φ factorizing into products of two-point functions.

In particular,

〈φ(x1)φ(x2)φ(x3)φ(x4)〉 =
sign(x1 − x2)sign(x3 − x4)

|x1 − x2|2∆φ |x3 − x4|2∆φ
F (x) (5.8)

with

F (x) = 1 +

(
x

1− x

)2∆φ

− x2∆φ

= 1 +
+∞∑
j=0

λ2
jG∆j (x)

= 1 +

+∞∑
j=0

2 (2∆φ)2
2j+1

(2j + 1)! (4∆φ + 2j)2j+1
G2∆φ+2j+1(x), (5.9)

and (a)n is the Pochhammer symbol. This decomposition satisfies the crossing equa-

tions (2.4).

3While it may seem odd that a fermionic four-point function can be recovered from a supposedly scalar

field bootstrap, one must remember that we are in one-dimension where there is no spin. We will not dwell

on this further, pointing out only that if one considers only the OPE channels (12)(34) and (14)(23), there

is no way to detect the fermionic nature of the operators.
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5.1 Error correction

In the following we would like to start from a fixed solution to problems (5.2), (5.3) and

perturb them to flow to new ones. Before we flow, we must have an extremal solution to

begin with, but we are immediately faced with the problem that in practice, the numerical

linear or semidefinite programming algorithms that are usually used to solve these problems

can only obtain approximately extremal solutions. In the case of OPE maximization this

is not such a big problem. The algorithms proceed via a series of iterations which must be

cut-off at some point. Usually this is done by demanding that the OPE coefficient that is

being maximized has converged to within some amount which can be chosen very small in

practice (say machine precision, 10−15). However, (5.2) is significantly more problematic.

This is because in practice one must check, for several choices of ∆gap, whether the crossing

constraints have a solution, and for each such choice one must solve a separate OPE

maximization problem. One typically resorts to a bisection scheme in ∆gap to find the

maximal value, and hence an accuracy of ε in ∆gap requires order − log2(ε) separate OPE

maximizations. A further hindrance is the fact that as one approaches the maximal value,

the OPE maximization problem takes longer and longer to converge.

A final complication is that the flow equations are simply linearized approximations,

which will inevitably introduce errors when we integrate them a finite distance. So even in

the best case scenario where we would apply flows to solutions of the OPE maximization

problem (5.3), the error would either rapidly grow, or we would have to resort to using

very small perturbations. Altogether these difficulties would seem to reduce extremal flows

to very limited applications.

Fortunately for us, there is a simple solution to these problems. The point is that

flows can be used not only to perturb away from a given solution, but also to improve an

approximate solution. That is, extremal flows are in a sense self-correcting. The reason for

this is simply that the extremality equations (3.12) are of the schematic form f(x) = 0.

Hence, given an approximate solution x(p), we can use Newton’s method,

x(p) → x(p+1) = x(p) − f(x(p))

f ′(x(p))
(5.10)

to rapidly find an improved one. In practice this is extremely simple to implement: we

merely consider a “flow” where in the linearized equations one sets as a source the error in

the extremality equations, i.e. the failure to satisfy the crossing and tangency conditions.

For instance, in the case where there are no singles, we can write (cf. (4.15))(
δa

(p+1)
i

δ∆
(p+1)
i

)
= M−1(a

(p)
i ,∆

(p)
i ) · δT(p) (5.11)

where δT(p) here stand for the failure to satisfy crossing, i.e.

δT(p) =
K∑
i=1

a
(p)
i v

(p)
i −T, v

(p)
i ≡ v(∆

(p)
i ). (5.12)

This is not really a flow since there is no parameter varying continuously, but the equations

used are exactly the same (we could introduce a fictitious coefficient, α, in front of T(p)

– 17 –



J
H
E
P
0
3
(
2
0
1
8
)
1
4
8

and then think of this as a flow from α = 1 to α = 0). We call this error-correction, and

it is the key feature of the extremality equations which makes the extremal flow method

both feasible and incredibly powerful.

We can use error-correction to improve any given approximate solution to crossing,

obtained say by linear programming methods. This holds both for the OPE and gap max-

imization problems. As explained above, for the latter this is extremely useful, since it

allows us to quite easily obtain very accurate values for ∆gap without need for bisection, as

we shall see in the applications below. We also use error correction to improve a solution

after a flow. That is, after varying some continuous parameter such as ∆φ we can flow

from one extremal solution to another, approximate one, which can then be systematically

improved by using error correction. In any case, we have found that in practice, iterat-

ing (5.11) a handful of times suffices to give us solutions which are extremal to within

precision — typically over a hundred digits.

One should note that error correction does not always work (just as Newton’s method).

If the initial solution is not sufficiently close to the exact one, then one may find that error

correction diverges, leading to systematically worse solutions. In this case one may either

attempt to get a better initial guess, or use a modified Newton’s method with line search.

In practice we have found that for higher values of N (the truncation parameter) a better

initial guess is required in order for error correction to work. A simple strategy is to

initially flow in small steps, so that the linearized approximation is sufficient to get a

good initial guess. Once some initial data is available, we can use it to extrapolate better

guesses for other points (though this is not necessary and the method works quite well even

without this).

5.2 Upgrading

Our first application is not a really a flow, but rather demonstrates the power of error

correction on its own. We call it “upgrading”, and it means generating an extremal solution

with a higher value of the truncation parameter N from a lower one. Recall that N

controls the accuracy of the bootstrap bounds, since higher values of N include more

crossing symmetry constraints. Of course, higher values are also more difficult to obtain

numerically.

We will consider the gap maximization problem (5.2), and set N = 2 to begin with.

For concreteness, we also choose ∆φ = 0.3. In this case, we expect the extremal solution

to contain a single vector which will sit at the maximum allowed value of ∆gap. To obtain

this extremal solution we will not use linear programming at all: we simply make an initial

guess and then do error correction. For instance, starting with an initial guess ∆gap = 1,

λ2
∆gap

= 1, we find after ten iterations a new solution with ∆gap ' 1.874, λ2
∆gap

' 0.414.

This solution satisfies crossing to within one part in 10300. To check that it is the extremal

solution, we can verify that the associated functional Λa ∝ εabv
b
∆gap

is positive when

acting on vectors with ∆ > ∆gap. We have also checked that the result agrees with a linear

programming computation (with bisection) to at least 15 digits (bisecting further than this

takes a long time while we expect the flow answer to be accurate to much higher precision).
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The value N = 2 is the smallest possible, and hence not particularly interesting. We

would like to build on this solution to get higher values of N . In practice we have done this

as follows. Firstly, we can restrict to even values of N . This is because every new operator

in the extremal solution will be a double.4 For small enough values of N we can get a new

solution with N + 2 components by simply guessing what the dimension of this operator

will be, by taking it to be roughly 20% larger than the current highest dimension. Error

correction is then sufficiently powerful to find the exact solution. Once we have a few values

of N , we can use those solutions as data for an extrapolation to the next value. Since our

solutions are very accurate, this extrapolation can usually guess the correct spectrum to

within 10−3, which is amply sufficient as an initial guess for error correction. One issue

is that everytime we increase N we need to add a new operator, whose dimension we also

need to guess. The solution becomes clear by looking at the results, which are shown in

figure 3. It shows the spectrum obtained by upgrading from N = 2 to N = 150 in steps

of 2. Equivalently, the spectra contain operators from one to 75. From the figure we see

that the curves labeling highest dimension operators as a function of N have a very simple

behaviour, being nearly perfect straight lines (shown as dashed in the figure). It is these

curves which we extrapolate, and in particular this allows us to very accurately guess the

dimension of each new operator as it appears.

We emphasize that at no point here have we used linear or semidefinite programming

methods. The overall run time on a single core processor was ' 45 minutes.5 This of

course gives us not only the final N = 150 component results, but all the intermediate

ones, which would need to be obtained separately with usual techniques. We have also

checked that all solutions are extremal to very high accuracy. This means not only that we

have an extremely accurate solution to crossing, but also a positive linear functional (with

zeros at those vectors appearing in the solution). This functional guarantees that the value

of ∆gap in each such solution is a valid upper bound for each value of N .

In particular, the determination of the values ∆gap for each N is insanely accurate:

better than one part in 10125 in our computation, the precision being limited only by our

conformal block representations.6 Similar results are essentially impossible to achieve with

ordinary techniques given the limitations in bisection. Indeed, we cannot even check our

results at higher values of N with linear or semidefinite programming, since bisection in

∆gap to reasonable accuracy takes an inordinate amount of time for higher values of N .

However, for lower values of N we did check that the (error-corrected) solution obtained

from linear programming agrees with the one obtained by upgrading.

It is interesting to compare our results with those of the conjectured exact solution

saturating the bound. Since in our computation we have obtained many highly precise

spectra for several values of N , a natural thing to do is to extrapolate to N = ∞. We

do this by taking the 45 lowest dimension operators, fitting their parameters with a high

degree polynomial in 1/N and extrapolating to zero. The results are shown in figure 4.

4This is an experimental observation. Also, for odd values, a fixed vector appears at ∆ = ∞.
5Computations were done in Julia building on the JuliBootS package [24], using 1000 bits of precision

and conformal block representations including 200 poles.
6The number quoted is a comparison between computations with 150 vs 200 poles [7].
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Figure 3. Upgrading. Plots show the evolution of the spectrum as the number of crossing con-

straints N is increased. At the top the conformal dimensions, and on the bottom the corresponding

OPE coefficients. For each N , cutting the curves with a vertical line gives the spectrum at that N .

For clarity a few chosen curves are highlighted in color. As N increases new operators appear. Their

dimension and OPE coefficient vary a lot in the beginning, but eventually stabilize. The diagonal

dashed lines interpolate the successively largest dimension operators, and their OPE coefficients,

as a function of N . The insets show the leading operator. Notice in particular the leading OPE

coefficient converges very fast. Finally, for any N the value ∆gap is a valid upper bound, which

explains it’s decrease with N .

Overall we find excellent agreement, with relative errors ranging from 10−8 to 10−6 for

the first 20 operators. What is important to take from this exercise is that it is the high

accuracy of our results, guaranteed by our error-correction flows, which allows for such

excellent extrapolations.
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Figure 4. Comparison between extrapolated vs exact spectra. The exact solution is the generalized

free fermion with dimensions ∆(j) = 1+2∆φ+2j (cf. (5.9)), here evaluated at ∆φ = 0.3. The exact

values lie on the solid red line whereas the extrapolated results are represented by the blue dots.

5.3 Continuous flows

5.3.1 Gap maximization

We shall now consider flows where we vary a continuous parameter. The simplest and most

straightforward is a flow in the external dimension ∆φ. In this case the perturbation of

the crossing equations δT is:

δT = δ∆φ
∂

∂∆φ

(
K∑
i=1

aivi −T

)
. (5.13)

In evaluating this expression we are determining only the explicit variation with respect to

∆φ. Solving the linearized flow equations gives us a new approximately extremal solution

valid at ∆′φ = ∆φ+δ∆φ, which is then error corrected. Starting from an upgraded solution

with N = 100 obtained following the methods of the previous section at ∆φ = 0.3, we can

flow to other values. In this way we get a valid upper bound on the dimension ∆gap of the

leading scalar as a function of ∆φ, which is shown in figure 5.

Starting from ∆φ = 0.3 we have flowed all the way to ∆φ ' 106. The bound curve

shown in the figure contains around 200 points, all accurate to better than one part in 10100.

Remarkably, the time to obtain each point ranges from one to three minutes on a single

core, depending on the precision used. By contrast, standard bisection-based approaches

using Linear Programming (at the same value of N) require over 2.5 hours to bisect a

single point to one part in 106. We find experimentally that higher precision7 is required

for larger values of ∆φ. Altogether these results show not only that extremal flows work

in a continuous setting, but are orders of magnitude faster than traditional approaches.

As a bonus, we can see that the slope of the bound seems to vary smoothly from about

2 to 2
√

2. In fact, the OPE coefficients seem fit a Gaussian curve centered around 2
√

2 ∆φ

with a width of order ∆
1/2
φ , as shown in figure 6. These results are in agreement with the

general analysis of [25].

7Our computations range from 1000 to 1400 bits of precision. Such unusually high values are required

in D = 1, since for larger values of N we have very high dimension operators in the spectrum. We do not

expect to require such high precision in d > 1.
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Figure 5. Gap maximization with 100 components. The curve provides a valid upper bound on the

dimension of φ2 in D = 1 CFTs. The slope of the bound smoothly interpolates between 2 and 2
√

2.

As the number of components increases, the transition region is pushed to higher values of ∆φ.

5.3.2 OPE maximization

This concludes our application of extremal flows to problem 1. Let us now turn to problem

2, which is OPE maximization. We would like to show that one can obtain an upper bound

on an OPE coefficient as a function of ∆φ by a flow. There are different ways to approach

the problem. We could obtain an initial extremal solution to OPE maximization by linear

programming and then flow in ∆φ. Here however we’ll do something a lot more interesting:

we will flow from problem 1 to problem 2. That is, we will start off with a solution which

maximizes ∆gap and flow to a solution that maximizes an OPE coefficient.

To be definite, we will consider problem 2 (cf. (5.3)), maximizing the OPE coefficient

λ2
∆φ

, i.e. with ∆∗ = ∆φ and for various values of ∆gap, with ∆φ fixed. Our goal is to find

a solution to this problem starting from the corresponding solution to problem 1, which

we found above. To see how this can be done, notice that there is a smooth family of

solutions to OPE maximization labeled by ∆gap. As we increase ∆gap, the OPE coefficient

decreases, until it eventually reaches zero. The corresponding value of ∆gap is precisely

the solution to our first problem (assuming ∆gap > ∆∗). Hence, we have only to reverse

this logic: starting from this maximal case, we include an extra vector in the solution to

crossing with dimension ∆φ and zero OPE coefficient. We then flow in ∆gap, decreasing

it little by little. As we do this the OPE coefficient increases. At every value of ∆gap the

OPE coefficient is guaranteed to be the maximal one.

Doing this for several values of ∆φ leads to a set of upper bounds on λ2
∆φ

as a function

of the gap. Some of these are shown in figure 7. As a consistency check, these different

curves should be connected by flowing in ∆φ keeping the gap parameter fixed. This is

also shown in the same figure for a particular value of the gap. The two approaches are of

course compatible.

The run times are similar to the previous section. In particular, since here we have not

considered large values of ∆φ, we can work with smaller values of precision. Each point

takes then between 30 seconds to a minute. At every point we can check extremality both
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Figure 6. Gap maximization with 100 components. At the top, the flow of the spectrum of

operator dimensions as ∆φ is increased. Dimensions of operators are shown in terms of δ ≡ (∆ −
2
√

2∆φ)/
√

∆φ. Each horizontal slice is a spectrum at a given ∆φ. For large values of ∆φ the

dimensions of operators stabilize in a region with finite width in units of
√

∆φ centered at δ = 0.

On the bottom, the different curves show the OPE coefficients for various values of ∆φ, moving

to the left as it is increased. Each curve is actually made up of several points (some of which are

shown explicitly) each corresponding to an operator in the spectrum with dimension δ. The final

configuration, at ∆φ ' 6 × 105, is highlighted in blue and enlarged in the inset. It is very nearly

gaussian with width '
√

∆φ. The hats on OPE coefficients means we have written them in “natural

units” [6], i.e. λ̂2(∆) ≡ λ2/(4ρ)∆, with ρ = x
(1+
√

1−x)2
|x=1/2.

by verifying that crossing is satisfied and that the associated extremal functional is positive

everywhere. In all cases this can be verified to extremely high accuracy. This shows that

extremal flows can be used, and are very efficient, in the context of problem 2, i.e. OPE

maximization.
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Figure 7. OPE maximization with N = 100 components. On the left, flows from gap maximization

to OPE maximization. Given the OPE φ× φ = φ + φ2 + . . ., with ∆φ2 ≡ ∆gap, we are placing an

upper bound on λ ≡ λφφφ. On the left, each curve corresponds to a different value for ∆φ, and we

vary the gap on the x-axis. On the right, we fix the gap instead to (∆gap − 1)/∆φ = 2 and flow in

∆φ. Hence the red curve on the left plot should match the one on the right. In particular, the blue

dots correspond exactly to the intersection of the three curves on the left with the vertical line at

∆gap = 1 + 2∆φ.

6 Discussion

6.1 Non-unitary flows and the method of determinants

We would now like to comment on the relation between our formalism and the method of

determinants, introduced by Gliozzi in [13] and developed further in [26, 27]. The starting

point of this method is the set of truncated crossing equations introduced in sections 2

and 3: ∑
i

aivi = T. (6.1)

In the above, unitarity would usually restrict the set over which i can range, and also sets

ai ≥ 0. We would like to see what we can say about solutions to these equations, without

necessarily assuming unitarity.

For definiteness we take all vectors to have N components. Without assuming unitarity,

the equations (6.1) have an infinite set of solutions. To see this it is sufficient to take any

generic subset of N vectors, which will inevitably form a basis, and since the equations are

linear the solution is trivial. Clearly the problem is overdetermined, and to make progress

we need to make some restrictions. In particular we may well wonder whether the equations

would still have solutions if we only allow a number of vectors K which is strictly smaller

than N . CFTs which admit such truncated solutions have been called “truncable” [13].

As will become clear, truncability is nothing but a special case of extremality.

So, let us take some set of K vectors and ask if a solution exists. One idea is that if

a set of N linear equations has a solution involving K vectors, then putting these vectors

together with T into a matrix, all (K + 1)× (K + 1) subdeterminants should vanish. This

is what gives the determinant method its name. From our point of view such a procedure

is not very satisfactory: the number of possible subdeterminants rapidly grows with N and
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K, but not all of them are independent. Furthermore a trivial solution is always to take

two identical, or proportional, vectors. There is however a simpler way. Introduce N −K
auxiliary vectors wj , for instance some of the columns of the N ×N identity matrix. Then

it is straightforward to solve

K∑
i=1

aivi +

N−K∑
j=1

µjwj = T. (6.2)

Clearly then the conditions one should require are that µj = 0 for all j, which imposes

only N −K constraints overall. If we wish, we may also rephrase these conditions in terms

of determinants,

〈v1 . . .vK w1 . . . ŵj . . .wN−K T〉 = 0, j = 1, . . . , N −K. (6.3)

Of course one should not forget the overall non-singularity condition,

〈v1 . . .vK w1 . . .wN−K〉 6= 0, (6.4)

which rules out degenerate solutions.

Proceeding, let us suppose we have found some solution to these constraints. We must

now determine how unique this solution is. By this we mean whether it is possible to

smoothly deform the solution to some new set of vectors and OPE coefficients satisfying

the same equations, and if so, what is the dimensionality of this solution space. This is

easy to determine. There are K coefficients ai, and let us assume that the label i includes

C continuous parameters — namely the conformal dimension, and C−1 angular variables.

Then the dimensionality of a connected component of the space of solutions is simply

the number of degrees of freedom minus the N constraints (6.1), that is (1 + C)K − N .

Hence we expect a unique solution only if K = N/(1 + C), and if the solution space

is connected. These simple observations explain the issues found in [13, 26, 27]. There

typically C = 1,K = N − 1, and so without extra restrictions on the degrees of freedom

(such as fixing some conformal dimensions), one rapidly runs into non-uniqueness even for

small values of N .

From our perspective, it is clear what is going on. Extremal solutions are singled out

by the full set of extremality conditions (3.12), which includes not only crossing but also

the saturation and especially the tangency conditions. Hence, the determinant method

can only work in the very special case where the crossing solution includes no singles

in the spectrum, since in this case the tangency conditions can be satisfied trivially. In

particular this requires K ' N/2 and not K ' N as is usually used. Some leeway can

be gained by inputing some information about the theory that one wants to study, such

as fixing the presence of certain operators in the spectrum. This reduces the number of

degrees of freedom by hand and allows one to push the method to higher values of N .

Eventually however the information one has available quickly runs out and one is left with

indeterminacies.

Our own method suggests a way out: one should simply add the tangency conditions

to the crossing equations. Naively there may seem to be no reason for doing so. After all
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Figure 8. Flowing into a non-unitary region with N = 100 components. Below ∆φ = 0 the

extremal solution develops a negative OPE coefficient. However, there is still an associated positive

linear functional. The functional does set a bound on possible unitary solutions in this region, but

this bound may not be optimal.

the tangency conditions arose as a consequence of maximization together with positivity.

However, a different point of view is to see these two requirements as a scaffold that allows

us to arrive at the tangency conditions, which in the end are simply the statement of certain

linear dependencies amongst vectors and their gradients.

This perspective has its own problems but it seems natural and relatively promising.

When doing a flow, it is possible that an OPE coefficient becomes zero. Demanding uni-

tarity this presents some kind of singularity in the flow, as shall be discussed in section 6.3,

which forces us to move to a new branch of solutions. However, one could simply continue

flowing along the same direction. In this way one arrives at extremal solutions, in the sense

of satisfying all the extremal equations, but with an OPE coefficient that is now negative.

It seems natural to think that such non-unitary solutions should be singled out as special.

6.1.1 The non-unitary GFF in D = 1

As a concrete test of our proposal, we will bootstrap, for the first time, the non-unitary

generalized free fermion in D = 1. This is simply the analytic continuation of the solution

shown before to negative values of ∆φ. Besides this fact, non-unitarity also shows in the

fact that the leading OPE coefficient in the four point function, λ2
j=0 is negative, as follows

from (5.9). Hence, such solutions are not accessible with linear or semidefinite programming

methods. Our challenge is to obtain it by using flows.

We can do this in two ways, following the same methods as in section 5. Firstly, we

can simply extend our gap maximization results to negative values of ∆φ, by flowing to

this region. Of course, the minute we reach negative values, our results no longer have

an interpretation as bounds. Rather, as we’ve discussed above, they should be thought

of as capturing particularly simple, sparse solutions to the crossing equations. This is

straightforward to do and leads to a curve following very closely the expected line ∆gap =

1 + 2∆φ, terminating at ∆φ = −1/2, as shown in figure 8. The second method is to
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Figure 9. Upgrading at a non-unitary point, with ∆φ = −0.3. On the left, evolution of ∆gap as

we increase the number of crosing constraints. The values seem to converge to the correct value

1 + 2∆φ = 0.4. Unlike the usual unitary bootstrap, the curve here does not have a meaning of

a bound. Accordingly the value ∆gap does not need to decrease as we add more constraints, and

in fact here it does the opposite. On the right, the leading, negative, OPE coefficient squared,

compared with the exact value λ2
j=0 = 2∆φ = −0.6.
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Figure 10. Upgrading at a non-unitary point: comparison between the extrapolated spectrum

(blue dots) and the exact generalized free fermion (red line). Operators are labeled by an integer

j, with ∆j = 1 + 2∆φ + 2j. The first 20 operators are correct to better than a part in 106. Note

that on the right λ2 < 0 for j = 1 (we are showing it’s absolute value).

upgrade directly a solution at some fixed ∆φ. This proceeds exactly in the same way as in

the unitary case, and the results are shown in figures 9, 10. The agreement with the exact

non-unitary solution is as impressive as in the unitary case, and we can easily get around

20 operators correct to within one part in a million.

These results provide a first test of our approach to the non-unitary bootstrap. The

same results could be in principle obtained from the determinant method by setting the

number of operators equal to half the number of constraints. This is because here there

are no single operators, and hence the tangency conditions are unnecessary. The extremal

functional is constructed from a solution to crossing as in (4.3), with ns = 0. Curiously,

these extremal functionals are positive everywhere above ∆gap for each N , as we have

checked. However, since we are allowing for negative OPE coefficients squared, this does

not imply a bound of any sort.
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6.2 Convergence

We have seen that both in the usual, unitary bootstrap as well as in the determinant

method, one has access to approximate solutions to crossing symmetry, that satisfy some

truncated set of constraints. Here we would like to understand how well one can expect

such solutions to approximate the actual spectra of CFTs. Our remarks will be somewhat

heuristic, but hopefully they will inspire a more precise analysis in the future.

Let us start off with an exact solution to crossing constraints and truncate these down

to N components, which we choose to be derivatives with respect to cross-ratios. The

crossing equations can be written exactly as

K∆∗∑
i=1

aivi = T− ε (6.5)

and v1, . . .vK∆∗ is the set of vectors with dimension smaller than some ∆∗. That is, K∆∗

counts the number of operators with ∆ < ∆∗. The error term is

∂
...

∂N

 ε1
...

εN

 ≡ ε =
∑

∆>∆∗

aivi (6.6)

As written, the equations are exact, and hold for any truncation and any ∆∗ of any solution

to crossing symmetry. In the bootstrap we obtain extremal solutions to crossing symmetry

where at the very most one gets as many vectors as components; usually less. Hence we

set K∆∗ → K ≤ N in numerical applications. Of course we do not have access to the error

ε. Hence, we are left with computing solutions to crossing by setting ε → 0 and hoping

the error is not too large, but this will necessarily depend on the choices of K,N .

In the absence of derivatives it has been shown [9] (see also [25, 28]) that the error

decays exponentially:

ε0 . O((∆∗)
2∆φC∆∗), C < 1. (6.7)

The constant C depends on the specific value of the cross-ratio8 z at which we evaluate

the crossing relation. Since taking derivatives brings down factors of ∆ from the z∆ factor

in a conformal block it is natural to expect that

εp . O((∆∗)
2∆φ+pC∆∗), C < 1 (6.8)

and indeed we show this in appendix A.

We now ask the question: for fixed N , how large must we take ∆∗ such that all the

components of ε are small?. We expect that it is sufficient to demand that εN � 1. Given

the error estimate above we must take

∆∗ '
N

− log(C)
. (6.9)

8This cross-ratio is given in terms of u, v in the usual way, u = zz̄, v = (1− z)(1− z̄).
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Suppose now that K∆∗ grows as (∆∗)
α. This means that with K vectors we can go up to

a cutoff ∆∗ ' K1/α. Then given (6.9), with such a cutoff we expect that the error will be

small for a number of components Neff roughly given by

Neff ' ∆∗ ' K1/α (6.10)

In numerical applications, the best case scenario is K = N . The conclusion is then that

the number of components for which the error is guaranteed to be small, Neff, is related to

the size of the truncation N by:

Neff ' N1/α (6.11)

In other words, given an exact solution to crossing involving N vectors, the error made

by setting ~ε → 0 in equation (6.5) is guaranteed to be small for approximately the first

N1/α components. We can imagine starting from this equation and slowly sending ε→ 0.

This sets up a flow which can be solved using our formalism. We see that typically most

of the vectors, especially those with high dimensions will move around a lot when we

do this. Only a fraction is expected to remain approximately unmodified. In particular,

increasing N leads to a higher and higher number of operators that are distant from the

correct solution. In principle we must then work hard to obtain a small fraction of correct

operators. For example, in the generalized free field we have α = 2, so the number of

correct operators is expected to grow like the square root of the size of the truncation. In

light of the analytic bootstrap results of [10, 11], in any CFT in d > 2 (apart from free

field theory) α is at least 2.

In reality, this may even be too optimistic. The actual number of CFT primary op-

erators grows exponentially fast with ∆∗. Indeed from the form of the high temperature

limit of the entropy,9 we find the total number of states

N(∆∗) ∝ exp(γ(∆∗)
1−1/d) (6.12)

This huge number of states cannot be accounted by descendants of primaries which grow

only like a power of ∆∗ (specifically ∆d−1
∗ ). Bootstrapping a correlation function for such

a CFT is probably hopeless in the long run, unless some miracles happen.

What sort of miracles? Well, firstly the number of primaries that actually appear in

a specific correlator can be much smaller than exponential. For free theory, N(∆∗) ∝ ∆∗
and for the generalized free field N(∆∗) ∝ (∆∗)

2. For the 2d Ising model, something

else happens. Although the number of primaries increases exponentially, the number of

distinct operator dimensions actually increases like N2 (actually like N , but we distinguish

operators with different spin). This is due to the magic of Virasoro symmetry that causes

lots of operators to have coincident dimensions. The decoupling of null states is not the

reason for this, rather it is the fact that the correlation function only contains two Virasoro

primaries, and everything else has dimensions shifted by integers from this. In this sense, all

minimal models have “minimal” correlators. and they have a chance to be bootstrappable.

9In a CFT containing a stress tensor, the entropy on plane goes as S ∝ T d−1 and the free energy like

E ∝ T d.
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This analysis makes it all the more remarkable that very accurate results have been

obtained for the low-lying spectrum of a variety of CFTs, like the 3d Ising model. The

most prosaic (and likely) explanation is that such theories have symmetries (like Z2 for

the Ising model) and perhaps other decoupling conditions which cut down the number of

operators appearing in a given correlation function, and this is sufficient to pin down the

properties of low-lying operators.

6.3 Singularities

We now turn to an important point which is the question of singularities in the flows.

This issue was briefly mentioned in section 6.1. Here we will undertake a more general

discussion, which will hold in applications of the method to higher dimensions [29].

Firstly, a question of nomenclature. By singularity we simply mean a non-analyticity

along a unitary flow, that is, a flow where positivity is maintained throughout. Such fea-

tures occur precisely because positivity conditions are non-analytic. The most notable (and

useful) examples of singularities are kinks [3], but even discontinuities can occur [5]. We

say useful because such singularities seem to signal the presence of interesting theories and

provide a useful criteria for determining their properties. While kinks have generally been

the bootstrap stars, we believe there are several other kinds of more elusive singularities

which have so far escaped our attention, and which could also point to interesting theories.

Let us discuss the most interesting cases, leaving a detailed analysis for future work.

1. One operator more. When solving the flow, it is not necessarily guaranteed that

we are finding the extremal solution. This is best seen from the functional perspective.

Indeed, suppose at some point in the flow the functional acquires a new zero, i.e. some

vector v∗ not present in the solution to crossing appears for which Λ · v∗ = 0. At this

point, if we continue the flow in the same way, the functional will develop a negative region,

i.e. we will have Λ · v∗ < 0. Note that we will still have a good solution to crossing as

well as a functional satisfying all the tangency conditions. However, it will not be the

extremal one since some of the positivity constraints will be violated. This situation would

correspond to flowing into the interior of the allowed region, so that we are no longer at the

boundary. We illustrate this case in figure 11. The solution is that if we want to remain

at the boundary, we must adopt the zero as a new vector in the solution to crossing, with

zero OPE coefficient. Only then we proceed with the flow, which leads to a positive OPE

coefficient for that operator. In this way we have gone from a solution with K vectors to

one with K + 1.

Since the counting of degrees of freedom has changed, we must deal with the con-

struction of the functional. In particular, the assignment of vectors as doubled or singles

depends on K. In practice, the resolution is simple. At the singularity, we take some

doubled vector and turn it into a single, and then add the new vector v∗, also as a single.

For instance,

Λ(•) ∝ 〈f1 . . . fnf s1 . . . sns d1 ∂∆d1 . . .dnd ∂∆dnd •〉
→ Λ′(•) ∝ 〈f1 . . . fnf s1 . . . snsdnd v∗ d1 ∂∆d1 . . .dnd−1

∂∆dnd−1
•〉
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Figure 11. Singularities and flows (schematic). At an ordinary kink, such as k1 it is possible to flow

into a non-unitary region, say along A, where some OPE coefficient becomes negative. However,

not all decouplings of operators signal a visible kink. At when we approach k2 from the left, an

operator decouples. By allowing its OPE to become negative we can flow along C. Conversely,

coming from the right, the functional develops a new zero at k2. If we do not input this new vector

into the solution, the latter won’t be extremal anymore, and the flow will take us along B.

This is a consistent thing to do, since at the singularity we have Λ(v∗) = Λ(∂∆v∗) = 0.

In particular, the linear dependencies guarantee that after the swap we will still have

Λ′(∂∆dnd) = Λ′(∂∆v∗) = 0, so that these vectors are indeed singles satisfying the tangency

conditions. In fact, at the singularity the two functionals Λ,Λ′ are actually identical. In

particular, notice that the functional will be continuous across this transition, but not its

first derivative. Accordingly, this singularity leads to a kink not in a bound itself, but in

its first derivative, as follows from equations (4.17) and (4.20).

2. One operator less. This singularity is the counterpart of the one above when one

is flowing from the opposite direction. In this case, one would see an operator’s OPE

coefficient going to zero. If we would continue flowing, the OPE coefficient would become

negative and we would violate unitarity and positivity. This would correspond to a flow

that goes above the boundary. In order to preserve unitarity, we must remove the operator

from the spectrum, so that the solution goes from K to K−1 vectors. Since we have a

lost a vector, we must now do something about the functional. We can always choose the

decoupling vector to be a single, since the choice of singles and doubles is arbitrary. So

the solution is simply to delete that single from the solution (and the functional), and turn

some other single into a double, the exact converse of what we did above.

3. Kinks. Finally, let us try to understand kinks. A kink is a discontinuity in the first

derivative of a bound, and from equations (4.17), (4.20) this can happen if the functional

itself is discontinuous. To see how this can occur, notice that in case 2 above we made
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Figure 12. A human-made kink. On the left, bound on the OPE coefficient of an operator of

dimension ∆ = 1.4 ∆φ, with all other operators above ∆gap = 2 ∆φ. On the right the corresponding

spectra. Only to the right of the kink is there an operator saturating the gap. To its left, an extra

operator at ∆ =∞makes a finite contribution to the solution. The dashed lines are the continuation

of the extremal solution ignoring ∆gap. All computations done with N = 10 components.

an important assumption, which is that at the point of the decoupling of the operator,

there are at least two singles in the solution to crossing. If this is not the case, then our

resolution fails. At the singularity, the solution to crossing becomes the most extremal

possible, containing only doubles and fixed vectors. In other words, the solution is in some

sense the sparsest it can be. We claim that this is exactly what happens at kinks.

More pragmatically, we need to understand how the flow can proceed. The solu-

tion must be that beyond the singularity a new single appears. In other words, a kink

corresponds to a swapping of two singles. Geometrically, one is moving across a higher

codimension boundary of parameter space, across which the functional can jump discon-

tinuously. In practice, to continue with the flow we must find this new single. How to do

it? Well, we simply replace the decoupling single with some other vector v∗ and demand

that the tangency condition is satisfied:

Λ′v∗(∂∆v∗) = 0 (6.13)

This should be thought of as an equation for v∗. It is possible that there could be several

solutions to this equation, in which case we must pick the one for which the functional

is positive everywhere. This equation can be solved efficiently, and the details will be

presented elsewhere [29].

6.3.1 A D = 1 example

As an example, let us show how a singularity can arise even in D = 1. For definiteness,

we consider maximizing the OPE coefficient of an operator with dimension ∆∗ = 1.4∆φ,

and with a gap ∆gap = 2∆φ. The resulting bound on the OPE coefficient is shown in

figure 12. To understand the origin of the shark’s fin, it is easiest to look at the spectrum

of the solution. When flowing from the left, the spectrum does not contain an operator

with ∆ = ∆gap. In this way the gap could be varied without affecting the bound. However,

at some point the first operator above the gap collides with it. In terms of the flow,
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this operator must now become fixed. Fixing it loses a degree of freedom which we must

get from somewhere else. The answer is that a fixed operator at ∆ = ∞ simultaneously

becomes unfixed, and comes down very rapidly. Flowing from the right the situation is

reversed. Finally, were the gap not present we could have simply continued the flow. This

would be the analog of flowing into a non-unitary region in a more complicated setup.

7 Conclusions and outlook

In this paper, we have introduced a new bootstrap technique for determining numerical

approximations to the spectra of conformal field theories. This technique is based on

the concept of extremality: CFT correlation functions that saturate bounds have sparser

spectra and satisfy a set of extremality equations. Once a reasonable first approximation

to a solution of the crossing equations is found, these equations can be used to improve this

approximation very efficiently. In fact, they can even be used to construct such solutions

from scratch, as in our upgrading example of section 5.2. They can also be used to solve

for the variation of the spectrum under smooth deformations. We have shown that this

works extremely well, leading to drastic improvements in computational efficiency of up to

several orders of magnitude. A public version of the extremal flows code will be available

in the future as part of the JuliBootS package [24]. Preliminary versions are available

upon request.

In this note we have focused on one-dimensional applications. Our motivation for this

was simplicity: in a single correlation function in a 1d CFT the operators appearing in

the OPE are labelled by only one continuous parameter. This allows us to focus purely on

continuous flows. In higher spacetime dimensions for instance, operators will be labeled

also by the discrete spin quantum number. One expects then that along the flow there could

be discrete transitions, where operators swap spin. The flow is non-analytic in this case,

and requires more care, as outlined in section 6.3. We have explicitly checked that there

is no obstacle to generalizing our methods to these cases, and that these non-analyticities

can be dealt with in a straightforward (and efficient) manner. We hope to report on these

results in the near future [29].

An important application of our methods is to the bootstrap of multiple correlation

functions [7, 30, 31]. In this case, the state-of-the-art technique currently relies on semidef-

inite programming [32, 33]. In this approach, one does not construct a solution to crossing

directly. Rather, in a disallowed region of parameter space one has a positive functional, es-

sentially the same as the one used throughout this paper. From the functional it should be

possible to extract the spectrum, and once we have this we can use our methods straight-

forwardly. This should be extremely useful, since the multiple correlator bootstrap is

computationally expensive. Our results suggests that one should concentrate one’s ener-

gies on obtaining a single initial point on a bound as efficiently as possible, since flowing

to nearby solutions is then significantly cheaper. Obviously, it would be even better if we

could apply our “upgrading” approach to multiple correlators, thereby sidestepping this

rather expensive first step completely.
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The results of this paper show, as advocated in [6, 12], that the approximate solution

to crossing symmetry obtained for extremal CFTs contains valuable information that is

almost invisible from the point of view of bounds. For instance, there can be singularities

which do not lead to kinks in bounds. Such singularities could very well signal the presence

of interesting CFTs, which would be completely missed in a simplistic examination of

bounds. While spectrum extraction remains the best possibility, a poor man’s alternative

would be at the very least to look not only at bounds but their derivatives in the search

for kinks. Unfortunately good results require a fairly decent resolution, and hence more

computational power, which suggests ours is a better approach.

In section 6.1 we have related the method of determinants of Gliozzi [13] to the usual

bootstrap approach, as well as to the results of this paper. We have argued that if this

method is to become systematic, one needs to add extra constraints. A possibility is that

these constraints are nothing but the extremality conditions that we have proposed for

unitary CFTs. As suggested in the same section, the most promising possibility is to pursue

unitary flows into non-unitary regions. As a concrete example, in the two dimensional

bootstrap, it has been observed that a bound on dimension of the leading scalar operator

appearing in an OPE of two other identical scalars has a sharp kink at the location of the

2d Ising model [3]. This special point lies on a line of exact solutions to crossing symmetry

which can be written down analytically. The origin of this kink was understood in [6] as

arising precisely from the decoupling of certain operators at the Ising point, meaning that

some OPE coefficients become zero. Now, we simply remark that the line of exact solutions

makes sense even below the Ising point, whereupon they become non-unitary. In fact, such

a line eventually terminates at the Lee-Yang singularity. It is natural to conjecture then

that flowing past the Ising point will take us along this line of non-unitary solutions.

The Ising point itself is of considerable interest, especially in three dimensions. In

particular, our methods promise to greatly improve the accuracy of previous work [6]. One

natural conjecture is that one can define the Ising kink as the point where the spectrum is

sparsest, containing only fixed and doubled vectors, in the nomenclature of section 4. This

should allow us to pinpoint very accurately the Ising point for any truncation. We hope to

test this conjecture in the near future.
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A Error bound on derivatives

Here we will estimate the convergence of the crossing symmetry sum rule,

v0 +
∑
i

aivi = 0 (A.1)
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Recalling the definition of the ai and the vectors vi, a particular component of this equation

takes the form ∑
∆,l

(λ∆,l)
2

(
∂

∂u

)m( ∂

∂v

)n
F

(φ)
∆,l (u, v)

∣∣∣∣
u=v=1/4

= 0 (A.2)

Let us do a change of coordinates to a more convenient set. We will use radial quantization

coordinates, setting xµ1 = 0, xµ4 =∞ and xµ2 = r2n
µ
2 , x

µ
3 = r3n

µ
3 with the coordinates on the

sphere n2
2 = n2

3 = 1. In terms of these we have

u =

(
r2

r3

)2

= e−2β , v = (1− e−β)2 + 2(1− α), α ≡ n2 · n3 (A.3)

The crossing symmetric point becomes β = ln 2 and α = 1. From the definition

F
(φ)
∆,l (u, v) = v∆φG∆,l(u, v)− u∆φG∆,l(v, u), (A.4)

follows that we must take odd derivatives with respect to β. Hence we can consider instead

v∆φ
∑

(λ∆,l)
2

(
− ∂

∂β

)2m−1( ∂

∂α

)n
G∆,l(u, v)

∣∣∣∣
β=ln 2,α=1

+ lower derivatives = 0 . (A.5)

We want to estimate the convergence of the terms with highest derivatives, which is now

seen to be equivalent to studying the convergence of derivatives of the four-point function

of φ. Hence, let us focus on the latter.

The convergence of the four-point function itself at general u, v has been studied be-

fore [9]. As we will see, their argument generalizes straightforwardly when we consider

derivatives of the four-point function instead. We begin by writing the four point function

in radial quantization as

L(β, α) = r
∆φ

2 r
∆φ

3 〈φ|φ(x3)φ(x2)|φ〉 =
∑
∆,l

(λ∆,l)
2

+∞∑
k=0

〈O∆,l, k, n3|O∆,l, k, n2〉 e−βEO,k . (A.6)

In the expression above, the matrix elements correspond to level n descendant states of

primaries with dimension ∆O. The energies are EO,k = ∆O + k. The matrix elements

depend on n2, n3 only through their internal product; in fact they are related to Gegenbauer

polynomials:

〈O, k, n2|O, k, n3〉 =
∑
p≤k

cpC
( d−2

2 )
p (α), cp ≥ 0. (A.7)

We are interested in placing a bound on contributions to the expression above with ∆ ≥ ∆∗,

for ∆∗ sufficiently large. Such contributions are bounded from above by the case α = 1.

We can then write:

L(β, α = 1) ≡ L(β) =

∫ +∞

0
dE f(E)e−βE , f(E) ≥ 0

L(β,∆∗) =

∫ +∞

∆∗

dEf(E)e−βE . (A.8)
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To get a bound on L(β,∆∗) the basic argument follows from the Hardy-Littlewood taube-

rian theorem. Using the OPE when x2 ' x3 implies

lim
β→0
L(β, 1) =

1

β2∆φ
. (A.9)

The theorem then implies that in the same limit f(E) ' E2∆φ . After some work this

allows one to find:

L(β,∆∗) ≤ N (∆∗)
2∆φ C∆∗ , C < 1,∆∗ →∞. (A.10)

for some normalization constant N independent of ∆∗. This proves that contributions

above sufficiently large ∆∗ fall off exponentially fast. We now want to make a similar

statement for derivatives of L(β,∆∗). Consider first acting with derivatives with respect

to α. We have (
∂

∂α

)n
C

( d−2
2 )

k (α)

∣∣∣∣
α=1

= 2k
(
d−2

2

)
n

Γ (d− 2 + k + n)

Γ (d− 2 + 2n) (k − n)!
> 0 (A.11)

We see that these derivatives act on the radial quantization elements in such a way that

positivity is preserved. Hence we can write(
∂

∂α

)n
L(β, α)

∣∣∣∣
α=1

=

∫ +∞

0
dE fαn (E)e−βE (A.12)

for some fαn (E) ≥ 0. We can consider derivatives with respect to β in the same way:(
− ∂

∂β

)m
L(β, α)

∣∣∣∣
α=1

=

∫ +∞

0
dEfβm(E)e−βE ≡ (A.13)

with fβm(E) ≡ Emf(E) ≥ 0. Combinations of derivatives clearly lead to similar represen-

tations involving some positive function of the energy. Now, as β → 0 we have x2 → x3

and hence:

lim
β→0
L(β, α) =

1

[β2 + 2(1− α)]∆φ

⇒ lim
β→0

(
− ∂

∂β

)m( ∂

∂α

)n
L(β, α)

∣∣∣∣
α=1

=
2n(∆φ)n(2∆φ + 2n)m

β2∆φ+m+2n
(A.14)

At this point the argument of [9] goes through unmodified. In particular, the contribution

of operators of dimension ∆ ≥ ∆∗ is bounded as(
− ∂

∂β

)2m−1( ∂

∂α

)n
L(β,∆∗) ≤ Nm,n(∆∗)

2∆φ+2m+2n−1C∆∗ , (A.15)

which is the desired result.
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