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Abst rac t .  The combination of classifiers has become a very active re- 
search area in recent years, and many results have been obtained through 
various methods. This paper presents some of our theoretical and exper- 
imental work in this domain. 

1 I n t r o d u c t i o n  

The recognition of handwritten characters and words has been a very active 
research area in recent years. The intensive and extensive research efforts by 
many researchers have resulted in a large number of algorithms. However, due 
to the immense variety of writing styles that can be used by the general popu- 
lation, the correct identification of unconstrained user-independent handwriting 
by a single algorithm is stitl a challenging problem. It is also well-known that  
improvements in performance by a single method becomes much more difficult 
to achieve beyond certain levels of performance. 

At the same time, practical applications demand high levels of accuracy (or 
reliability), which is especially true for applications in which errors can be very 
costly, such as the automatic processing of amounts on cheques and payment 
forms. For these applications, it would be better to have very low error rates 
even if it involves a certain amount of rejections (and thus lower recognition 
rates). These are cases in which the algorithm determines that it cannot make a 
very confident classification, and therefore it rejects the pattern, which can then 
be processed by other methods or by a human operator. 

The combination of these factors (the abundance of algorithms for the task. 
the difficulty of achieving completely accurate results by a single algorithm, 
and the highly reliable results required by real-life applications) had initiated a 
trend to combine several algorithms in order to produce more reliable results. 
Consequently the combination of multiple algorithms (multiple expert systems) 
has been a much studied topic in the past several years ([3], [7], [9], [14], and 
[17] for example). In the process of designing and studying combination methods, 
different recognition and rejection rates have been obtained. 
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In this paper, we wilt discuss some of our theoretical and experimental work 
on the rejection-error trade-offs involved in combination methods. The classifiers 
considered may be independent or otherwise, and the methods are applied to 
handwritten characters as well as other patterns. 

2 C o m b i n a t i o n  b y  M a j o r i t y  V o t e  

In combining decisions of pattern classifiers, the method used depends on the 
nature of the output  produced by each recognition algorithm. If this output  
consists of a single assigned class, then many of the combination methods would 
not be applicable, and one of the most suitable means of arriving at a combined 
decision would be by majority vote (in which all votes have equal weight). The 
voting problem has been much studied since its beginning. When applied to 
pat tern recognition, we have observed various aspects of its behavior which have 
led to many new theoretical results in the trade-offs between error and rejection 
rates. 

2.1 O d d  a n d  E v e n  N u m b e r s  o f  E x p e r t s  

In our experiments, we have combined the classification decisions of 2 to 9 experts 
by majori ty vote. These classifiers have been developed by different researchers 
and applied to different databases of handwritten numerals. 

It has been observed that  combinations of even numbers of classifiers tend 
to produce both lower recognition and lower error rates (and higher rejection 
rate) than that  of odd numbers. Adding one classifier to an even number would 
increase both the recognition and error rates, while adding this to an odd number 
would decrease both rates. 

Of course, increases in both the recognition and error rates are accompa- 
nied by a decrease in the rejection rate, and vice versa. Observing this trade-off 
between the rejection and error rates has led us to consider the problem the- 
oretically [8], and we established that these results are true regardless of the 
performances of the individual classifiers and whether they are independent or 
not. 

This is due to the fact that  increasing the number of experts from an odd 
number n to an even number n+l can only change certain decisions to tied votes, 
resulting in indecisions or rejections. The votes which can be changed this way 
are the ones in which the initial voting had a majority of only one vote. Similarly, 
when we add one vote to an even number of votes, the added vote would have 
the effect of breaking certain ties, thus decreasing rejections by changing them 
to recognitions and errors. This pattern would always be true, even though the 
magnitude of the trade-offs would depend on the performance of the particular 
classifiers. 
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2.2  I n c r e a s i n g  b y  T w o  V o t e s  

When  we add two votes to an even (or odd) number  of votes as repeated addit ions 
of  one vote, it is not  clear what  the net effect of  the two addit ions would be, since 
the second addit ion appears  to reverse the t rend of  the first. For this reason, we 
have to examine the results when the two votes are added together to an existing 
group of  votes. 

By assuming independence of  the votes, we established theoretically [8] tha t  
the results depend on the classical enti ty of odds ratio, where the odds rat io ri 
of  vote i is defined as 

p r o b a b i l i t y ( c o r r e c t )  

r i  = 1 - p r o b a b i l i t y ( c o r r e c t )  ' ( 1 )  

If  the original n votes have odds ratios ri for i = 1 .... , n, and the new votes 
have odds ratios Sl and s2, then adding the new votes would increase the com- 
bined recognition rate if s l s~ .  > rl for all i. 

Moreover, adding two votes to an even number  would be more effective in 
increasing the recognition rate than adding the votes to an odd number,  given 
similar levels of performance.  However, if reducing the error rate is the more 
impor tan t  objective, then adding two votes to an odd number  would be more  
effective. 

These theoretical results can be observed in Table 1, where results of  com- 
bining up to nine classifiers are shown. Eight of the classifiers were developed by 
researchers at C E D A R ,  State  University of New York at Buffalo [10], and the 
other  one at the University of Toronto  [15]. The  classifiers were applied to the 
BS Database from C E D A R  [1], which was obtained f rom US mailpieces. These 
results were combined in ascending order, which means tha t  the weakest two (in 
terms of  recognition rate) classifiers were combined first, then bet ter  performing 
classifiers were added in succession. 

Table  1. Results of combining classifiers in ascending order 

# Classifiers 2 3 4 5 6 7 8 9 
Recognition % 91.52 94.65 93.77 95.39 94.91 96.02 95.72 96.46 
Error % 2.55 3.69 2.03 2.43 1.51 2.03 1.40 1.59 
Rejection % 5.94 1.66 4.2t 2.18 3.58 1.95 2.88 1.95 
Reliability % 97.29 96.25 97.88 97.51 98.43 97.93 98.56 98.38 

From Table 1, we can see exactly the zigzag effect created by addit ions of 
one vote. In addition, it is clear tha t  addit ion of two votes to an even number  
is more effective in increasing the recognition rate than adding two votes to an 
odd number,  while the latter is more effective in reducing the error rate. These 
changes are summarized  in Table 2. 
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Table  2. Effect of adding two classifiers in ascending order 

Action 2 t o 4 3  t o 5 4  t o 6 5  t o 7 6  t o 8 7  t o 9  
Increase in Recognition % 2.25 0.74 1,14 0.63 0.81 0.44 
Decrease in Error % 0.52 1.26 0.52 0.4 0.11 0.44 

The  results of  combining these classifiers in ascending and descending orders 
are i l lustrated in Fig. i. In this figure, the resuRs obtained from combining elas- 
sifters in ascending order of  performance are denoted by dot ted lines, and the 
number  of  classifiers is represented with the symbol  ' fp '  following the number.  
Unders tandably ,  combining classifiers in descending order (which means the best 
classifiers are combined first) give bet ter  initial results, as indicated by the solid 
lines in this figure. However, the same zigzag pa t te rn  is obtained f rom the ad- 
di t ion of one vote. Eventually,  the addit ion of  two votes in descending order to 
six and seven votes fail to produce bet ter  results, showing tha t  the successively 
weaker votes can no longer satisfy the condit ion required for improvement  in the 
combined result. 
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Fig.  1. Results from combinations of 9 classifiers on CEDAR database 
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2 . 3  V a r i a t i o n s  o n  M a j o r i t y  V o t e  

In the previous section, it has been shown that the performance of the combined 
decision is an increasing function of the number of experts, provided each expert 
can perform at an appropriate high level. The number of experts that  can be 
used would naturally depend on practical limitations, and adding new experts 
with sufficiently high performance cannot always be readily accomplished. For 
this reason, we considered means to combine the existing experts in more optimal 
ways, and derived conditions as to which of the strategies would be preferable 
for a given objective. 

Suppose an odd number of experts are available and a higher reliability is 
desired for the combination. This can be easily accomplished in one of two ways: 
to eliminate one of the experts from voting, or to double the vote of one of the 
experts by assigning a double weight to this vote. Either action would change the 
number of votes from an odd to an even number, resulting in more reliable results 
(at the cost of higher rejections). Of course, doubling one vote is equivalent to 
the addition of a dependent vote, but the results on the addition of one vote 
does not rely on independence. Analogously, when an even number of experts 
are available, the same options can be used to obtain an odd number of votes 
which would result in a higher recognition rate. 

Intuitively, one would double the "best" and eliminate the "worst" algorithm, 
where these attributes are measured according to the correct and error rates. For 
algorithms with no rejections, the choice is obvious; otherwise the choice would 
depend on the trade-off between hgher recognition and lower error rates. Apart 
from this consideration, it remains to be resolved as to which alternative is better 
- to eliminate a vote or to double one. 

Suppose the votes of n independent experts v l , v2 , . . - ,  vn are given, each 
with odds ratio r i o f b e i n g c o r r e c t ,  w h e r e l  < i < n. Then it has been shown [8] 
that the advantage of eliminating vi versus doubling vj depends on the pairwise 
products of the odds ratios. If 

r i r j  > rkr t  for all k , l  7~ i , j ,  

then doubling vj produces a higher recognition rate than eliminating vi, for 
both even and odd values of n. When n is even and the reverse inequalities hold, 
then the opposite results are true. This result can be intuitively interpreted as 
follows. 

It is logical to consider these alternatives only when ri is relatively small and 
r j  is large. In addition, when vj  is doubled, then larger values of 'rj would result 
in greater improvement. On the other hand, the elimination of vi should lead 
to better results when r i  is smaller. Therefore, in the consideration of doubling 
vj versus eliminating vi, it is reasonable that  the significant enti ty should be 
the product rirj, When this product is large enough (as stipulated in the above 
condition), then rj must be large and r i not too smM1, when one may expect 
the results to be better when 'b is doubled. 

In order to test the applicability of the theoretical results to a practical 
situation where the independence of experts cannot be completely assumed, we 
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consider the combinations of four out of six experts on the CENPARMI database 
from [2]. The performances of the experts are given in Table 3. 

Table 3. Performances of experts on CENPARMI database 

Expert Recognition Error Rejection 
E1 86.05 2.25 11.70 
E2 92.85 2.45 4.70 
E3 92.95 2.15 4.90 
E4 93.90 1.60 4.50 
E5 96.95 3.05 0.00 
E6 98.30 1.70 0.00 

The choice of four experts ensures that the above inequality or its reverse 
inequality will always be satisfied. Since experts E5 and E6 are highly correlated, 
combinations containing both of these experts are not considered. For each of 
the remaining nine combinations, Vl refers to the first expert in the combination 
and v4 the last, and the value of d = f i r 4  - r 2 r 3  is shown in Table 4 together 
with the recognition rates when v4 is doubled and when vi is eliminated. 

Table 4. Results of doubling v4 versus eliminating vl 

Combination d = r l r 4  - r 2 r 3  Recognition rate 
Doubling v4 Eliminating vt 

1 E1+2+3+4 -76.26 96.35 96.40 
2 E1+2+3+5 24.86 97.20 97.10 
3 E1+2+3+6 185.47 9 7 . 7 0  97.45 
4 E1+2+4+5 -3.82 97.60 97.60 
5 E1+2+4+6 156.78 98.00 97.70 
6 E1+3+4+5 -6.88 9 7 . 7 0  97.40 
7 E1+3+4+6 I53.73 98.10 97.65 
8 E2+3+4+5 209.93 97.85 97.40 
9 E2+3+4+6 547.94 98.20 97.65 

It is encouraging that the experimental results generally agree with the the- 
oretical conclusion: when d > 0, doubling v4 produces higher recognition rate 
than eliminating vl, and vice versa. The exceptions are in combinations 4 and 
6, in which d has very small magnitudes. 

3 Applicat ion to Correlated Classifiers 

Given that our theory is based on independence of classifiers, we wished to test 
its applicability when independence cannot be assumed. This need is apparent 
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when we consider that, since all classifiers consider the same scanned and digi- 
tized image to begin with, their decisions may not be completely independent. 
Therefore we experimented on correlated classifiers designed and implemented 
for automatic classification of human chromosomes• These classifiers make use 
of the same extracted features, and they differ only in the classification phase, 
which means they can be expected to be more highly correlated than classifiers 
which are developed separately using different features. 

Chromosome classification is a 24-class problem in which the classes are 1-22, 
X and Y. Many different techniques have been developed for its automatic clas- 
sification, and some common databases have been used for testing. Among them 
are the Copenhagen, Edinburgh, and Philadelphia datasets. Of these databases, 
the Copenhagen set containing 8106 chromosome images obtained from 180 pe- 
ripheral blood cells, is the largest and contains the "cleanest" images. 

For each chromosome, a 30-dimensional feature vector is extracted by Piper 
[13] and made available to other researchers. Our experiment uses the recognition 
results produced by 7 classifiers ([5], [6], [12], [11], [4], [16]). Since all the classifiers 
are based on the same features, they can be expected to be correlated, which 
was indicated in our experimental measurements. 

The classification results of these seven algorithms are combined by majori ty 
vote, and Fig. 2 shows the combined results obtained. 
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From this figure, it can be seen that despite their correlation, their majori ty 
vote results do show the tendencies derived theoretically based on the assumption 
of independence. For example, when one vote is added to an even number, the 
result moves towards the upper right (representing higher correct as well as error 
rates), while the movement is in the opposite direction when one more vote is 
added. At the same time, it is clear that the increase from 2 to 4, then to  6 
experts results in mainly an upward trend (increase in recognition rate). This is 
in marked contrast to the leftward movement (decrease in error rate) produced 
by adding 2 experts to 3. The fact that  these results are observed even in the 
absence of independence indicates that  this assumption may be stronger than 
strictly needed for the theoretical conclusions. 

Another result proved in [8] with the assumption of independence is that  
when the number n of experts is odd, then doubling a vote would tend to produce 
a higher recognition rate than eliminating a vote, even if the inequality is not 
satisfied for the odds ratios. However, this higher recognition rate would be 
accompanied by a higher error rate. These results are illustrated in Figure 3 and 
Figure 4. 
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Figure 3 and Figure 4 represent the results obtained from all combinations 
of 5 out of the 7 chromosome classifiers. There are 21 such combinations, and we 
show the results of each combination, together with the results obtained from 
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doubling the best and eliminating the weakest classifiers. The combinations are 
presented in order of performance of the original combination. It can be seen 
that  the experimental results are in exact correspondence with the theoretical 
ones. For example, the doubling or elimination of one vote (to an even number  
of votes) produces lower recognition and error rates, while the elimination of the 
weakest vote results again in lower rates than the doubling of the best vote. 

4 C o n c l u s i o n s  

In this paper, we describe some theoretical results that  we established on ma-  
jori ty vote and show that  these results are observable in actual experiments 
in pat tern  recognition even in the absence of independent decisions. These re- 
sults enable the user to select an opt imal  strategy for combination of classifier 
decisions based on the desired objective. 
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