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Abs t rac t .  We study time-processor optimal simulation of EREW PRAM 
model on a completely connected, optical communication parallel com- 
puter (OCPC). We propose a new direct algorithm for the realization 
of h-relation, penalty algorithm, which is very simple and compares fa- 
vorably with the Ger6b-Graus and Tsantilas algorithm. We study also 
generalizations of the basic OCPC, where each processor has p receivers 
instead of one and where 7r processors are coupled to a small PRAM 
module. Our experiments indicate that in this new model the greedy 
routing algorithm runs without deadlock and fast. Indeed, simulation 
cost of 2, and even less, is achieved. 

1 I n t r o d u c t i o n  

Implementat ion of abstract  PRAM models in time-processor optimal  manner 
has been studied extensively in literature [4, 5]. A simulation is time-processor 
optimal, if a step of an N-processor PRAM is simulated in t ime O(N/P) on a 
P-processor distr ibuted memory  machine (with high probabili ty).  

Anderson and Miller [1] were the first to study the implementat ion of PRAM 
(algorithms) and a special case of h-relation routing problem on OCPC (although 
they called it Local Memory PRAM).  In h-relation realization problem each 
processor is the source and target of (at most)  h messages. In OCPC protocol, 
if two or more messages are simultaneously sent to a target,  none of them gets 
delivered. The work of Anderson and Miller implies a realization of h-relation 
on a P-processor OCPC in time O(h + log P) .  

In [3], Goldberg, Matias, and Rao provide so far the best (asymptotically 
smallest delay) time-processor optimal simulation of a P log log P-processor E R E W  
with delay log log P.  Their simulation is rather complicated and therefore it is 
probably difficult to realize in practice. 

A more practical approach is taken by Ger6b-Graus and Tsantilas [2] who 
study direct h-relation realization algorithms using only one hash function. An h- 
relation realization algorithm is direct, if it sends only original messages and only 
to the original targets. In [2], Ger6b-Graus and Tsantilas present so far the best 
direct h-relation realization algorithm, which works in t ime O(h+log  P log log P) .  
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Their algorithm yields a time-processor optimal EREW simulation for h = 
~2(log P log log P) with high probability. 

We present a new direct h-relation realization algorithm, penalty algorithm, 
and experimentally compare its performance with the one presented by Ger6b- 
Graus and Tsantilas. The experiments reported in Section 3 show that the 
penalty algorithm runs faster than the Ger6b-Graus and Tsantilas algorithm, 
although we do not yet have a theoretical proof for it. 

We also study the following enhanced OCPC(Tr,p): (a) each processor has 
p receivers instead of one, and (b) it is sufficient to deliver the message to a 
processor in destination area of size ~r processors instead of one fixed target 
processor. The idea of destination area was used in [3]; here we assume that the 
destination area is realized as a small PRAM module of 7r-processors. 

2 R o u t i n g  a l g o r i t h m s  

The simplest routing algorithm is the greedy routing algorithm that randomly 
selects one of the remaining packets and attempts to send it with probability 
1. In [1], Anderson and Miller conclude that the greedy routing is not good for 
solving h-relation realization on an OCPC(1, 1), since certain memory modules 
can become saturated with requests and yield a deadlock (see simulations on 
OCPC(1,1) in Section 3). 

G r e e d y  a lgo r i thm for realizing h-relations 
while processor Pj has packets do 

choose packet ~j at random among unsent packets 
attempt to send ~j 

As an alternative for the greedy algorithm we propose 

Pena l ty  a lgo r i thm for realizing h-relations 
while processor Pj has packets do 

choose packet ~j at random from the group of unsent packets 
if  1/(1 + number of failures in sending ~j) > Random[0... 1) then  

attempt to send ~j 

The penalty algorithm is almost as simple as the greedy algorithm, but it has 
a mechanism for avoiding deadlock - -  clearly the probability of deadlock is 0, 
which is confirmed by experiments in Section 3). It also compares favorably with 

Gereb-Graus -Tsan t i l a s  a lgo r i thm for h-relat ion 
P r o c e d u r e  GGT(e, h) 

for i = 0 to logl/(1_ 0 h do T r a n s m i t ( c ,  (1 - e)ih) 
Procedure Transmit(c, h) 

repeat for 13~-i_~(ek + max{~/4eak In P, 4a In P)) times 
transmit a randomly chosen packet with probability #~n,~nt casket, k 

The GGT algorithm has been proved to work in time O(h + log P log log P) with 
high probability. We don't have yet a similar proof for the penalty algorithm. 
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3 Exper imenta l  results  

In this section we report  some experiments carried out on a PRAM simulator. 
In simulations, we have done some simplifying assumptions. 

- We assume that all instructions are r e a d  instructions that require two-way 
information passing. 

- Data are stored at random addresses. 
- There are 1024 processors, each running 4, 8, 16, 32 or 64 virtual processors 

(i.e. we assume slackness factor 4 to 64). 
- The results are times proportional to the slackness factor, calculated as av- 

erages of 50 experiments. 
- In the G G T  routing algorithm, the parameters  c~ = 1 and c = 1/2 were used. 
- Results of experiments with plain OCPC,  and enhanced OCPC with 16 pro- 

cessor PRAM's  and 4 receiver processors are shown. 

In the first set of experiments we compared  the greedy routing, the penalty 
routing, and the G G T  routing algorithms, when we have a plain OCPC without 
additional receivers or multiprocessor modules. The results in Figure 1 show that 
the greedy routing deadlocks, while the penalty and G G T  routing give equally 
good results. 

In the second set of experiments, we assume that PRAM modules of 16 pro- 
cessors are available, and data is passed through randomly chosen processor in 
the target module. Figure 1 shows that greedy routing runs better than more 
sophisticated routing algorithms. 

Finally, in the third set of experiments we test the effect of 4 receivers in 
processors. In Figure 1 we observe that there is no reason for using other than 
the greedy routing, and it runs very fast with four receivers per processor. 

The success of greedy algorithm and the small influence of ~r and p on the 
G G T  and penalty algorithms suggests that they do not send packets eagerly 
enough at the end of the routing process. 

4 Conclus ions  

We have investigated the simulation of PRAM model on optically connected com- 
plete network. We observed that a small modification in the greedy algori thm 
prevents deadlocks and yields a simple and fast routing algorithm. Alternatively, 
a small enhancement in routing machinery makes the greedy routing deadlock- 
free and very fast - -  with a relatively small level of slackness, routing cost 2 per 
simulated PRAM processor can be achieved. In the experiments, we assumed 
that all PRAM processors generate a read request. I f  only half of the P R A M  pro- 
cessors make a shared memory  reference, the routing cost per simulated PRAM 
processor may  drop closer to 1. We hope to provide analytic proofs in future 
work. 
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Enhanced OCPC 
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F i g u r e  1. Enhanced OCPC. Cost of PRAM simulation without and with PRAM 
modules and multiple receivers enhancement. 
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