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#### Abstract

We give parallel and on-line algorithms for addition in number systems where the base is a negative integer, or some complex number of the form $i \sqrt{b}$ or $-1+i$.


## 1 Introduction

Addition of two numbers in the classical $b$-ary number system, where $b$ is an integer $\geq 2$, has a linear time complexity. In order to save time, several solutions have been proposed. A celebrated one is the Avizienis signed-digit representation [Av], which consists in changing the digit set. Instead of taking digits from the canonical set $\{0, \cdots, b-1\}$, they are taken from a balanced set of the form $\{\bar{a}, \cdots, a\}$, where $\bar{a}$ denotes the digit $-a, a$ being an integer such that $a+1 \leq$ $b \leq 2 a-1$ ( $b$ must be $\geq 3$ ). Such a number system is redundant, that is to say, a number may have several representations. This property allows to perform addition in constant time in parallel, because there is no carry propagation. A similar algorithm for base 2 has been devised by Chow and Robertson [CR] using digit set $\{\overline{1}, 0,1\}$. Here addition is realized in parallel with a window of size 2 . These signed-digit representations are really implemented; for instance in the Pentium processor, numbers are represented in base 4 with digit set $\{\overline{2}, \cdots, 2\}$ to perform fast division.

On-line arithmetic consists in performing arithmetic operations in Most Significant Digit First (MSDF) mode [Er], digit serially after a certain delay of latency. This mode of doing allows pipelining different operations such as addition, multiplication and division. It is also appropriate for the processing of real numbers having infinite expansions. It is well known that when multiplying two real numbers, only the left part of the result is significant. To be able to perform on-line addition, it is necessary to use a redundant number system ([Maz]). From a parallel algorithm for addition, it is straighforward to derive an on-line algorithm for the same operation.

In this paper we use a model of computability which is the one of finite state automata. A function is computable by a finite state automaton if it needs only
a finite auxiliary storage memory, independently of the size of the data. In that setting, one knows that addition of two integers in the classical $b$-ary system is computable by a finite state automaton, but that multiplication is not ([Ei]). Actually, the natural f.s.a. one designs to perform addition is a sequential one, processing numbers in the Least Significant Digit First (LSDF) mode. On-line f.s.a. have been introduced by Muller [M]. They are sequential f.s.a. processing data in MSDF mode. The Avizienis and the Chow-Robertson algorithms for parallel addition lead to the construction of on-line f.s.a. for addition ([M], [FS]).

We study here number systems where the base is a negative integer, or a quadratic complex number of the form $\beta=i \sqrt{b}$ or $\beta=-1+i$. With a negative base, any real number can be expressed without a sign. Representing complex numbers with a complex base implies that those numbers can be manipulated without separating the real and the imaginary part. The bases we are considering are strongly related to negative bases: $(i \sqrt{b})^{2}=-b$ and $(-1+i)^{4}=-4$. We consider balanced signed-digit sets such that the number systems we obtain are minimally redundant (with respect to the cardinality of the digit set). We give parallel algorithms for addition in these systems, from which we derive the design of on-line finite state automata. We also give some constructions for digit set and/or base conversion.

Complete proofs will appear in a forthcoming paper. ${ }^{1}$

## 2 Preliminaries

## Number representations

Let $\beta$ be a real or complex number such that $|\beta|>1$, and let $A$ be a finite set of real or complex digits. A $\beta$-representation of $x$ with digits in $A$ is a finite or a right infinite sequence $\left(x_{k}\right)_{k \leq k_{0}}$ with $x_{k} \in A$ such that $x=\sum_{k=k_{0}}^{-\infty} x_{k} \beta^{k}$. It is denoted by

$$
\left(x_{k_{0}} \cdots x_{0} \cdot x_{-1} x_{-2} \cdots\right)_{\beta}
$$

## Automata

Let $A$ be a finite set. The set of finite sequences of elements of $A$, called words, is denoted by $A^{*}$. The empty word is $\varepsilon$. Let $A$ and $B$ be two finite sets. An on-line finite state automaton $\mathcal{A}=\left(Q, A \times(B \cup \varepsilon), F, i_{0}, \omega\right)$ with delay $\delta$ is a directed labelled graph with a finite number of vertices called states : $Q$ is the finite set of states, $i_{0}$ is the initial state, $F$ is the set of edges, labelled by elements of $A \times(B \cup \varepsilon)$, and $\omega: Q \longrightarrow B^{*}$ is the terminal function. The following properties must be satisfied. First, the automaton is sequential, that is to say, if $p \xrightarrow{a / b} q$ and $p \xrightarrow{a / b^{\prime}} q^{\prime}$ are two edges, then necessarily $q=q^{\prime}$ and $b=b^{\prime}$. Secondly, every path of length $\delta$ starting in $i_{0}$ is of the form

$$
i_{0} \xrightarrow{a_{1} / \varepsilon} i_{1} \xrightarrow{a_{2} / \varepsilon} \cdots \xrightarrow{a_{\varepsilon} / \varepsilon} i_{\delta}
$$

[^0]the only edge arriving in a state $i_{0}, \ldots, i_{\delta-1}$ is as above, and all the other edges of $\mathcal{A}$ are labelled by elements of $A \times B$. This means that the automaton starts reading words of length $\leq \delta$ outputting nothing, and after that delay, outputs serially one digit for each input digit.

A function $f: A^{*} \longrightarrow B^{*}$ is computable by an on-line finite state automaton if there exists such an automaton $\mathcal{A}$ such that the graph of $f$ is equal to the set $\left\{(x, y) \in A^{*} \times B^{*} \mid y=y^{\prime} y^{\prime \prime},\left(x, y^{\prime}\right)\right.$ is the label of a path in $\mathcal{A}$ starting in $i_{0}$, ending in state $q$, and $\left.\omega(q)=y^{\prime \prime}\right\}$.

The same definition works for functions of infinite words, considering infinite paths in $\mathcal{A}$, but there is no terminal function $\omega$ in that case.

An on-line function treats numbers in most significant digit first (MSDF) mode, an on-line finite state automaton processes words sequentially from left to right. We need also the reverse definition: a least significant digit first (LSDF) sequential finite state automaton is the same thing than an on-line finite state automaton, but words are processed from right to left, and the terminal function $\omega$ comes as a prefix of the output.

## Addition

To perform addition in a given number system with base $\beta$ and digit set $A$, the procedure will always be the same: take two numbers $x=x_{n-1} \cdots x_{0}$ and $y=y_{n-1} \cdots y_{0}$ such that $x=\sum_{k=0}^{n-1} x_{k} \beta^{k}, y=\sum_{k=0}^{n-1} y_{k} \beta^{k}$, with $x_{k}$ and $y_{k}$ in $A$. If the expansions are infinite, the process is identical. In parallel, compute $z_{k}=$ $x_{k}+y_{k}$. Then $z_{k}$ is an element of $B=\{c+d \mid c, d \in A\}$, and $x+y=\sum_{k=0}^{n-1} z_{k} \beta^{k}$. Addition consists in transforming the representation $z_{n-1} \cdots z_{0}$ of $x+y$ on $B$ into an equivalent one $s_{n-1+l} \cdots s_{0}$, with $s_{k} \in A$, such that $x+y=\sum_{k=0}^{n-1+l} s_{k} \beta^{k}$. This is a special case of what is called normalization, which consists in the conversion of any representation of a number in base $\beta$ on a given digit set into an equivalent one on a "canonical" digit set ([F1]).

## 3 Negative base number systems

Let $\beta=-b$, where $b$ is an integer $\geq 2$. It is well known (see [K1, K2], [Ma]) that any real number can be uniquely represented in base $-b$ with digits from the canonical digit set $A=\{0, \cdots, b-1\}$.

Proposition 1. Addition in base $\beta=-b, b \geq 2$, with digits in $A=\{0, \cdots, b-$ $1\}$, is computable by a LSDF sequential finite state automaton (with delay 0).

Proof. As explained above, we have to convert representations over $B=$ $\{0, \cdots, 2 b-2\}$ into equivalent representations over $A$. Number representations are processed in LSDF mode, that is to say from right to left. The set of states of the automaton is $Q=\{0,1, \overline{1}\}$. The name of a state indicates what is kept in memory. The initial state is 0 . Let $z \in B=\{0, \cdots, 2 b-2\}$. Edges are defined by: If $0 \leq z \leq b-1$, let $0 \xrightarrow{z / z} 0$. If $b \leq z \leq 2 b-2$, let $0 \xrightarrow{z / z-b} \overline{1}$. If $z=0$, let $\overline{1} \xrightarrow{0 / b-1} 1$. If $1 \leq z \leq b$, let $\overline{1} \xrightarrow{z / z-1} 0$. If $b+1 \leq z \leq 2 b-2$, let $\overline{1} \xrightarrow{z / z-b-1} \overline{1}$. If
$0 \leq z \leq b-2$, let $1 \xrightarrow{z / z+1} 0$. If $b-1 \leq z \leq 2 b-2$, let $1 \xrightarrow{z / z-b+1} \overline{1}$.
The terminal function $\omega$ is defined by $\omega(0)=\varepsilon, \omega(1)=1$ and $\omega(\overline{1})=1(b-1)$.
Remark. Addition in base $-b$ with digits in $A$ is not computable by an on-line finite state automaton: let us take $b=2$ and $A=\{0,1\}$. Then $(01)^{n} 02$ has to be transformed into $1(10)^{n+1}$, but ( 01$)^{n+1}$ is transformed into itself, so we have to know the least significant digit to be able to output the most significant digit of the result.

We introduce an other set of digits in order to obtain a redundant number system, analoguous to the Avizienis signed-digit representation [Av]. Let a such that $a+1 \leq b \leq 2 a$ and let $D=\{\bar{a}, \cdots, a\}$. Then every real number has a representation in base $-b$ with digits in $D$. The system is redundant. From now on, we consider redundant digit sets which are the smallest ones for which addition can be realized purely in parallel (Proposition 2) or in parallel with a window of length 2 (Proposition 3 ).

Proposition 2. Let $\beta=-b$, where $b$ is an integer $\geq 3$, and let $D=\{\bar{a}, \cdots, a\}$ where $a=\lfloor b / 2\rfloor+1$. Then addition base $-b$ can be realized purely in parallel in constant time. Moreover, addition is computable by an on-line finite state automaton with delay 1 and $2 a-1$ states.

Proof. 1) Let $x=x_{n-1} \cdots x_{0}$ and $y=y_{n-1} \cdots y_{0}$ be two numbers written in base $\beta$, with $x_{k}$ and $y_{k}$ in $D$ for $0 \leq k \leq n-1$, and let $z_{k}=x_{k}+y_{k}$, $z_{k} \in E=\{\overline{(2 a)}, \cdots,(2 a)\}$.
If $a \leq z_{k} \leq 2 a$, let $c_{k+1}=\overline{1}$ and $r_{k}=z_{k}-b$. If $-2 a \leq z_{k} \leq-a$, let $c_{k+1}=1$ and $r_{k}=b+z_{k}$. If $\left|z_{k}\right| \leq a-1$, let $c_{k+1}=0$ and $r_{k}=z_{k}$.

Then in any case, $z_{k}=\beta c_{k+1}+r_{k}$. Let us put $s_{k}=r_{k}+c_{k}$ for $0 \leq k \leq n-1$ and $s_{n}=c_{n}$. Thus $x+y=\sum_{k=0}^{n} s_{k} \beta^{k}$. Since $\left|c_{k}\right| \leq 1$ and $\left|r_{k}\right| \leq b-a \leq a-1$, we get $s_{k} \in D$ for $0 \leq k \leq n$.
2) From that algorithm we define an on-line finite state automaton with delay 1 realizing addition. To avoid overflow, we assume that words begin with a 0 . Let $z=z_{k} \in E$ and let $\tau(z)=(c, r)=\left(c_{k+1}, r_{k}\right)$ as determined by the above algorithm. The set of states of the automaton is $Q=\left\{i_{0}\right\} \cup\{-a+1, \cdots, a-1\}$. The initial state is $i_{0}$. Edges are defined this way: $i_{0} \xrightarrow{0 / \varepsilon} 0$, and, for any $q \in$ $Q \backslash\left\{i_{0}\right\}$ and for any $z \in E$, we have an edge $q \xrightarrow{z / c+q} r$, with $(c, r)=\tau(z)$. Since $|c| \leq 1$ and $|q| \leq a-1, c+q \in D$ and $r \in Q$. The terminal function associated to any state $q \neq i_{0}$ is $\omega(q)=q$.

## Example

Let $\beta=-3$ and let $D=\{\overline{2}, \cdots, 2\}$. Below is the on-line finite automaton with delay 1 realizing addition in this system. ${ }^{2}$ Take $x=020 \overline{2}$ and $y=02 \overline{1} \overline{2}$. Then $x+y=04 \overline{1} \overline{4}$. We have in the automaton $i_{0} \xrightarrow{0 / \varepsilon} 0 \xrightarrow{4 / \overline{1}} 1 \xrightarrow{\overline{1} / 1} \overline{1} \xrightarrow{\overline{4} / 0} \overline{1}$ and $\omega(\overline{1})=\overline{1}$, thus $x+y=\overline{1} 10 \overline{1}$.

[^1]

In the case that $\beta=-2$, the previous algorithm does not apply. We give a special algorithm for that case, which can be extended to any even $b$ together with a minimally redundant digit set, and which is analoguous to the Chow and Robertson algorithm for base $2[\mathrm{CR}]$.

Proposition 3. Let $\beta=-b$, where $b=2 a$, a being an integer $\geq 1$, and let $D=\{\bar{a}, \cdots, a\}$. Then addition base $-b$ can be realized in parallel in constant time with a window of length 2 . Addition is computable by an on-line finite state automaton with delay 2 , and $4 a^{2}+2 a+3$ states.

Proof. For $0 \leq k \leq n-1$, let $z_{k}=x_{k}+y_{k} \in E=\{\bar{b}, \cdots, b\}$ as above. If $a+1 \leq z_{k} \leq b$, let $c_{k+1}=\overline{1}$ and $r_{k}=z_{k}-b$. If $-b \leq z_{k} \leq-a-1$, let $c_{k+1}=1$ and $r_{k}=b+z_{k}$. If $z_{k}=a$, and if $z_{k-1}<0$ then let $c_{k+1}=\overline{1}$ and $r_{k}=\bar{a}$ else let $c_{k+1}=0$ and $r_{k}=a$. If $z_{k}=-a$, and if $z_{k-1}>0$ then let $c_{k+1}=1$ and $r_{k}=a$ else let $c_{k+1}=0$ and $r_{k}=-a$. If $\left|z_{k}\right| \leq a-1$, let $c_{k+1}=0$ and $r_{k}=z_{k}$. Then we have $z_{k}=\beta c_{k+1}+r_{k}$. Let $s_{k}=r_{k}+c_{k}$ for $0 \leq k \leq n-1$ and $s_{n}=c_{n}$. Clearly $x+y=\sum_{k=0}^{n} s_{k} \beta^{k}$. We have to show that $s_{k} \in \bar{D}$. When $a+1 \leq\left|z_{k}\right| \leq b$, whatever the value of $z_{k-1}$ is, we get $\left|r_{k}\right| \leq a-1$ and $\left|c_{k}\right| \leq 1$, thus $\left|s_{k}\right| \leq a$. If $z_{k}=a$, and if $z_{k-1}<0$ then $r_{k}=\bar{a}$ and $c_{k}=0$ or 1 , thus $s_{k}=-a$ or $-a+1$ and thus belongs to $D$. If $z_{k}=a$ and $z_{k-1} \geq 0$, then $r_{k}=a$ and $c_{k}=-1$ or 0 , and so $s_{k}=a-1$ or $a$. The case $z_{k}=-a$ is symmetric. If $\left|z_{k}\right| \leq a-1, r_{k}=z_{k}$ and $\left|c_{k}\right| \leq 1$, thus $s_{k} \in D$.

The construction of the on-line automaton will be given in the full paper.
In [Ko] it is shown that digit set conversion can be very useful in Computer Arithmetic. Here we have the following.

Corollary 4. The digit set conversion in base -b between numbers written with digits in the canonical digit set $A$ into their representation with digits in $D$ is computable in parallel in constant time, and computable by an on-line finite
automaton. The inverse conversion, from $D$ to $A$, cannot be computed on-line, but in LSDF mode only (with a sequential finite state automaton).

In the same spirit, in [Al], it is shown that conversion between numbers written in base $b, b$ integer $\geq 2$, with digit set $A=\{0, \cdots, b-1\}$ into their representation in base $-b$ with the same digit set is computable by a LSDF sequential finite state automaton. We show the following.

Proposition 5. Let $b$ be an integer $\geq 2$. The conversion from base $b$ and digit set $A=\{0, \cdots, b-1\}$ into base $-b$ and digit set $D=\{\bar{a}, \cdots, a\}$, whith $a+1 \leq$ $b \leq 2 a$, is computable by a LSDF sequential finite state automaton. The inverse conversion is also computable by a LSDF sequential finite state automaton.

## 4 Complex number systems

## Base $\beta=i \sqrt{b}$

Let $\beta=i \sqrt{b}$, where $b$ is an integer $\geq 2$. Any complex number is uniquely representable in base $\beta$ with digits in the canonical digit set $A=\{0, \cdots, b-1\}$ (see [K1], [KS], [Gi]). Note that when $b$ is a perfect square, $b=c^{2}, c$ integer $\geq 2$, cases $\beta=c i$ as well as $\beta=-c i$ are included in the general case. Most studied cases are $\beta=2 i$ and $A=\{0, \cdots, 3\}$, strongly related to base -4 , and $\beta=i \sqrt{2}$ and $A=\{0,1\}([\mathrm{K} 1, \mathrm{~K} 2])$.

Let $j$ be an integer $\geq 0$, possibly infinite, and let $k \geq 0$. Since $\beta^{2}=-b$, we have

$$
\begin{gathered}
\left(a_{2 k} \cdots a_{0} \cdot a_{-1} \cdots a_{-2 j}\right)_{\beta}= \\
\left(a_{2 k} a_{2 k-2} \cdots a_{0} \cdot a_{-2} \cdots a_{-2 j}\right)_{-b}+i \sqrt{b}\left(a_{2 k-1} a_{2 k-3} \cdots a_{1} \cdot a_{-1} \cdots a_{-2 j+1}\right)_{-b}
\end{gathered}
$$

Thus, if $z=x+i y \in \mathbf{C}, x$ and $y$ in $\mathbf{R}$, the $\beta$-representation of $z$ can be obtained by interleaving the $-b$-representation of $x$ and the $-b$-representation of $y / \sqrt{b}$.

Proposition 6. Addition in base $\beta=i \sqrt{b}, b \geq 2$, with digits in $A=\{0, \cdots, b-$ $1\}$ is computable by a LSDF sequential finite state automaton. It cannot be computed on-line.

Proposition 7. Let $\beta=i \sqrt{b}$, where $b$ is an integer $\geq 2$, let $a=\lfloor b / 2\rfloor+1$ and let $D=\{\bar{a}, \cdots, a\}$. Then addition in base $\beta=i \sqrt{b}$ can be realized purely in parallel in constant time. Addition is computable by an on-line finite state automaton with delay 2 and $(2 a-1)^{2}+2$ states.

Proof. We define $z_{k} \in E=\{\overline{(2 a)}, \cdots,(2 a)\}$ as above. If $a \leq z_{k} \leq 2 a$, let $c_{k+2}=\overline{1}$ and $r_{k}=z_{k}-b$. If $-2 a \leq z_{k} \leq-a$, let $c_{k+2}=1$ and $r_{k}=b+z_{k}$. If $\left|z_{k}\right| \leq a-1$, let $c_{k+2}=0$ and $r_{k}=z_{k}$. In any case, $\left|c_{k}\right| \leq 1$ and $\left|r_{k}\right| \leq b-a \leq a-1$.

Thus, $z_{k}=\beta^{2} c_{k+2}+r_{k}$. Let us put $s_{k}=r_{k}+c_{k}$ for $0 \leq k \leq n-1, s_{n}=c_{n}$, and $s_{n+1}=c_{n+1}$. We have $x+y=\sum_{i=0}^{n+1} s_{k} \beta^{k}$ with $\left|s_{k}\right| \leq a$.

The construction of the on-line automaton will be given in the full paper.
We now consider the minimally redundant digit set associated to $\beta=i \sqrt{b}$ when $b$ is even.

Proposition 8. Let $\beta=i \sqrt{b}$, where $b \geq 2$ is even, let $a=b / 2$ and let $D=$ $\{\bar{a}, \cdots, a\}$. Then addition base $\beta=i \sqrt{b}$ can be realized in parallel in constant time with a window of length 3 . Addition is computable by an on-line finite state automaton with delay 3 and about $b^{4}$ states.

Proof. Define $z_{k} \in E=\{-b, \cdots, b\}$ as above. If $a+1 \leq z_{k} \leq 2 a$, let $c_{k+2}=\overline{1}$ and $r_{k}=z_{k}-b$. If $-2 a \leq z_{k} \leq-a-1$, let $c_{k+2}=1$ and $r_{k}=b+z_{k}$. If $z_{k}=a$ and if $z_{k-2}<0$, let $c_{k+2}=\overline{1}$ and $r_{k}=\bar{a}$ else let $c_{k+2}=0$ and $r_{k}=a$. If $z_{k}=\bar{a}$ and if $z_{k-2}>0$, let $c_{k+2}=1$ and $r_{k}=a$ else let $c_{k+2}=0$ and $r_{k}=\bar{a}$. If $\left|z_{k}\right| \leq a-1$, let $c_{k+2}=0$ and $r_{k}=z_{k}$. In any case, $\left|c_{k}\right| \leq 1$ and $\left|r_{k}\right| \leq a$. We have $z_{k}=\beta^{2} c_{k+2}+r_{k}$. Let $s_{k}=r_{k}+c_{k}$ for $0 \leq k \leq n-1, s_{n}=c_{n}$, and $s_{n+1}=c_{n+1}$. Then $x+y=\sum_{i=0}^{n+1} s_{k} \beta^{k}$.

If $a+1 \leq\left|z_{k}\right| \leq 2 a$, then $\left|r_{k}\right| \leq a-1$. Since $\left|c_{k}\right| \leq 1,\left|s_{k}\right| \leq a$. If $\left|z_{k}\right| \leq a-1$, we get $\left|s_{k}\right| \leq a$. Let $z_{k}=a$ and $z_{k-2}<0$. Thus $r_{k}=-a$ and $c_{k}=1$ or 0 , so $s_{k} \in D$. If $z_{k}=a$ and $z_{k-2} \geq 0$, then $r_{k}=a, c_{k}=\overline{1}$ or 0 , thus $s_{k} \in D$. The case $z_{k}=\bar{a}$ is similar.
Corollary 9. The digit set conversion in base $\beta=i \sqrt{b}$ between numbers written with digits in $A$ into their representation with digits in $D$ is computable in parallel in constant time, and computable by an on-line finite automaton. The inverse conversion, from $D$ to $A$ cannot be computed on-line, but in LSDF mode only (with a sequential finite automaton).

Base $\beta=-b+i$
We now consider base $\beta=-b+i$, where $b$ is an integer $\geq 1$. It is known ( $[\mathrm{KS}],[\mathrm{Pe}]$ ) that any complex number is uniquely representable in base $\beta=-b+i$ with $A=\left\{0, \cdots, b^{2}\right\}$ for canonical digit set. The case $\beta=-b-i$ is the same. Every following property is satisfied by both bases. Recall that addition in base $\beta=-b+i, b \geq 1$, with digits in $A=\left\{0, \cdots, b^{2}\right\}$ is computable by a LSDF sequential finite state automaton [Sa].

Remark that $(-1+i)^{4}=-4$, but that for any $b \geq 2$, there is no integer $k \neq 0$ such that $(-b+i)^{k}$ is an integer. Thus, from now on, we treat only of the case $\beta=-1+i$ and $A=\{0,1\}$. The minimally redundant digit set for base $-1+i$ is $\{\overline{1}, 0,1\}$, but it is an open problem to give a practical algorithm performing addition in parallel for this digit set (see [NM]). Since $(-1+i)^{2}=-2 i$, it is natural to take $D=\{\overline{2}, \cdots, 2\}$ as a digit set leading to a redundant number system.

Proposition 10. Addition in base $\beta=-1+i$ and digit set $D=\{\overline{2}, \cdots, 2\}$ can be realized in parallel in constant time with a window of length 5. Addition is computable by an on-line finite state automaton with delay 5 , and about $5^{6}$ states.

Proof. Let $z_{k} \in E=\{\overline{4}, \cdots, 4\}, 0 \leq k \leq n-1$. If $z_{k}=4$, let $c_{k+4}=\overline{1}, r_{k}=0$. If $z_{k}=\overline{4}$, let $c_{k+4}=1, r_{k}=0$. If $\bar{z}_{k}=3$, let $c_{k+4}=\overline{1}, r_{k}=\overline{1}$. If $z_{k}=\overline{3}$, let $c_{k+4}=1, r_{k}=1$. If $z_{k}=2$ and if $z_{k-4}<0$, let $c_{k+4}=\overline{1}$ and $r_{k}=\overline{2}$ else $c_{k+4}=0$ and $r_{k}=2$. If $z_{k}=\overline{2}$ and if $z_{k-4}>0$, let $c_{k+4}=1$ and $r_{k}=2$ else $c_{k+4}=0$ and $r_{k}=\overline{2}$. If $\left|z_{k}\right| \leq 1$, let $c_{k+4}=0$ and $r_{k}=z_{k}$. We have $z_{k}=\beta^{4} c_{k+4}+r_{k}$. Let $s_{k}=c_{k}+r_{k}$.

If $3 \leq\left|z_{k}\right| \leq 4$, or $\left|z_{k}\right| \leq 1$, then in any case $\left|r_{k}\right| \leq 1$ and $\left|c_{k}\right| \leq 1$. thus $\left|s_{k}\right| \leq 2$. If $z_{k}=2$ and $z_{k-4}<0$, we have $r_{k}=\overline{2}$ and $c_{k}=1$ or 0 , thus $\left|s_{k}\right| \leq 1$. If $z_{k}=2$ and $z_{k-4} \geq 0$, then $r_{k}=2$ and $c_{k}=\overline{1}$ or 0 , thus $\left|s_{k}\right| \leq 2$. The case $z_{k}=\overline{2}$ is symmetric.

Remark. Conversion in base $-1+i$ between digit set $A=\{0,1\}$ and $D=$ $\{\overline{2}, \cdots, 2\}$ is not on-line computable, but is computable by a LSDF sequential finite state automaton.
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