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Abstract

This paper shows that certain basic descriptions of the time-dependent behavior of the M/M/1 queue have very simple representations as mixtures of exponentials. In particular, this is true for the busy-period density, the probability that the server is busy starting at zero, the expected queue length starting at zero and the autocorrelation function of the stationary queue-length process. In each case the mixing density is a minor modification of a beta density. The last two representations also apply to regulated or reflected Brownian motion (RBM) by virtue of the heavy-traffic limit. Connections are also established to the classical spectral representations of Ledermann and Reuter (1954) and Karlin and McGregor (1958) and the associated trigonometric integral representations of Ledermann and Reuter, Vaulot (1954), Morse (1955), Riordan (1961) and Takács (1962). Overall, this paper aims to provide a more unified view of the M/M/1 transient behavior and show how several different approaches are related.
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1. Introduction

A fundamental result for the M/M/1 queue and more general birth-and-death processes is the spectral representation of the probability transition function $P_{ij}(t)$; see Ledermann and Reuter [23], Karlin and McGregor [17,18] and van Doorn [33]. This spectral representation is an explicit representation as a (not necessarily nonnegative) mixture of exponentials, i.e.,

$$P_{ij}(t) = \pi_j \int_0^\infty e^{-xt} q_i(x) q_j(x) \ d\Phi(x)$$

(1.1)

where $\pi_0 = 1$ and $\pi_j = (\lambda_0 \ldots \lambda_{j-1})/(\mu_1 \ldots \mu_j)$ with $\lambda_j$ the birth rate and $\mu_j$ the
death rate in state $j$, $q_i(x)$ is a recursively defined system of polynomials in $x$ satisfying orthogonality relations

$$\pi_j \int_{0}^{\infty} q_i(x) q_j(x) \, d\Phi(x) = \delta_{ij} \tag{1.2}$$

with $\delta_{ij} = 1$ if $i = j$ and 0 otherwise, and $\Phi(x)$ is a positive measure on $[0, \infty)$ called the spectral measure. However, even for the M/M/1 queue, the explicit representation (1.1) is fairly complicated, yielding orthogonal polynomials $q_i(x)$ related to the Chebycheff polynomials of the second kind. For example, from (1.1) it is not obvious that there is a convenient representation for the mean queue length at time $t$. One purpose of this paper is to show how the explicit representation (1.1) for the M/M/1 queue can be further exploited. For example, we show that tractable expressions can be obtained for the moments.

A second purpose of this paper is to point out that several M/M/1 quantities of interest have remarkably simple spectral representations. In particular, this is true for the busy-period density, the probability that the server is busy starting at zero, the mean queue length starting at zero and the (auto) correlation function of the stationary queue-length process. If $g(t)$ denotes one of these functions, then it has a representation

$$g(t) = \int_{\tau_1}^{\tau_2} y^{-1} e^{-t/y} w(y) \, dy, \quad t \geq 0, \tag{1.3}$$

where the mixing density $w(y)$ in (1.3) is a simple modification of a four-parameter beta density ($\beta(p, q) = \beta(p, q, \tau_1, \tau_2)$), i.e., $w(y) = Af(y)/y^k$ for constants $A$ and $k$ where $f(y)$ is the beta density

$$f(y) = \frac{\Gamma(p + q)}{\Gamma(p) \Gamma(q)} \frac{(y - \tau_1)^{p-1} (\tau_2 - y)^{q-1}}{\tau_2 - \tau_1} \left( \frac{y - \tau_1}{\tau_2 - \tau_1} \right)^{p+q-1}, \quad \tau_1 \leq y \leq \tau_2, \tag{1.4}$$

with $\Gamma(p)$ being the gamma function; see Ch. 24 of Johnson and Kotz [15]. These simple spectral representations facilitate calculation by numerical integration and they improve our understanding of the M/M/1 transient behavior. Moreover, these simple M/M/1 spectral representations imply corresponding simple spectral representations for the first moment function starting at zero and the correlation function of regulated or reflecting Brownian motion (RBM).

In fact, a simple spectral representation for the M/M/1 busy-period distribution was already obtained by Karlin and McGregor in (6.4) of [18], but it doesn't seem to be sufficiently well appreciated. We indicated how to obtain this particular M/M/1 result directly without getting involved in the full spectral theory (theorem 3.1 below). In fact, our argument coincides with Keilson and Kooharian's analysis of the probability of emptiness in M/M/1 on p. 110 of [21]. The other simple spectral representations follow immediately from the busy-period representation by exploiting relations that we established in [3–5]. (Our recent papers [1–5] do not discuss spectral representations; here we provide connections
between our recent results and the earlier literature.) In fact, all four spectral representations follow immediately from any one, by virtue of these relations. First, the probability that the server is busy at time \( t \) when the system starts empty, \( 1 - P_{00}(t) \), is connected to the busy-period cdf \( B(t) \) by the remarkable relation \( 1 - P_{00}(t) = \rho B(t) \), as shown in corollary 4.2.3 of [4]. (As indicated in section 6, this relation can be explained to a large extent by duality; see Chapter 3 of [33]. From this relation, Keilson and Kooharian's result in [21] can be obtained from Karlin and McGregor [18], while our theorem 3.1 can be obtained from either [18] or [21].) The other two quantities are connected to \( B(t) \) via stationary-excess relations, as indicated in section 4 below. We also obtain a new proof of the spectral representation for the transition function \( P_{ij}(t) \) in (1.1) for the \( M/M/1 \) queue starting with the spectral representation for the busy-period distribution; see (6.5), (6.7) and section 8. We show that our proof of (1.1) starting from the busy-period distribution is very natural by relating it to the associated process introduced by Karlin and McGregor [18]; see section 10.

The RBM spectral representations emerge in the limit as \( \rho \to 1 \) where \( \rho \) is the traffic intensity. The connection to RBM is made transparent by using an appropriate time scaling. For the RBM correlation function, an equivalent simple spectral representation was already obtained by Ott [28]; also see Woodside, Pagurek and Newell [35]. Woodside et al. show how the simple spectral representation can be exploited to obtain accurate numerical results by numerical integration. In fact, several papers have recently proposed other techniques for performing numerical calculations to describe the transient behavior of the \( M/M/1 \) queue [8,12,13,16,31], but it appears that numerical integration (e.g., by Simpson's rule) using integral representations is a better way to proceed. (However, the generalized \( Q \)-functions in [12,13] seem useful to obtain very high accuracy.) The advantages of integral representations for generating numbers for the \( M/M/1 \) queue seems to have been first discovered and applied by Morse [26].

Given the simple spectral representations developed here, it is evident that considerable unanticipated simplification occurs when you compute the mean directly from the probability transition function in (1.1) via \( \sum_{j=1}^{\infty} j P_{0j}(t) \). We show how this simplification and others occur via relationships for the Chebycheff polynomials of the second kind. In other words, we also show how the new simple spectral representation can be obtained directly from the general spectral representation (1.1) by establishing appropriate properties of the Chebycheff polynomials; see theorems 5.3, 6.2 and 7.1.

We began this research to see if we might discover how our recent results in [1-5] are connected to the earlier literature on spectral representations. We found that the nice \( M/M/1 \) structure in [1-5] is indeed reflected by a corresponding nice structure in the spectral representations, and that these results can also be deduced relatively directly from the spectral theory. Inevitably our goal expanded to trying to better understand the connections among several different results and methods for the \( M/M/1 \) queue. To reflect what we learned, this paper contains a
certain amount of expository material, which we hope will help others understand the literature. To a large extent, the M/M/1 queue is a solved problem, but we believe that a better understanding of the solution is still needed.

The rest of this paper is organized as follows. We provide background on the M/M/1 queue in section 2. We derive the simple spectral representation for the busy-period density in section 3. We derive the associated simple spectral representations for the mean queue length starting at zero and the correlation function in section 4. We also obtain the corresponding results for RBM there.

In section 5 we begin to establish connections to (1.1) by establishing the spectral representation for the first-passage-time density from \(n\) to 0, i.e., the \(n\)-fold convolution of the busy-period density. In section 6 we derive the spectral representation for the transition function \(P_{0n}(t)\) and consider the direct evaluation of the mean \(\sum_{n=1}^{\infty}nP_{0n}(t)\) from (1.1) and [18]. In section 7 we obtain relatively simple spectral representations for all moments of the queue length starting at \(i\), giving explicit integral representations for the first two. In section 8 we obtain a new derivation of (1.1), based on a relation between the first passage times up and the orthogonal polynomials \(q_i(x)\). In section 9 we established connections to the trigonometric integral representations due to Ledermann and Reuter [23], Vaulot [34] and Riordan [29], Morse [26] and Takács [32]. Finally, in section 10 we discuss the role of the associated birth-and-death process, which is used extensively in [18].

2. The M/M/1 model with time scaling

Let \(Q(t)\) represent the queue length (including the customer service, if any) at time \(t\) in the M/M/1 model. Let the service rate be 1, so that the arrival rate coincides with the traffic intensity \(\rho\). Assume that \(\rho < 1\), so that the system is stable with \(Q(t)\) converging in distribution to \(Q(\infty)\) as \(t \to \infty\), where \(P(Q(\infty) = k) = (1 - \rho)^k\rho^k, k \geq 0\).

As in [3-6], we further scale time by \(2\theta^2 = 2/(1 - \rho)^2\); i.e., we consider \(Q(2t/(1 - \rho)^2)\) and let \(P_{ij}(t)\) be the time-scaled transition function

\[
P_{ij}(t) = P\left(Q\left(\frac{2t}{(1 - \rho)^2}\right) = j \mid Q(0) = i\right).
\]

The time scaling in (2.1) is a very important part of the story; we use it throughout the paper. It is significant that the first-order effect of the single parameter \(\rho\) is captured by this time scaling. As discussed in section 2.2 of [3], the time-scaling captures the heavy-traffic behavior as \(\rho \to 1\). In particular, the family of processes \((2^{-1}(1 - \rho)Q(2t/(1 - \rho)^2); t \geq 0)\) indexed by \(\rho\) converges to canonical RBM, having drift coefficient \(-1\) and diffusion coefficient 1, as \(\rho \to 1\).

We start by focusing on the busy-period distribution. Let \(B(t)\) be the time-scaled busy-period cdf (cumulative distribution function); let \(B^c(t) = 1 - B(t)\) be
the complementary busy-period cdf; and let \( b(t) \) be the density. Let \( \hat{B}^c(s) \) and \( \hat{b}(s) \) be the associated Laplace transforms, which are

\[
\hat{b}(s) \equiv \int_0^\infty e^{-st}b(t) \, dt = z_1(s) = \left[ 1 - \theta + \theta^2 s - \theta \Psi(s) \right]/\rho
\]

\[
\hat{B}^c(s) = 2\theta/[1 + \theta s + \Psi(s)], \tag{2.2}
\]

where

\[
\theta = (1 - \rho)/2, \quad \Psi(s) = \left[ 1 + 2(1 - \theta) s + (\theta s)^2 \right]^{1/2}
\]

\[
r_1(s) = \Psi + (1 - \theta s), \quad r_2(s) = \Psi - (1 - \theta s) \tag{2.3}
\]

\[
\rho z_1 = 1 - \theta r_1, \quad \rho z_2 = 1 + r_2
\]

\[
r_1 r_2 = 2s, \quad \rho z_1 z_2 = 1 \quad \text{and} \quad \rho (1 - z_2)(z_2 - 1) = 2\theta^2 s.
\]

The functions \( z_1 \equiv z_1(s) \) and \( z_2 \equiv z_2(s) \) are the two roots of the basic quadratic equation \( \rho z^2 - (1 + \rho + 2\theta^2 s)z + 1 = 0. \)

Kendall [22], pp. 168–171, first showed that the Laplace transform \( \hat{b}(s) \) in (2.2) can be inverted to obtain the representation (in our time scale)

\[
b(t) = \frac{1}{t^\rho} e^{-t/\tau} \left[e^{-\tau I_1(\nu)}\right], \quad t \geq 0, \tag{2.4}
\]

where \( I_1(\nu) \) is a modified Bessel function of the first kind (p. 377 of [7]),

\[
\tau = \left[\frac{1 + \sqrt{\rho}}{2}\right]^2 \quad \text{and} \quad \nu = t\theta^{-2} \sqrt{\rho}. \tag{2.5}
\]

The parameter \( \tau \) in (2.5) is the time-scaled relaxation time. Interesting probabilistic and algebraic derivations of (2.4) have been given by Champernowne [14] and Massey [25].

3. The spectral and mixing densities of the busy-period density

We start with the busy-period density \( b(t) \) and define two representations

\[
b(t) = \int_{r_1}^{r_2} e^{-tx}\phi(x) \, dx, \quad t \geq 0, \tag{3.1}
\]

for \( 0 < r_1 < r_2 < \infty \) and

\[
b(t) = \int_{r_1}^{r_2} y^{-1} e^{-t/y} w(y) \, dy, \quad t \geq 0, \tag{3.2}
\]

for \( 0 < r_1 < r_2 < \infty \). We call \( \phi(x) \) in (3.1) the spectral density and \( w(y) \) in (3.2) the mixing density; \( \phi(x) \) in (3.1) averages the exponential rates \( x \), while \( w(y) \) averages the exponential means or times \( y \). (Since \( \rho B(t) = 1 - P_{00}(t) \) and \( q_0(x) = 1 \), it is easy to see that \( \phi(x) \) in (3.1) is the density of the spectral measure \( \Phi(x) \) in (1.1), but \( \Phi \) also has an atom at the origin; see (6.5).)
From what we have done here, we do not yet know that (3.1) and (3.2) are
valid, for any \( \phi(x) \) and \( w(y) \), but we will show that they are. (This also follows
from (6.4) of [18].) Given that (3.1) and (3.2) hold, the spectral density \( \phi(x) \) and
the mixing density \( w(y) \) are easily related through the change of variables
\( y = 1/x \), so that

\[
\phi(x) = x^{-2}w(x^{-1}) \quad \text{and} \quad \phi(x) = x^{-2}w(x^{-1})
\]

and the limits of integration in (3.1) and (3.2) are related by

\[
r_1 = \tau_2^{-1} \quad \text{and} \quad r_2 = \tau_1^{-1}.
\]

Hence, it suffices to consider only one of (3.1) and (3.2). For interpretation, we
prefer (3.2) because it relates directly to the relaxation time. Indeed, the upper
limit of integration \( \tau_2 \) in (3.2) is the relaxation time. Moreover, (3.1) and (3.2) can
easily be used to describe the asymptotic behavior as \( t \to \infty \), e.g., via Laplace's
method; see p. 86 of Olver [27].

**THEOREM 3.1**

Representations (3.1) and (3.2) are valid with

\[
\tau_1 = \frac{(1 - \sqrt{\rho})^2}{2}, \quad \tau_2 = \frac{(1 + \sqrt{\rho})^2}{2}
\]

\[
\phi(x) = \frac{(1 - \rho)}{2\pi \rho} \frac{\sqrt{(1 - \tau_1 x)(\tau_2 x - 1)}}{x}, \quad \tau_2^{-1} \leq x \leq \tau_1^{-1},
\]

\[
w(y) = \frac{(1 - \rho)}{2\pi \rho} \frac{\sqrt{(y - \tau_1)(\tau_2 - y)}}{y^2}, \quad \tau_1 \leq y \leq \tau_2.
\]

The densities \( \phi \) and \( w \) in (3.6) and (3.7) have similar properties; e.g., both are
unimodal and concave; the derivatives are strictly decreasing from \( +\infty \) at the
lower limit to \( -\infty \) at the upper limit. The modes of \( \phi(x) \) and \( w(y) \) are
\( 2/(1 + \rho) \) and \( (3(1 + \rho) - (1 + 34\rho + \rho^2)/4 \), respectively. Sample values for the
case \( \rho = 0.75 \) appear in table 1. As noted in [6], \( w(y) \) has relatively little mass
near its upper limit \( \tau_2 \), so that we should not be surprised that simple approxima-
tions based on the relaxation time \( \tau_2 \) do not perform well.

Before proving theorem 3.1, we show how it can be discovered and proved
from the moments of the busy-period, which we know (theorem 3.2 of [4] or
section 2.5 of [6]). In particular, it is easy to see that the \( k \)th moment of \( w(y) \) is
the \( k \)th moment of \( b(t) \), say \( m_k \), divided by \( k! \). Similarly, it is easy to see that the
\( k \)th moment of \( \phi(x) \) is expressed via the derivatives of \( b(t) \) as

\[
\int_{r_1}^{r_2} x^k \phi(x) \, dx = (-1)^{k-1} b^{(k-1)}(0), \quad k \geq 2.
\]
Table 1
Sample values of the M/M/1 busy-period spectral density \( \phi(x) \) in (3.6) and mixing density \( w(y) \) in (3.7) for the case \( \rho = 0.75 \).

<table>
<thead>
<tr>
<th>( x )</th>
<th>( \phi(x) ) in (3.6)</th>
<th>( y )</th>
<th>( w(y) ) in (3.7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.574</td>
<td>0.000</td>
<td>0.009</td>
<td>0.0</td>
</tr>
<tr>
<td>0.60</td>
<td>0.019</td>
<td>0.010</td>
<td>22.1</td>
</tr>
<tr>
<td>0.75</td>
<td>0.039</td>
<td>0.012</td>
<td>26.6</td>
</tr>
<tr>
<td>1.00</td>
<td>0.0456</td>
<td>0.015</td>
<td>24.0</td>
</tr>
<tr>
<td>1.14</td>
<td>0.0461</td>
<td>0.03</td>
<td>11.2</td>
</tr>
<tr>
<td>1.25</td>
<td>0.0460</td>
<td>0.10</td>
<td>2.05</td>
</tr>
<tr>
<td>1.50</td>
<td>0.045</td>
<td>0.50</td>
<td>0.17</td>
</tr>
<tr>
<td>2.00</td>
<td>0.042</td>
<td>1.00</td>
<td>0.05</td>
</tr>
<tr>
<td>10.0</td>
<td>0.021</td>
<td>1.50</td>
<td>0.01</td>
</tr>
<tr>
<td>100.0</td>
<td>0.002</td>
<td>( \tau_2 = 1.74 )</td>
<td>0.00</td>
</tr>
<tr>
<td>( \tau_1^{-1} = 111.0 )</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

However, from theorem 9 of [5], we can express the derivatives \( b^{(k)}(0) \) in terms of the moments as

\[
(-1)^{k-1} b^{(k-1)}(0) = \frac{m_{k+1}}{(k+1)! \theta^{2k+1}}, \quad k \geq 2.
\]  

Therefore, we have determined both \( \phi(x) \) and \( w(y) \) via their moment sequences. We can thus identify them by solving this moment problem.

In fact, we first discovered the simple spectral representation for the RBM correlation function by precisely this moment matching approach. As we show in section 4, the mixing density for the RBM correlation function is a beta \( \beta(\frac{3}{2}, \frac{3}{2}, 0, 2) \) density symmetric around the mode 1. All moments for this beta distribution are given in (7) on p. 40 of [15]. We first discovered theorem 4.2 below by recognizing that the moments of the mixing density coincide with the moments of the beta \( \beta(\frac{3}{2}, \frac{3}{2}, 0, 2) \) density.

**Proof of theorem 3.1**

We determine \( \phi(x) \) in (3.6) by a judicious partial evaluation of the Bromwich integral for the inversion of the Laplace transform \( \hat{b}(s) \) in (2.2), i.e.,

\[
b(t) = \frac{1}{2\pi i} \int_{-i\infty}^{+i\infty} \hat{b}(s) e^{st} \, ds,
\]  

as in (7) on p. 289 on Bailey [9]. First note that \( \Psi(s) \) in (2.3) can immediately be expressed as

\[
\Psi(s) = \sqrt{(\tau_1 s + 1)(\tau_2 s + 1)}.
\]
Because the singularities of \( \hat{b}(s) \) are on the negative real axis, we can replace the contour by a loop which starts at infinity on the negative real axis, stays below the negative real axis, goes round the origin counter-clockwise and returns above the axis to its starting point. The singularities of \( \hat{b}(s) \) are a branch point at \( s_1 = -\tau_1^{-1} \), a branch point at \( s_2 = -\tau_2^{-1} \) and a branch cut from \( s_1 \) to \( s_2 \). Therefore, we can further deform the loop contour to two lines which coincide with the upper and lower edges of the branch cut. Hence we have

\[
b(t) = \frac{1}{2\pi i} \int_{s_1}^{s_2} \frac{\theta \Psi(s)}{\rho} e^{st} ds + \frac{1}{2\pi i} \int_{s_2}^{s_1} \frac{\theta \Psi(s)}{\rho} e^{st} ds. \tag{3.12}
\]

Let \( s = e^{-i\sigma}x \) in the first integral and let \( s = e^{+i\sigma}x \) in the second integral. Then we find

\[
b(t) = \int_{\tau_2}^{\tau_1} \frac{\theta}{\pi \rho} (1-\tau_1)\sqrt{(1-\tau_1)(\tau_2 x - 1)} e^{-x t} \, dx. \]

**Second proof of theorem 3.1**

Starting with (3.1), note that the Laplace transform \( \hat{b}(s) \) coincides with the Stieltjes transform of the spectral density \( \phi(x) \), say \( \phi(s) \), see p. 15 of [30]; i.e.,

\[
\hat{b}(s) = \int_0^\infty e^{-st}b(t) \, dt = \phi(s) = \int_0^\infty \frac{x}{s+\phi(x)} \, dx \tag{3.13}
\]

which can be inverted by

\[
x\phi(x) = \lim_{\epsilon \to 0} \frac{1}{2\pi i} \left[ \phi(-x - i\epsilon) - \phi(-x + i\epsilon) \right]
\]

\[
= \frac{\theta}{\rho} \lim_{\epsilon \to 0} \frac{1}{2\pi i} \left[ \phi(-x + i\epsilon) - \phi(-x - i\epsilon) \right]
\]

\[
= \frac{\theta}{\rho \pi} \sqrt{(1-\tau_1)x(\tau_2 x - 1)} \tag{3.14}
\]

4. Related quantities via the stationary-excess relations

As in [3–5], let \( H_1(t) \) be the time-scaled mean queue length starting at zero, divided by the steady-state limit, and let \( c_q(t) \) be the time-scaled (auto) correlation function of the stationary \( M/M/1 \) queue-length process. From theorems 1 and 5 of [5], we know that \( c_q(t) \) coincides with the time-scaled second moment of the \( M/M/1 \) virtual-waiting time process starting at zero, divided by its steady-state limit, denoted by \( V_2^2(t) \). The functions \( H_1(t) \) and \( V_2^2(t) \) are bonafide cdf's (cumulative distribution functions) with proper density functions, denoted by
The key stationary-excess relations established in corollary 3.1.3 of [3] and theorem 1 of [5] are

\[ h_1(t) = \frac{B^c(t)}{\theta} = \theta^{-1} \int_t^\infty b(s) \, ds, \quad t \geq 0, \quad (4.1) \]

\[ v_2(t) = c'_q(t) = 2H_1^q(t) = 2 \int_t^\infty h_1(s) \, ds, \quad t \geq 0. \quad (4.2) \]

From (4.1), (4.2) and theorem 3.1 we immediately obtain spectral representations for \( h_1(t) \) and \( v_2(t) \).

**THEOREM 4.1**

The M/M/1 densities \( h_1(t) \) and \( v_2(t) \) have the representations

(a) \[ h_1(t) = \int_{r_1}^{r_2} e^{-\lambda t} \phi_1(x) \, dx = \int_{r_1}^{r_2} y^{-1} e^{y/\theta} w_1(y) \, dy \quad (4.3) \]

where

\[ \phi_1(x) = \frac{\phi(x)}{\theta x} = \frac{1}{\pi \rho} \frac{\sqrt{(1-\tau_1 x)(\tau_2 x-1)}}{x^2}, \quad r_1 \leq x \leq r_2, \]

\[ w_1(y) = \frac{y w(y)}{\theta} = \frac{1}{\pi \rho} \frac{\sqrt{(y-\tau_1)(\tau_2-y)}}{y}, \quad \tau_1 \leq y \leq \tau_2, \quad (4.4) \]

for \( r_1, r_2, \tau_1, \tau_2 \) in (3.4) and (3.5);

(b) \[ v_2(t) = \int_{r_1}^{r_2} e^{-\lambda t} \phi_2(x) \, dx = \int_{r_1}^{r_2} y^{-1} e^{y/\theta} w_2(y) \, dy \quad (4.5) \]

where

\[ \phi_2(x) = \frac{2 \phi_1(x)}{x} = \frac{2 \phi(x)}{\theta x^2} = \frac{2}{\pi \rho} \frac{\sqrt{(1-\tau_1 x)(\tau_2 x-1)}}{x^3}, \quad r_1 \leq x \leq r_2, \]

\[ w_2(y) = 2 y w_1(y) = \frac{2 y^2 w(y)}{\theta} = \frac{2}{\pi \rho} \frac{\sqrt{(y-\tau_1)(\tau_2-y)}}{y}, \quad \tau_1 \leq y \leq \tau_2. \quad (4.6) \]

**REMARKS**

(4.1) The mixing density \( w_2(y) \) in (4.6) is a four-parameter beta density \( \beta(\frac{3}{2}, \frac{1}{2}, \tau_1, \tau_2) \) as in (1.4) symmetric around \((1+\rho)/2\). Thus \( w_2(y) \) is a beta density, while \( w_1(y) = w_2(y)/2y \) and \( w(y) = 2\theta w_2(y)/y^2 \).

(4.2) Bailey obtained something close to the simple spectral representation for the mean queue length in (31) of [10]. After time scaling, \( G(\lambda, 0, t) \) there is \( \rho H_1^c(t)/2\theta \).

(4.3) Additional links can easily be added to the stationary-excess chain. Obviously all integrals and derivatives of \( b(t) \) have simple spectral representations obtained directly from (3.1), (3.2) and theorem 3.1. In fact, the associated
process considered in section 10 adds a meaningful fourth link to $V_2(t)$, $H_1(t)$ and $B(t)$; see (10.11).

We immediately obtain the corresponding RBM spectral representations from theorem 4.1 by letting $\rho \to 1$. The scaling in (2.1) makes the limit canonical RBM with drift coefficient $-1$ and diffusion coefficient 1. Note that $\tau_1 \to 0$ and $\tau_2 \to 2$ as $\rho \to 1$ in (3.5). Convergence to proper limits as $\rho \to 1$ can be rigorously justified in several ways; it suffices to apply corollary 5.2.2 (a) of [4]. Direct derivations from [1] are also not difficult.

**THEOREM 4.2**

The RBM densities $h_1(t)$ and $v_2(t)$ can be represented as in (4.3) and (4.5) with

$$
\phi_1(x) = \frac{\sqrt{2(1-x)}}{\pi x^2}, \quad \frac{1}{2} \leq x < \infty,
$$

$$
w_1(y) = \frac{\sqrt{2-y}}{\pi y}, \quad 0 \leq y \leq 2, \quad \left(\beta\left(\frac{1}{2}, \frac{3}{2}\right)\right)
$$

$$
\phi_2(x) = \frac{2\sqrt{2(1-x)}}{\pi x^3}, \quad \frac{1}{2} \leq x < \infty
$$

$$
w_2(y) = \frac{2}{\pi} \sqrt{y(2-y)}, \quad 0 \leq y \leq 2, \quad \left(\beta\left(\frac{3}{2}, \frac{1}{2}\right)\right).
$$

**REMARKS**

(4.4) The representation for $v_2(t)$ in (4.5) for RBM via the mixing density $w_2(y)$ was obtained previously by Ott [28] and Woodside et al. [35]: Since the variance of equilibrium RBM is $1/4$, the RBM covariance function $C(t)$ is represented by

$$
C(t) = \frac{1}{4} \int_{-\infty}^{\infty} e^{-\frac{2}{\pi} \sqrt{y(2-y)}} \, dy = \left(\frac{2}{\pi}\right) \int_0^1 e^{-t/2} \sqrt{y(1-y)} \, dy, \quad t \geq 0,
$$

with the last step due to the change of variables $z = y/2$.

(4.5) The gamma density with mean and shape parameter $1/2$,

$$
\gamma(t) = (2\pi t)^{-1/2} e^{-t/2}, \quad t \geq 0,
$$

and its stationary-excess density $\gamma_e(t)$, which are fundamental building blocks for RBM, appearing in (4.2) and (4.4) of [1] and theorem 9.1 (e) of [4], also can be represented as mixtures of exponentials with beta mixing densities. For $\gamma(t)$ and $\gamma_e(t)$ the mixing densities are $1/\pi \sqrt{y(2-y)}$ which is $\beta(1/2, 1/2)$ and $\sqrt{y}/\pi \sqrt{2-y}$ which is $\beta(3/2, 1/2)$, respectively.
5. Spectral representation for convolutions of busy-period densities

Let \( f(t; n, 0) \) represent the density of the first-passage time from \( n \) to 0 in the time-scaled M/M/1 queue, i.e., the \( n \)-fold convolution of the busy-period density \( b(t) \). Since convolution does not preserve representation as a probabilistic mixture of exponentials \([20]\), we should not expect to get such a representation for \( f(t; n, 0) \) and indeed we do not.

We first establish a recursion for \( f(t; n, 0) \).

**THEOREM 5.1**

The first-passage-time densities satisfy

\[
\rho f(t; n + 1, 0) = (1 + \rho) f(t; n, 0) + 2\theta^2 f'(t; n, 0) - f(t, n - 1, 0),
\]

\( n \geq 1 \),

(5.1)

where \( f(t, 0, 0) = 0 \).

**Proof**

The recursion (5.1) follows from the basic law of motion. From the basic quadratic equation after (2.3),

\[
\rho z_1^2 - (1 + \rho + 2\theta^2 s) z_1 + 1 = 0
\]

(5.2)

or

\[
\rho z_1^{n+1} = (1 + \rho + 2\theta^2 s) z_1^n - z_1^{n-1}, \quad n \geq 1,
\]

(5.3)

with \( z_1^0 = 1 \). Since \( z_1^n \) is the Laplace transform of \( f(t; n, 0) \) by (2.2) and \( sz_1^n \) is the Laplace transform of \( f'(t; n, 0) \), the result follows. □

We now obtain the spectral representation for \( f(t; n, 0) \); this constitutes a new proof of (6.6) on p. 103 of Karlin and McGregor \([18]\). The representation is expressed in terms of the Chebycheff polynomials of the second kind, denoted by \( U_n(\alpha) \); see p. 256–259 of Magnus et al. \([24]\); e.g., \( U_{-1}(\alpha) = 0 \), \( U_0(\alpha) = 1 \), \( U_1(\alpha) = 2\alpha \), \( U_2(\alpha) = 4\alpha^2 - 1 \), \( U_3(\alpha) = 8\alpha^3 - 4\alpha \) and

\[
U_{n+1}(\alpha) = 2\alpha U_n(\alpha) - U_{n-1}(\alpha), \quad n \geq 1.
\]

(5.4)

**THEOREM 5.2**

The first-passage-time density can be represented as

\[
f(t; n, 0) = \int_{\tau_1}^{\tau_n} \phi(x, n) x e^{-xt} \, dx, \quad t \geq 0,
\]

(5.5)

where \( \tau_1 \) and \( \tau_2 \) are given in (3.5) and

\[
\phi(x, n + 1) = \rho^{-n/2} U_n(\alpha(x)) \phi(x)
\]

(5.6)
with \( \phi(x) \) the spectral density in (3.6),
\[
\alpha(x) = \frac{1 + \rho - 2\theta^2 x}{2\sqrt{\rho}}
\]  
(5.7)
and \( U_n(\alpha), n \geq 1 \), are the Chebycheff polynomials of the second kind in (5.4).

**Proof**

Assume (5.5) and apply the recursion in theorem 5.1 to get
\[
\rho \phi(x, n + 1) = (1 + \rho - 2\theta^2 x) \phi(x, n) - \phi(x, n - 1), \quad n \geq 1,
\]  
(5.8)
with \( \phi(x, 1) = \phi(x) \). Solving the second-order difference equation (5.8) for fixed \( x \) gives (5.6), as can be checked by substitution, using (5.4).  

Note that
\[
\phi(x, 2) = \frac{(1 + \rho - 2\theta^2 x)}{\rho} \phi(x)
\]  
(5.9)
which is negative for \( x > (1 + \rho)/2\theta^2 \), so indeed negative weights occur when \( n \geq 1 \).

We now indicate how to apply theorem 5.2 to obtain the spectral representation for \( h_1(t) \) in theorem 4.1(a). By corollary 3.1.3 of [3],
\[
h_1(t) = \sum_{n=1}^{\infty} \frac{\rho^n}{\rho} f(t; n, 0),
\]  
(5.10)
which implies that
\[
\phi_1(x) = \frac{\phi(x)}{\theta x} = \sum_{n=1}^{\infty} 2\theta \rho^{n-1} \phi(x, n).
\]  
(5.11)

Given theorems 4.1 and 5.2, (5.11) is equivalent to the following relation among the Chebycheff polynomials of the second kind, which we establish directly.

**THEOREM 5.3**

For the Chebycheff polynomials \( U_n(\alpha) \) in (5.4) with \( \alpha(x) \) in (5.7),
\[
\sum_{n=1}^{\infty} \rho^{(n-1)/2} U_{n-1}(\alpha(x)) = \frac{1}{2\theta^2 x}.
\]  
(5.12)

**Proof**

Apply the generating functions for \( U_n(\alpha) \), p. 259 of Magnus et al. [24]. Since
\[
\sum_{n=0}^{\infty} U_n(\alpha) z^n = 1/(1 - 2\alpha z + z^2),
\]
\[
\sum_{n=1}^{\infty} \rho^{(n-1)/2} U_{n-1}(\alpha(x)) = \frac{1}{1 - 2\alpha(x)\sqrt{\rho}/\rho + \rho} = \frac{1}{2\theta^2 x}.
\]
6. The spectral representations for $P_{on}(t)$ and $P_{n0}(t)$

In [4] we saw that the M/M/1 transition functions $P_{on}(t)$ and $P_{n0}(t)$ have nice structure not present for the general case $P_{jn}(t)$. In this section we relate $P_{on}(t)$ to Karlin and McGregor [18] and use it to obtain a direct evaluation of the mean $m_1(t, 0) = \sum_{n=1}^{\infty} nP_{on}(t)$, and thus an alternate proof of theorem 4.1(a).

(Recall that $H_1(t) = m_1(t, 0)/m_1(\infty, 0)$.)

Since $P_{ij}(t) = \rho^{j-i}P_{ji}(t)$ by reversibility as in (4.3) of [4], results for $P_{on}(t)$ also translate immediately into results for $P_{n0}(t)$. From corollary 4.2.2 of [4],

$$P_{on}(t) = (1 - \rho)\rho^n - \rho^nF^c(t; n, 0) + \rho^{n+1}F^c(t; n + 1, 0) \quad (6.1)$$

where $F^c(t; n, 0)$ is the complementary cdf associated with $f(t; n, 0)$.

**REMARK 6.1**

It is significant that (6.1) is a minor modification of what can be obtained in general from the dual process; see chapter 3 of van Doorn [33]. The dual birth-and-death process, denoted by an asterisk, is constructed from the original by defining new birth and death rates $\lambda_n^*$ and $\mu_n^*$ in terms of the old ones by $\lambda_n^* = \mu_{n+1}$ and $\mu_n^* = \lambda_n$. Since $\lambda_0 > 0$, $\mu_0^* > 0$ so that the dual process has an absorbing state at $-1$. In general, the original process and dual are related by

$$P_{on}(t) = F^*(t; n - 1, -1) - F^*(t; n - 1). \quad (6.2)$$

The special M/M/1 structure (homogeneity) then enables us to convert (6.2) into (6.1). First, by symmetry, obviously

$$F^*(t; n, -1) = F_n(t; 0, n + 1) \quad (6.3)$$

where $F_n(t; 0, n)$ is the first-passage-time cdf for the extension of the original M/M/1 process to all integers by removing the barrier at 0. Next, by reversibility and homogeneity,

$$F_n(t; 0, n) = \rho^nF(t; n, 0), \quad (6.4)$$

as shown in the proof of theorem 1.4 in [1].

From (6.1) and theorem 5.2, we immediately obtain a spectral representation for $P_{on}(t)$.

**THEOREM 6.1**

$$P_{on}(t) = (1 - \rho)\rho^n - \int_{\tau_1}^{\tau_2} \psi(x, n)x e^{-xt} \, dx, \text{ where } \tau_1, \tau_2 \text{ are given in (3.5)},$$

$$\psi(x, n) = \left[ \phi(x, n) - \phi(x, n + 1) \right]/x$$

and $\phi(x, n)$ is given in (5.6).

It is interesting to relate theorem 6.1 to Karlin and McGregor [18]. From (6.1) on p. 101 and 5.4 on p. 98 of [18] or (6.4.2) on p. 65 and theorem 6.2.5 on p. 54 of
[33], we obtain

$$P_n(t) = (1 - \rho) + \int_{\tau_1^{-1}}^{\tau_1} \rho^{n+1} q_n(x) \phi(x) e^{-x t} \, dx \quad (6.5)$$

where $q_n(x)$ are the orthogonal polynomials for M/M/1, so that

$$-q_n(x) \phi(x) = \frac{1}{\rho} \phi(x, n) - \phi(x, n + 1) \quad (6.6)$$

and

$$q_n(x) = \rho^{n/2} U_n(\alpha(x)) - \rho^{-(n+1)/2} U_{n-1}(\alpha(x)) \quad (6.7)$$

for $\alpha(x)$ in (5.7), which is equivalent to (5.5) on p. 99 of [18], but in somewhat cleaner form.

**REMARK 6.2**

Formulas (6.5) and (6.7) may not seem to be convenient for numerical calculation because $\alpha(x)$ in (5.7) depends on $x$. At first glance, it might seem that we have to apply (6.7) for each of the uncountably many $x$ in the interval $[\tau_1^{-1}, \tau_1^{-1}]$, but this is not necessary, because we can represent $U_n(\alpha)$ as a polynomial in $\alpha$ of the form $c_{n0} + c_{n1} \alpha + \cdots + c_{nn} \alpha^n$ and use (5.4) to obtain a finite recursion for the coefficients, namely, $c_{00} = 1$, $c_{10} = 0$, $c_{11} = 2$, $c_{20} = -1$, $c_{21} = 0$, $c_{22} = 4$ and $c_{n+1,j} = 2c_{n,j-1} - c_{n-1,j}$ for $0 \leq j \leq n + 1$ and $n \geq 3$. Alternatively, for any birth-and-death process we can use the basic recursion for the polynomials $q_i(x)$ to obtain a recursion for their coefficients. Indeed, for the M/M/1 queue in our time scaling, it is easy to see that

$$q_n(-x) = 1 + \rho^{-n} \sum_{k=1}^{n} a_{nk}(2\theta^2 x)^k \quad (6.8)$$

where $a_{n1} = 1$, $a_{n1} = \sum_{k=1}^{n} k\rho^{k-1}$ and

$$a_{n+1,j} = (1 + \rho) a_{nj} + a_{n,j-1} - \rho^{-1} a_{n-1,j}. \quad (6.9)$$

We now consider a direct evaluation of the mean starting at zero. Given theorem 4.1(a), what we want to establish is

$$m_1(t, 0) = \sum_{n=1}^{\infty} nP_{0n}(t)$$

$$= \frac{\rho}{1 - \rho} H_1(t) = \frac{\rho}{1 - \rho} - \int_{\tau_1^{-1}}^{\tau_1} \frac{\rho}{1 - \rho} \phi(x) e^{-x t} \, dx. \quad (6.10)$$

Given (6.5), it suffices to establish the following relation for the orthogonal polynomials

$$\sum_{n=1}^{\infty} n\rho^{n+1} q_n(x) = -\frac{\rho}{2\theta^2 x}. \quad (6.11)$$

We establish (6.11) directly via the following result.
THEOREM 6.2
\[ \sum_{n=1}^{\infty} n \rho^n q_n(x) = -1/2 \theta^2 x. \]

Proof
Apply (6.7) and theorem (5.3) to get
\[ \sum_{n=1}^{\infty} n \rho^n q_n(x) = \sum_{n=1}^{\infty} n \rho^n \left[ \rho^{-n/2} U_n(\alpha) - \rho^{-(n+1)/2} U_{n-1}(\alpha) \right] \]
\[ = -\sum_{n=0}^{\infty} \rho^{n/2} U_n(\alpha) = -1/2 \theta^2 x. \]

7. More moment spectral representations

We now show that the simplification provided by theorem 6.2 extends to all higher moments. As in [3], it is convenient to work with factorial moments. For this purpose, let \( n_{(r)} = n(n-1) \cdots (n-r+1) \). The following result is proved just like theorem 6.2.

THEOREM 7.1
\[ \sum_{n=r}^{\infty} n_{(r)} \rho^n q_n(x) = - r \sum_{n=r-1}^{\infty} n_{(r-1)} \rho^{n/2} U_n(\alpha) \]
\[ = -r \rho^{(r-1)/2} \frac{d^{r-1}}{dz^{r-1}} (1 - 2az + z^2)^{-2} \]
for \( \alpha = \alpha(x) \) in (5.7) and \( z = \sqrt{\rho} \). For \( r = 2 \),
\[ \sum_{n=2}^{\infty} n(n-1) \rho^n q_n(x) = \frac{4\sqrt{\rho} (\alpha - z)}{(1 - 2az + z^2)^2} \frac{-1 + \theta x}{\theta x^2}. \] (7.1)

Let \( H_2(t) \) be the second moment starting at zero divided by the limit as \( t \to \infty \). We can apply theorem 7.1 to obtain the following representations in terms of the moment cdf's \( H_1(t) \) and \( V_2(t) \) treated in section 4. (These are equivalent to (3.14) of [3].)

COROLLARY 7.1
\[ \sum_{n=1}^{\infty} n(n-1) P_{0n}(t) = \frac{2\rho}{(1 - \rho)^2} V_2(t) - \frac{2\rho}{1 - \rho} H_1(t) \]
\[ m_2(t, 0) = \sum_{n=1}^{\infty} n^2 P_{0n}(t) = \frac{2\rho}{(1 - \rho)^2} V_2(t) - \frac{\rho}{1 - \rho} H_1(t), \]
and

\[ H_2(t) = \frac{2}{1 + \rho} V_2(t) - \frac{1 - \rho}{1 + \rho} H_1(t). \]

From (6.3) and theorems 6.2 and 7.1, we also obtain finite integral representations for the first two moments starting in any state \( i \). For computational purposes, we can perform the integration either directly after determining the polynomial \( q_i(x) \) by a finite recursion on the coefficients as indicated in remark 6.1 above or indirectly after making a change of variables to obtain

**COROLLARY 7.2**

\[
m_1(t, i) = \sum_{n=1}^{\infty} n P_{in}(t) = \frac{\rho}{1 - \rho} - \rho \int_{\tau_1}^{\tau_i} q_i(x) \frac{\phi(x)}{2\theta^2 x} e^{-xt} \, dx
\]

\[
= \frac{\rho}{1 - \rho} \left[ 1 - \int_{\tau_1}^{\tau_i} q_i(x) \phi_i(x) e^{-xt} \, dx \right]
\]

and

\[
m_2(t, i) = \sum_{n=1}^{\infty} n^2 P_{in}(t)
\]

\[
= \frac{\rho(1 + \rho)}{(1 - \rho)^2} - \rho \int_{\tau_1}^{\tau_i} q_i(x) \left[ \frac{1}{\theta^3 x^2} - \frac{1}{2\theta^2 x} \right] \phi(x) e^{-xt} \, dx
\]

\[
= \frac{\rho(1 + \rho)}{(1 - \rho)^2} \left[ 1 - \int_{\tau_1}^{\tau_i} q_i(x) \left[ \frac{2\phi_2(x) + (1 - \rho)\phi_1(x)}{1 + \rho} \right] e^{-xt} \, dx \right].
\]

For the first moment starting in \( i \), we need not apply the representation for \( P_{in}(t) \) in (6.3). Instead we can apply the decomposition from section 6 of [4], namely,

\[
m_1(t, i) = m_1(t, 0) + iG_1^c(t, i)
\]

(7.2)

where

\[
iG_1^c(t, i) = \sum_{n=1}^{i} F^c(t; n, 0)
\]

(7.3)

with \( F^c(t; n, 0) \) being the complementary cdf associated with the density \( f(t; n, 0) \) in section 5. From theorem 5.2,

\[
F^c(t; n, 0) = \int_{\tau_1}^{\tau_i} \rho^{-(n-1)/2} U_{n-1}(\alpha(x)) \phi(x) e^{-xt} \, dx.
\]

(7.4)

On the other hand, from corollary 7.2,

\[
iG_1^c(t, i) = \rho \int_{\tau_1}^{\tau_i} \left[ 1 - q_i(x) \right] \frac{\phi(x)}{2\theta^2 x} e^{-xt} \, dx.
\]

(7.5)
We connect (7.4) and (7.5) by the following relation, which we again establish directly.

**THEOREM 7.2**

\[ 1 - q_i(x) = 2 \theta^2 x \sum_{n=1}^{i} \rho^{-(n+1)/2} U_{n-1}(\alpha(x)). \]

**Proof**

Use (5.7), (5.4) and then (6.5) to express the right side as

\[
\left( 1 + \frac{1}{\rho} - \frac{2\alpha}{\sqrt{\rho}} \right) \sum_{n=1}^{i} \frac{U_{n-1}(\alpha(x))}{\rho^{(n-1)/2}}
\]

\[
= \sum_{n=1}^{i} \left( \frac{U_{n-1}(\alpha)}{\rho^{(n-1)/2}} + \frac{U_{n-1}(\alpha)}{\rho^{(n+1)/2}} - \frac{U_{n}(\alpha)}{\rho^{n/2}} - \frac{U_{n-2}(\alpha)}{\rho^{n/2}} \right)
\]

\[ = 1 - \frac{U_i(\alpha)}{\rho^{i/2}} + \frac{U_{i-1}(\alpha)}{\rho^{(i+1)/2}} = 1 - q_i(x). \]

We conclude this section by noting that integral representations for the moments \( m_k(t, i) \) can also be obtained from section 8 of [4]. There it is shown that \( m_k(t, i) \) can be expressed as a polynomial in terms of \( P_{i0}(t) \) and its first \((k-1)\) derivatives.

### 8. The probability transition function and the first passage times up

In theorem 6.1 we directly obtained the spectral representation for \( P_{in}(t) \) in (6.5) for the special case \( i = 0 \). We now show how we can treat the general case.

We start with an elementary relation among Laplace transforms given in theorem 4.3 of [4], namely,

\[ \hat{P}_{in}(s) = \hat{P}_{on}(s) / \hat{f}(s; 0, i) \text{ for } i < n; \]

i.e., to be in state \( n \) starting at 0, you must pass through state \( i \) for a first time.

The key connection is provided by the following expression for the Laplace transform of the first passage times up in terms of the orthogonal polynomials.

**THEOREM 8.1**

\[ \hat{f}(s; 0, i) = 1/q_i(-s). \]

**Proof**

By theorem 3.4 of [4],

\[ \hat{f}(s; 0, n) = \frac{r_1 + r_2}{r_1 z_1^n + r_2 z_2^n} \]
for \( r_i \) and \( z_i \) in (2.3). Thus,

\[
\frac{1}{\hat{f}(s; 0, n)} = A(s)z_1^n + B(s)z_2^n
\]

(8.3)

where \( A(s) \) and \( B(s) \) are independent of \( n \). Since \( z_1 \) and \( z_2 \) are roots of the basic quadratic equation (5.2), their powers satisfy the basic recursion (5.3), which can be expressed as

\[
z^n = \frac{2\alpha(-s)}{\sqrt{\rho}} z^{n-1} - \frac{z^{n-2}}{\rho}, \quad n \geq 2,
\]

(8.4)

for \( z_0 = 1 \) and \( \alpha(x) \) in (5.7). From (5.4), we see that the Chebychev polynomials divided by \( \rho^{n/2} \) satisfy the same recursion, i.e.,

\[
\frac{U_{n+1}(\alpha)}{\rho^{(n+1)/2}} = 2\frac{\alpha}{\sqrt{\rho}} \frac{U_n(\alpha)}{\rho^{n/2}} - \frac{1}{\rho} \frac{U_{n-1}(\alpha)}{\rho^{(n-1)/2}}, \quad n \geq 0.
\]

(8.5)

However, since

\[
\frac{1}{\hat{f}(s; 0, 1)} = \frac{\rho + 2\theta^2 s}{\rho} = \frac{2\alpha(-s)}{\sqrt{\rho}} - \frac{1}{\rho} \frac{U_1(\alpha)}{\rho^{1/2}} - \frac{1}{\rho} \frac{U_0(\alpha)}{\rho^{0/2}},
\]

\[
\frac{1}{\hat{f}(s; 0, n)} = \frac{U_n(\alpha)}{\rho^{n/2}} - \frac{1}{\rho} \frac{U_{n-1}(\alpha)}{\rho^{(n-1)/2}} = q_n(-s).
\]

Reasoning as in (8.1), we have

\[
\hat{f}(s; 0, n) = \hat{f}(s; 0, i)\hat{f}(s; i, n) \quad \text{for } 1 \leq i \leq n - 1,
\]

(8.6)

so that we can deduce the following additional consequence.

**COROLLARY 8.1**

For \( 1 \leq i \leq n - 1 \), \( \hat{f}(s; i, n) = q_i(-s)/q_n(-s) \).

We now apply theorem 8.1 to give a new proof of the M/M/1 spectral representation (6.5) for the case \( i \neq 0 \). Combining (8.1) and theorem 8.1, we obtain

\[
\hat{p}_{in}(s) = q_i(-s)\hat{p}_{0n}(s) \quad \text{for } i < n.
\]

(8.7)

Since \( q_i(-s) \) is a polynomial of the form \( a_0 + a_1 s + a_2 s^2 + \ldots + a_k s^k \) and multiplication by \( s^k \) with transforms is tantamount to taking the \( k \)th derivative, we can write

\[
P_{in}(t) = q_i(-D)P_{0n}(t)
\]

(8.8)

where \( D \equiv \frac{d}{dt} \) is the differential operator. (Necessarily \( a_0 = 1 \) and \( a_k = 0 \) for \( k > i \), as can be proved by induction.) Since \( q_i(-D)e^{-st} = q_i(x)e^{-xt} \), we obtain the desired (6.5).
We treat $i > n$ by reversibility: $P_n(t) = \rho^{-n}P_n(t)$. For $i = n$, we use the fact that $\sum_{n=0}^{\infty} \rho^{n+1}q_n(x) = 1$ (reasoning as in theorem 6.2) to obtain
\[
P_n(t) = 1 - \sum_{n=0}^{\infty} P_n(t) = \int q_i(x) \left( \sum_{n=0}^{\infty} \rho^{n+1}q_n(x) \right) \phi(x) e^{-xt} dx
\]
\[
= 1 - \int q_i(x) \left[ 1 - \rho^{i+1}q_i(x) \right] \phi(x) e^{-xt} dx
\]
\[
= \int \rho^{i+1}q_i(x)^2 \phi(x) e^{-xt} dx. \quad (8.9)
\]

REMARK 8.1

We have just used theorem 8.1 to establish the spectral representation (1.1). If we take the spectral representation (1.1) as having been established for general birth-and-death processes, then we can reverse the argument to deduce theorem 8.1 and (8.7)-(8.9) for general birth-and-death processes. In fact, this was done by Karlin and McGregor; see p. 378 of [19]. Theorem 8.1 can also be shown to be a special case of a result by Brown and Shao [11]. They show that the distribution of the first passage time from 0 to $n$ can be expressed solely in terms of the eigenvalues of the $n \times n$ submatrix of the infinitesimal generator matrix associated with states 0, 1, ..., $n-1$ (without a separate calculation of the eigenvalues).

9. Trigonometric integral representations

In this section we relate the spectral and Bessel function representations for the busy period distribution in sections 2 and 3 to trigonometric integral representations. The first $M/M/1$ trigonometric integral representations were obtained in 1954 by Ledermann and Reuter [23] for the busy-period density $b(t)$ and associated quantities; see (4.10) on p. 365. At the same time, Vaulot [34] independently obtained a trigonometric integral representation for the complementary waiting-time cdf in the $M/M/1$ queue with the last-come first-served (LCFS) service discipline. In 1961 Riordan [29] observed that this $M/M/1$-LCFS waiting-time complementary cdf coincides with the $M/M/1$ busy-period complementary cdf; also see pp. 64, 108 and 114 of [30]. In our time scale, the representation is
\[
B^c(t) = \frac{1}{\pi} \int_{0}^{\pi} \frac{(\sin x)^2}{\gamma(x)} e^{-\gamma(x)\sqrt{\rho} t} dx \quad (9.1)
\]
where
\[
\gamma(x) = \left( 1 + \rho - 2\sqrt{\rho} \cos x \right)/2. \quad (9.2)
\]
It should be apparent that, just like (3.1) and (3.2), (9.1) is convenient for obtaining numerical results by numerical integration. (Indeed a simple trapezoidal rule with 200 points produces an absolute error of order $10^{-7}$ for $\rho \leq 0.85$. For $\rho > 0.85$ you need more points near the mode.)

From section 4, it is evident that the mean queue length and the correlation function also have trigonometric integral representations. Indeed trigonometric integral representations for the probability transition functions $P_{ij}(t)$ in (1.1) and the correlation function were discovered in 1955 by Morse [26]. Trigonometric integral representations for (1.1) and the mean queue length are given in chapter 1 of Takács [32]. Ledermann and Reuter [23] and Takács [32] obtain their trigonometric representations by considering the truncated M/M/1 model with a finite waiting room. It is significant that the associated integral representations for the truncated model constitute approximating Riemann sums for the integral representations in the standard M/M/1 model. Thus, to consider an approximation with a finite waiting room, as Stern [31] does, is tantamount to performing a certain numerical integration of the standard M/M/1 integral representations.

To go from the Kendall Bessel-function representation (2.4) to the Ledermann-Reuter-Vaulot trigonometric integral representation (9.1) we can exploit a basic trigonometric property of the Chebychev polynomials

$$U_n(\cos y) = \frac{\sin(n+1)y}{\sin y};$$

see p. 257 of [24] and p. 98 of [18]. Since $\alpha(x)$ in (5.7) appears as an argument of $U_n$, we let $\cos y = \alpha(x)$, which is equivalent to $x = (1 + \rho - 2\sqrt{\rho} \cos y)/2\theta^2$.

From (2.4), we obtain

$$B^c(t) = \int_t^\infty \frac{1}{\sqrt{\rho} x} e^{-x(1+\rho)/2\theta^2} I_1\left(\frac{\sqrt{\rho} x}{\theta^2}\right) \, dx$$

by applying (3.5) and $\tau_1\tau_2 = \theta^2$. By 9.6.18 in [7],

$$I_1\left(\frac{\sqrt{\rho} x}{\theta^2}\right) = \frac{\sqrt{\rho} x}{\pi \theta^2} \int_0^\pi (\sin z)^2 e^{\sqrt{\rho} x \cos z/\theta^2} \, dz,$$

so that

$$B^c(t) = \frac{1}{\pi} \int_0^\pi (\sin z)^2 \left[ \int_t^\infty \exp\left(-\frac{x}{2\theta^2} (1 + \sqrt{\rho} \cos z)\right) \, dx \right] \, dz$$

$$= \frac{1}{\pi} \int_0^\pi (\sin z)^2 \left[ \frac{e^{-t(1+\rho-2\sqrt{\rho} \cos z)/2\theta^2}}{(1 + \rho - 2\sqrt{\rho} \cos z)/2} \right] \, dz,$$

which agrees with (9.1).
Now we apply (9.1) to establish theorem 3.1. In (9.1) make the change of variables
\[ y = \frac{2\theta^2}{1 + \rho - \sqrt{\rho} \cos x}. \] (9.7)
We use the following relation

**Lemma 9.1**
\[ \sqrt{(y - \tau_1)(\tau_2 - y)} = \frac{2\theta \sqrt{\rho} \sin x}{1 + \rho - 2\sqrt{\rho} \cos x}. \]

**Proof**
\[
\sqrt{\rho} \sin x = \sqrt{\rho (1 - \cos^2 x)} = \sqrt{\rho (1 - \cos x)(1 + \cos x)}
\]
\[= \sqrt{\sqrt{\rho} - \sqrt{\rho} \cos x \bigg(\sqrt{\rho} + \sqrt{\rho} \cos x\bigg)}
\]
\[= \sqrt{\big(2\sqrt{\rho} - (1 + \rho) + 2\theta^2 y^{-1}\big)\big(2\sqrt{\rho} + 1 + \rho - 2\theta^2 y^{-1}\big)}} \]
\[= \frac{\theta}{y} \sqrt{(y - \tau_1)(\tau_2 - y)}
\]
\[= \left(\frac{1 + \rho - 2\sqrt{\rho} \cos x}{2\theta}\right) \sqrt{(y - \tau_1)(\tau_2 - y)}. \]

Using (9.7) and lemma 9.1, we obtain
\[
B^c(t) = \frac{2}{\rho \pi} \int_0^\pi e^{-\gamma(x)/\theta^2} \frac{\sqrt{\rho} \sin x \sqrt{\rho} \sin x}{(1 + \rho - 2\sqrt{\rho} \cos x)} \, dx
\]
\[= \frac{1}{\pi \rho} \int_{\tau_1}^{\tau_2} e^{-t/y} \frac{\sqrt{(y - \tau_1)(\tau_2 - y)}}{\theta} \frac{\theta^2}{y^2} \, dy
\]
which is the integral form of theorem 3.1.

10. The associated process

Karlin and McGregor's [18] treatment of the M/M/1 queue and the multi-server M/M/s extension is largely based on an associated absorbing birth-and-death process with state zero removed. The fact that the associated process is easier to analyze is closely related to our finding it easier to start with the busy
period density in section 3 and its \( n \)-fold convolution in section 5. However, the value of the associated process seems pretty much limited to the M/M/1 and M/M/2 special cases, as we will show.

To understand the role of the associated process, recall that the spectral representation (1.1) has two parts: existence and construction. For general birth-
and-death processes (subject to appropriate regularity conditions), we know that a spectral representation of the form (1.1) exists. The difficulty is the spectral measure \( \Phi \). In general, we know that a spectral measure \( \Phi \) exists, but it remains to identify it.

However, if the orthogonal polynomials \( q_i(x) \) in (1.1) turn out to be well-studied classical polynomials, then the spectral measure may have already been determined. For example, for the Chebychev polynomials of the second kind \( U_i(y) \), from p. 258 of Magnus et al. [24], we know that

\[
\frac{2}{\pi} \int_{-1}^{1} U_i(y) U_j(y) \sqrt{1 - y^2} \, dy = \delta_{ij}.
\]  

An important observation made by Karlin and McGregor is that in general the spectral measure can be identified through the transition probability \( P_{00}(t) \). Since \( \pi_0 = q_0(x) = 1 \), \( P_{00}(t) \) in (1.1) is the Laplace-Stieltjes transform of the spectral measure. Moreover, the Laplace transform \( \hat{P}_{00}(s) \) of \( P_{00}(t) \) is the Stieltjes transform of \( \Phi \), say \( \hat{\Phi}(s) \), i.e.,

\[
\hat{P}_{00}(s) = \int_0^\infty e^{-st} P_{00}(t) \, dt = \int_0^\infty \frac{d\Phi(x)}{x + s} \equiv \hat{\Phi}(s).
\]  

For the M/M/1 queue, the associated process turns out to be ideally suited to identify \( P_{00}(t) \) and thus the spectral measure \( \Phi \). Let \( \hat{P}_{ij}(t) \) be the probability of being in state \( j \) at time \( t \) without ever visiting state 0, starting in state \( i \). The associated process is the birth-and-death process on the positive integers with probability transition function \( \hat{P}_{ij}(t) \). As on p. 90 of [18], its generator matrix is obtained from the generator matrix of the original process by deleting the first row and column. For the M/M/1 queue, \( \mu_0 = 0 \) so that all diagonal elements of the generator matrix are identical except the first. When we go to the associated process, this asymmetry is removed: all diagonal elements in the associated generator matrix are identical. This additional symmetry is the key to the nice orthogonal polynomials for the associated process. Thus, we can easily identify \( \hat{P}_{11}(t) \) and its spectral measure, say \( \hat{\Phi} \). In particular, in this case the orthogonal polynomials, say \( \hat{q}_i(x) \), are expressed directly in terms of the Chebychev polynomials of the second kind by

\[
\hat{q}_i(x) = \frac{\Phi(x, i)}{\phi(x)} = \rho^{-(i-1)/2} U_{i-1}(\alpha(x)), \quad i \geq 1,
\]  

for \( \phi(x) \) in (3.6) and \( \phi(x, i) \), \( U_i(\alpha) \) and \( \alpha(x) \) in section 5. (As in [18], we obtain (10.3) by relating the recursion for \( \hat{q}_i(x) \) to the recursion for \( U_i(\alpha) \) in (5.4).) By
making the change of variables \( y = \alpha(x) \) for \( \alpha(x) \) in (5.7), we get the spectral measure \( ^0\Phi \) and the full spectral representation (1.1) for \( ^0P_{ij}(t) \) from (10.1). In particular, with our time scaling,

\[
^0\phi(x) = ^0\Phi'(x) = \frac{\theta^3}{\pi \rho} \sqrt{(\tau_2 x - 1)(1 - \tau_1 x)} = 2\theta^2 x \phi(x) \tag{10.4}
\]

and

\[
^0P_{ij}(t) = \rho^{-1} \int_{\tau_2^{-1}}^{\tau_1^{-1}} e^{-x/\rho} q_i(x)^0 q_j(x)^0 \phi(x) \, dx. \tag{10.5}
\]

For general birth-and-death processes, we express \( P_{00}(t) \) in terms of \( ^0P_{11}(t) \) by decomposing the event of transition from 0 to 0 into the cases of no transition and transition upward plus a return for the first time at time \( u, 0 \leq u \leq t \). Hence, for the Laplace transforms we have the relation

\[
\hat{P}_{00}(s) = \frac{1}{\lambda_0 + \mu_0 + s} + \frac{\lambda_0}{\lambda_0 + \mu_0 + s} \hat{P}_{11}(s) \mu_1 \hat{P}_{00}(s) \tag{10.6}
\]

or

\[
\hat{\Phi}(s) = \int_0^{\infty} \frac{d\Phi(x)}{s + x} = \hat{P}_{00}(s) = \frac{1}{\lambda_0 + \mu_0 + s - \lambda_0 \mu_1 \hat{P}_{11}(s) \mu_1} \tag{10.7}
\]

Equation (10.7) expresses the Stieltjes transform \( \hat{\Phi}(s) \) of the spectral measure \( \Phi \) in terms of the Stieltjes transform \( ^0\hat{\Phi}(s) \) of the associated spectral measure \( ^0\Phi \). In general, this relation seems to be of little use because in general the associated process is just as complicated as the original process. However, for M/M/1 we can solve the associated process. In particular, since the associated process of the associated process is again the associated process, we obtain a quadratic equation for \( ^0\hat{\Phi}(s) \); i.e.,

\[
^0\hat{\Phi}(s) = \frac{1}{\lambda + s - \lambda \mu \hat{\Phi}(s)}, \tag{10.8}
\]

see p. 96 of [18], so that

\[
^0\hat{\Phi}(s) = \frac{\lambda + \mu + s - \sqrt{\lambda + \mu + s - 4\lambda \mu}}{2\lambda \mu} \tag{10.9}
\]

and

\[
\hat{\Phi}(s) = \frac{2(\mu - \lambda - s) + 2\sqrt{(\lambda + \mu + s)^2 - 4\lambda \mu}}{-4\mu s}; \tag{10.10}
\]

see (5.7) and (5.3) of [18].
It turns out that it is even easier to go from the associated process directly to the first passage times down. It is easy to see that in general the first-passage-time density $f(t; i, 0)$ of the original process can be expressed as

$$f(t; i, 0) = P_{ii}(t)\mu_1,$$

(10.11)

so that for the M/M/1 model with our scaling

$$f(t; i, 0) = \frac{1}{2\theta^2} P_{ii}(t) = \frac{1}{2\theta^2} \int_{-\infty}^{\sigma} e^{-xt} q_i(x) \phi(x) \, dx$$

$$= \frac{1}{2\theta^2} \int_{-\infty}^{\sigma} e^{-xt} \phi(x, i) \phi(x) \, dx = \int_{-\infty}^{\sigma} x e^{-xt} \phi(x, i) \, dx$$

(10.12)

as given in theorem 5.2. Since the associated process is easier to analyze and is directly related to the first passage times down, we should thus expect that the first passage times down are easier to analyze than the probability transition function $P_{ij}(t)$, as we have found to be the case. Also note that by virtue of (10.12) $\int_{-\infty}^{\sigma} P_{ii}(t) / 2\theta^2$ is a fourth link in the stationary-excess chain; see Remark 4.3: Paralleling (4.1), $\int_{-\infty}^{\sigma} P_{ii}(t) / 2\theta^2$ is a complementary cdf with $b(t) = \int_{-\infty}^{\sigma} P_{ii}(t) / 2\theta^2$, $t \geq 0$.
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