
Chapter 9
Diagnosing of Diabetic Retinopathy
with Image Dehazing and Capsule
Network

As it was discussed before in Chap. 4, the disease of diabetic retinopathy (DR) ensure
terrible results such as blindness, it has been a remarkablemedical problem examined
recently. Here, especially retinal pathologies can be the biggest problem for millions
of blindness cases seen world-wide [1].When all the cases of blindness are examined
in detail, it was reported that there are around 2 million diabetic retinopathy cases
causing the blindness so that early diagnosis has taken many steps away in terms of
having the highest priority in eliminating or at least slowing down disease factors
(causing blindness) and so that reducing the rates of blindness at the final [2, 3].

Considering Fig. 9.1, which is a more detailed view than the one provided in
Chap. 4, it possible to see state of the retina with the components such as blood
vessels, macula, and the optic disc. As changes over these components are signs of
theDR, the disease can be examined in two stages such non-proliferativeDR (NPDR)
where diabetes causes damages over the blood vessels so that the blood affects
function of the retina negatively, and the proliferative DR (PDR) where normal blood
vessels grow over the retina and may cause to the blindness at the end. Here, NPDR
can lead to different signs of retinopathy called as micro aneurysms (MAs), hard
and soft exudates (EXs), hemorrhages (HMs), and the inter-retinal microvascular
abnormalities (IRMA) [1, 4]. Gathering all signs-states into one hand, it is possible
to talk about five-type DR, as show in Fig. 9.1 [5].

As recalled the diagnosis of DR, it is possible to briefly express some about
alternative research works. Sreejini and Govindan have used optic disc elimination,
exudate segmentation, fovea and macular region localization and then the classifica-
tion of DR. In detail, they employed image processing, an intelligent optimization
technique: Particle Swarm Optimization (PSO), and the Fuzzy C-Means Clustering
[6]. Seoud and his colleagues proposed a grading system, which can automatically
perform a decision-making approach for DR. In their study, they identified a red
lesion to form a probability map regarding the lesion and then get a classification
approach using 35 characteristics combining size as well as probability information
[7].Acharya et al. used a support vectormachinemodel formass screening of diabetic
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Fig. 9.1 Eye retina states in the context of DR: a Normal—bMild NPDR—c Moderate NPDR—
d Severe NPDR—e Prolific DR—f Macular edema [5]

retinopathy, which was done automatically via tissue properties [8]. In another study,
Safitri and Juniati ensured an early detection of micro aneurysms (MA) by removing
candidate sites for MAs within the retinal image, and then classifying the related
regions with a hybrid approach including Gaussian mixing model and a model of
support vector machine [9]. Savarkar and colleagues proposed a method of detecting
MAs by analyzing density values along discrete segments of different directions
centered in the candidate pixel. In this method, the peak values were determined first
and then the feature set was determined and classified [10]. Finally, Akremetal et al.
have a research of diagnosing DR, done with the fractal analysis, and the k-nearest
neighbor (kNN) techniques [11].

In this chapter, the diagnosis ofDRwas solved that timewith theCapsuleNetwork,
which is called also as CapsNet briefly. CapsNet is actually an improved version of
the convolutional neural networks (CNN), which is a widely used deep learning
technique, as employing important advantages of the deep learning [12]. In addi-
tion to the solution in Chap. 4, Deperlioglu and Kose used before a practical image
processing method to improve retinal fundus images including HSV, V transforma-
tion algorithmandhistogramequalization techniques for better classifying the images
(diagnosis) with the CNN [13]. An alternative work with the CNN was also done in
[14], by employing histogram equalization (HE) as well as the contrast limited adap-
tive histogram equalization (CLAHE) for providing better data for the CNN. Also,
there is another alternative use of CNN and development of a diagnosis/decision
support system with no user input, as done by Pratt et al. in [15]. Here, the question
of if CapsNet can improve the results more against especially CNN was tried to be
answered with also alternative use of image processing with a simple technique of
image dehazing accordingly.
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9.1 Materials and Method

In the study, the diagnosis of the DR was done with two-step approach including
image processing and then classification with the CapsNet. For the training/tests, the
Kaggle Diabetic Retinopathy Detection database was chosen as the target data in the
study. The related stages in detail for the DR diagnosis are represented in Fig. 9.2.

9.1.1 Kaggle Diabetic Retinopathy Database for Diagnosis

The database of DR provided in the Kaggle platform is briefly a public set including
over 80,000 colorful fundus images [16]. The first data set consisted of 88,702
colorful fundus images gathered from a total of 44,351 patients. Images were
collected from several primary found centers inCalifornia and elsewherewith various
digital fundus cameras. As all files in jpeg format, the definitions are respectively 433
× 289 pixels to 5184 × 3456 pixels (as the median definition: 3888 × 2592 pixels),
and the related images were uploaded to the EyePACS, which is a DR screening plat-
form [17]. For each eye, the severity of DRwas rated by an expert on the ETDRS [18]
scale. These are respectively ‘absence-of DR’, ‘mild non-proliferative DR (NPDR)’,
‘moderate NPDR’, ‘severe NPDR’ and ‘proliferative DR (PDR) [19].

Fig. 9.2 The stages in detail for the diagnosis of the diabetic retinopathy
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9.1.2 Image Processing

In this study, a simple and fast image enhancement method was used which gives
close performance to mixed methods. This method consists of dark-channel prior
based image dehazing, and also image guided filter.

The dark-channel prior based is a type of statistic for outdoors-free images image
dehazing. It uses the approach of an important observation/most local patches on
outdoor airless images include some pixels with a very low density in at least one-
color channel. Just before, running that in the haze imaging model, the thickness
of the haze and also obtaining of a high-quality haze-free image are possible to be
directly predicted. The dark-channel prior here is just a simple but powerful enough
prior, in order to be used for removal of single image haze. As a result of combining
the haze imaging model with the prior, the removal of single image haze becomes
more effective and in an easier form [20].

After dehazing, a guided filter is used for smoothing the colors and sharping the
edges. The guided filter formed as from a local linear model ensures calculation of
the filtering output, thanks to the contents of a grid image, which may be the input
image itself or another different image. Here, it is possible to use the guided filter
as an edge protector straightening operator, such as the popular bilateral filter, but
has better behavior as close to the related edges. The guided filter can also transfer
the structures of the orientation image to the filtering output so that it enables new
filtering applications such as guided feathering and the dehazing [21].

9.1.3 Classification

The classification approach for diagnosing DR in this study was done with the
Capsule Network (CapsNet), which is an effective, recent deep learning techniques.
The CapsNet has been applied over the related Kaggle database accordingly, after
the image processing phase.

CapsNet is a recent deep learning architecture employing capsules, which are
groups of artificial neurons as the data processing components. CapsNet has been
developed as a solution for the problem of discarding some information (i.e. posi-
tion and the pose of the target object) because of the data routing process seen in
convolutional neural networks (CNN). In a typical CapsNet, each capsule can deter-
mine a single component within the target object, and eventually, all capsules form
the whole structure of the object collaboratively [22–24]. As a typical improvement
of the CNN, CapsNet models include multi-layers. Figure 9.3 represents a typical
structure of the CapsNet [25].
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Fig. 9.3 A typical structure of the capsule network (CapsNet) [25]

9.1.4 Evaluation of the Diagnosis

As used in different medical applications including especially diagnosis, the
following evaluation metrics were used in this study, for evaluating the developed
solution [26]:

Accuracy = (TrP + TrN)/N (1)

Sensitivity = TrP/P (2)

Specificity = TrN/N (3)

Precision = TrP/(TrP + FrP) (4)

Recall = Sensitivity (5)

f _score = 2 ∗ [(Precision ∗ Recall)/(Precision + Recall)] (6)

gmean = sqrt(Sensitivity ∗ Specificity) (7)

In the context of the related equations, TrP and FrP mean respectively as the
total number of true positive, and the total number of false positive regarding the
performed diagnosis. Additionally, TrN and FrN correspond to the total number of
true negative, and the total number of false negatives seen within the diagnosis N
is for the total number of the data/samples, as meaning also sum of positives (P),
and negatives (N). For a specific classification technique, precision of diagnosing
correctly is associated with the ratio of accuracy. On the other hand, the Sensitivity is
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for defining the extent to which the classifier defines target class formation correctly,
and the Specificity is for the separation capability for target classes [27, 28].

9.2 Application and Evaluation

MATLAB r2017a software was used in all image processing and the classifica-
tion/diagnosis processes. In the study, 200 color fundus digital images in the Kaggle
database were used to evaluate the performance of the image processing supporting
CapsNet model. At this point, 200 images including 157 no DR (0), 10 mild NPDR
(1), 27 moderate NPDR (2), 4 severe NPDR (3), and 2 proliferative DR (PDR)
(4) were selected and used accordingly. Consequently, the output classes of the
classification are five such as 0, 1, 2, 3, and 4.

First, image enhancement to these images was performed. Figure 9.4 shows the
images after the image enhancement steps for 46_left.jpeg. In the image processing
studies, entropyvalue andmeanvaluewere examined in order to evaluate the obtained
results. For example, for the “46_left.jpeg” image, the entropy value of the original
image measured is 2.2036. The Entropy value of the improved image increased to
2.6634. Similarly, the mean value regarding the original image is 204.2431. The
mean value of the improved image has increased to 209.6221. Since higher entropy
and mean values mean better visualization, there is improvement in images.

In order to better understand the improvements in the image, only original images
and improved images are shown in Fig. 9.5.

In the context of the DR diagnosis process, the obtained colorful fundus images
were classified by the CapsNet model. In order to design a model for diagnosing the
DR, the CapsNet here consisted of 5 layers at total. These layers are respectively
image input layer (with parameters of [195 322 3]), convolutional layer (3 × 3 ×
256), primary caps (3× 3 × (1 × 256)), fundus caps ((7× 7)× 256), and the output
layer (classification layer).

In the classification/diagnosis, 200 images from the Kaggle database were used
while 80% of these images were for training, and the remaining 20%was for the test.
For randomly selected training and test data, the classification process was repeated
20 times. The obtained findings in terms of the lowest-average-highest values for the
performance evaluation metrics are given in Table 9.1.

Fig. 9.4 The images after the image processing steps
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Fig. 9.5 Original images and improved images

Table 9.1 The lowest, the
average and the highest values
of performance metrics

Criteria Lowest Average Highest

Accuracy 0.9225 0.9484 0.9650

Sensitivity 0.8150 0.8468 0.8800

Specificity 0.9650 0.9823 0.9833

Precision 0.8950 0.8468 0.8800

Recall 0.8150 0.8468 0.8800

F-score 0.8150 0.8468 0.8800

gmean 0.8143 0.8287 0.8406

As it is seen from the obtained findings the combination of the image dehazing
and the CapsNet model has high values in terms of different evaluation metrics. That
can be indicated that the diagnosis solution has a very high sampling, selection and
estimation ability.
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9.3 Results

In this chapter, it is aimed to explain an easymethod instead of creatingDRdiagnostic
methods by not using different heavy-detailed image processing methods and artifi-
cial intelligence techniques. In this context, easy diagnosis of diabetic retinopathy by
defogging of the fundus image using a dark canal priority method and classification
using capsule networks (CapsNet) have been proposed. In order to test the perfor-
mance of the proposed method, an application was created with Kaggle Diabetic
Retinopathy diagnosis database. After image processing, a classification study was
performedwith a CapsNet model. A total of 20 trials were performed and the average
values of the criteria used in performance evaluation were taken. Obtained results
show that the developedmodel a very high sampling, selection and estimation ability.
Thus, the proposed method is very effective and efficient in the diagnosis of DR from
retinal fundus images. For the future works different image processing method can
be added or different variations of the CapsNet can also be implemented.

9.4 Summary

The humankind has always been dealingwith serious disease needing early diagnosis
for better treatment results at end. As the diabetic retinopathy (DR) has the potential
of causing blindness, the associated literature of artificial intelligence has given a
remarkable emphasis for designing diagnosis solutions, which has early diagnosis
mechanism. In order to achieve that, image processing and machine/deep learning
all have great synergy to develop innovative and robust solutions. As similar, this
chapter provided an alternative solution combining image dehazing and the Capsule
Network (CapsNet). The solution provided here is just another example of diag-
nosing DR, as explained before in Chap. 4, too. It can be clearly seen that there are
open ways to derive alternative solutions for trying to improve obtained results. The
solutions provided in both Chap. 4 and this chapter can also be applied for diagnosis
of alternative diseases, which can be diagnosed from image data.

As the chapters past so far provided a general collection of medical decision
support rising over diagnosis processes, there are still manymore alternative research
ways to be done, by considering thewide variety of diseases.Although the humankind
desires a disease-freeworld, that seems impossible because of the chaos in the life and
the nature itself.However, the futurewill be still associatedwith further developments
and alternative solution ideas in the intersection of artificial intelligence and the field
of medical. By considering deep learning and the topic of medical decision support
systems, the final Chap. 10 is devoted to a general discussion on what kind of future
may be shaped thanks to strong relation between deep learning-oriented decision
support solutions and the medical.
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9.5 Further Learning

The readers interested in learning more about medical image analysis and the role
of image processing techniques in this manner are referred to [29–36].

Image processing and deep learning combinations are used in solving many
different medical problems. As a very recent collection for understanding some
about the current state, the readers can read [37–43].

As the world is currently (at the time of finalizing the book) dealing with the
pandemic caused by the COVID-19 virus, there are also some recently published
works focusing on image-based analyzes for coronavirus/COVID-19 diagnosis.
Some of them are [44–49].
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