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Abstract. Salient region is the most prominent object in the scene
which attracts to the human vision system. This paper presents a novel
algorithm that is based on the separated Red, Green and Blue colour
channels. Most prominent regions of all the three channels of RGB colour
model are extracted using mean value of the respective channels. Pix-
els of extracted salient region of RGB channels are counted and then
some specified rules are applied over these channels to generate final
saliency map. To evaluate the performance of the proposed novel algo-
rithm, a standard dataset MSRA-B has been used. The proposed algo-
rithm presents better result and outperformed to the existing approaches.
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1 Introduction

Salient region detection is a challenging research field of the image processing and
computer vision. Human vision system is highly capable to separate the distinct
object in the scene and mostly have a deep focus on the most prominent part
of the scene. The object or portion of the image, which attracts to the human
vision system in first sight is called as salient region or salient object in the
scene. Colours play important role to highlight the salient object in the image.
RGB image has three basic colours red, green, and blue which has contribution
in some specific ratio to complete an image. Image has background as well as
foreground objects. These foreground objects may be the salient object.

Most important issue is to detect these most attractive salient regions in the
image through an intelligent machine. Salient region or salient object detection
reduces computational complexity in the various applications-object detection
and recognition, video and image compression, segmentation, and image classi-
fication.

Proposed algorithm is robust to salient region detection in the image with
the following features:

1. The proposed algorithm is able to detect the saliency region in cluttered
background.
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2. The proposed algorithm is better to extract the correct saliency region with
almost complete portion of the salient object under illumination effects.

3. The proposed algorithm outperformed to almost all the exiting approaches
on the basis quantitative measures - precision and recall.

The rest parts of the paper is arranged as follows: Sect. 2 discusses some
existing approaches for finding salient region, Sect. 3 discusses the proposed
algorithm, Sect. 4 presents the result analysis, and Sect. 5 presents the conclu-
sion.

2 Related Work

This section discusses the progress of the existing approaches of the recent decade
in the field of salient region detection. In the recent years, many salient region
extraction approaches have been developed. Itti et al. [12] introduced saliency
model for rapid scene analysis using orientation, luminance and color opposition.
The works of saliency region findind can be categorized into three ways: i) local-
contrast ii) global-contrast and iii) statistical-learning based models.

Local contrast based approaches detects the salient region by extracting fea-
tures of small regions and higher weightage is assigned to high contrast. Harel
et al. [8] applied Markovian approach check the dissimilarity feature of histogram
of surrounding the center. Goferman et al. [7] utilized both local and global saliency
map to generate final salient region of the image. Klein and Frintrop [15] applied
KL Divergence to compute prominent part and extraction of correct salient region.
Jiang et al. [13] presented saliency based on a super pixel which is multi-scale and
boundary pair that is closed. Yan et al. [23] introduced a hierarchical-model by
applying features based on contrast at different scales of a scene and then fusion is
applied by graphicalmodel. Hou et al. [10] used informative divergence to represent
non-uniform visual information’s distribution of an image. Zhu et al. [26] proposed
an optimization framework for modeling the background measure.

Global contrast based approaches utilize color contrast over the whole image
globally for saliency detection. These approaches are less complex on the basis of
computational complexity. Achanta et al. [2] extracted the saliency with the help
of frequency domain by using luminance and colour of the scene. Cheng et al. [4]
introduced spatial weighted coherence and global contrast differences to extract
salient region. Shen and Wu [22] presented decomposition of low-rank matrix to
extract foreground and background separately. He and Lau [9] exploited bright-
ness of prominent region to generate final saliency map using pairs of flash and
no flash image. Statistical learning based approaches employ models based on
Machine learning. In these methods, accuracy of the saliency map is increased
and complexity of computation is also increased. Wang et al. [21] presented
an auto context model which combined salient region finding and segmentation
using trained classifier. Borji and Itti [3] computed saliency map based on rarity
of different color spaces using local-global patch dictionary learning. Yang et al.
[24] used graph based manifold to assign the rank to regions of image based on
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similarity. Li et al. [16] computed saliency region using sparse and dense repre-
sentation errors of the image region. Jiwhan et al. [14] applied local and global
contrast approach, spatial distribution, center prior and backgroundness as a set
of features for salient region finding. Sikha et al. [20] proposed a hybrid app-
roach for saliency driven transition using DMD to generate saliency map. The
proposed algorithm used colour channels mean and rules on the basis of pixel
count to extract salient region of the image.

Algorithm 1 The proposed algorithm-extraction of R, G, B channels foreground

Require: Image I
Ensure: Salient Region IS
1: Read an Image I
2: Split the image I into R, G, B channel i.e. IR, IG, IB respectively
3: Applied the Gaussian Filter of the IR, IG, IB to remove the noise from each regions

of the channel
4: Compute the mean of each channel R, G, B region i.e. MIR ,MIG ,MIB

5: Compute overall average: MR,G,B =
MIR

+MIG
+MIB

3
6: Compute r and c as rows and columns of an image respectively.
7: for i = 1 to r do
8: for j = 1 to c do
9: if MR,G,B <MIR(i,j) then
10: MIR1 (i,j) ← 1
11: end if
12: if MR,G,B < MIG(i,j) then
13: MIG1 (i,j) ← 1
14: end if
15: if MR,G,B < MIB(i,j) then
16: MIB1 (i,j) ← 1
17: end if
18: end for
19: end for
20: Apply the dilation followed by erosion over MIR1

,MIG1
,MIB1

21: c1 ← 0
22: c2 ← 0
23: c3 ← 0
24: for i = 1 to r do
25: for j = 1 to c do
26: if MIR1

(i, j)==1 then
27: c1 ← c1 + 1
28: end if
29: if MIG1

(i, j)==1 then
30: c2 ← c2 + 1
31: end if
32: if MIB1

(i, j)==1 then
33: c3 ← c3 + 1
34: end if
35: end for
36: end for
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3 Proposed Work

This section presents the functionality of the proposed algorithm that is able to
extract most prominent region of the image. The proposed algorithms is robust
to most prominent region of the image through red, green and blue channels. A
region-based rules are applied over the region of RGB channels to find the salient
region, that is highly focused by human vision system. The proposed approach
consists of two algorithms: Algorithm 1 is responsible to extract the most of the
prominent region of RGB channels which plays important role in the removal of
background details. Output generated by Algorithm 1 is passed to Algorithm 2,
where Algorithm 2 apply rules on count of pixels present in the RGB channels
to decide salient object.

Algorithm 1 presents its well defined steps for background removal which are
non-salient region. Steps 1–5 takes an colored input image, RGB channels are
extracted as IR, IG, IB and gaussian filter is utilized to remove the noise. Mean
of each channel is computed as MIR , MIG , MIB and average of mean of RGB
channels is computed. Dimension r and c is computed to process the image of
any dimension in step 6. Steps 7–19 preserves those pixels of each channels which
are more than the average mean of RGB channels. Morphological operations are
applied over these obtained RGB images. Pixels of RGB regions are counted and
represented as c1, c2 and c3 respectively.

Algorithm 2 uses the region count of RGB channel to decide the prominent
region of the image. Algorithm 2 extracts the saliency region of an image after
applying its rule over the segmented R, G, and B images. Therefore, proposed
approach is robust to find salient region of the image correctly with complete
portion of the object in complex background.

4 Performance Analysis

To measure and analyze the performance of the proposed novel algorithm, 1000
complex and challenging images of standard dataset MSRA-B [4] have been used.
The implementation of the proposed algorithm has been done on a computer
having configuration- Intel Core i7 8th Gen CPU, 8GB DDR 3 RAM, windows
10 operating system using Matlab 2016a.

Performance analysis of the proposed algorithm has been done by quan-
titative as well as qualitative. Quantitative analysis has been performed using
two frequently used measures-precision and recall. Qualitative analysis have pre-
sented as salient region of the image with respect to ground truth. The quan-
titative and qualitative results have been compared with the following existing
approaches: DMD [20], SUN [25], FES [18], SIM [17], SR [11], SER [19], SWD
[6], HDCT [14], HC [4], GC [5], FT [2], MC [13], GB [8], AC [1].
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Algorithm 2 The proposed algorithm-salient region detection based on some
rules

Require: Segmented Image of R, G, B channel-MIR1
, MIG1

, MIB1
, and Count c1, c2,

c3 respectively.
Ensure: Salient Region R
1: Compute size of image as r and c
2: if c1 > c2andc1 > c3andc2 > c3 then
3: R ← (MIR1

xorMIG1
)

4: R ← (MIR1
− MIB1

) ∗ MIB1
+MIG1

5: R ← (MIG1
∗ MIB1

)
6: else if c1 > c2andc1 > c3andc3 > c2 then
7: R ← (MIR1

− MIB1
) ∗ MIB1

+MIG1
8: end if
9: if c2 > c1andc2 > c3andc1 > c3 then
10: R ← (MIG1

− MIR1
) ∗ MIR1

+MIB1
11: else if c2 > c1andc2 > c3andc3 > c1 then
12: R ← MIG1

xorMIB1
13: R ← MIR ∗ MIR1
14: end if
15: if c3 > c1andc3 > c2andc1 > c2 then
16: R ← (MIB1

− MIR1
) ∗ MIR1

+MIG1
17: else if c3 > c1andc3 > c2andc2 > c1 then
18: R ← (MIG1

− MIR1
) ∗ MIB1

19: if r ∗ c − c3 > Threshold1 then
20: MIB1

← (1 − MIB1
)

21: R ← MIB1
22: end if
23: if r ∗ c − c3 < Threshold2 then
24: R ← (MIG1

− MIR1
) ∗ MIB1

+MIG1
25: end if
26: end if

The precision and recall quantitative measures have been utilized to analyze
the performance according to the presented formulas: Precision refers to accurate
salient region detection, and it is defined as the ratio of the total number of pixels
of ground truth’s salient region to the total count of the pixels of extracted salient
region. It is represented as equation given below:

Precision =
|F ∩ G|

F
(1)

Recall refers to the portion of the extracted salient region, and it can be
defined as the ratio of pixels of the extracted salient region to the total count
of the pixels of ground truth salient region. It is represented as equation given
below:

Recall =
|F ∩ G|

G
(2)

where F is the binary foreground and G is the ground truth binary image. In
other ways, precision refers to correct salient region detection while recall refers
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to the how much portion of the correct salient region is detected in comparison
to the ground truth.

Fig. 1. Comparative study of visual saliency results of the proposed algorithm and
different existing approaches on complex images.

Table 1 shows the performance of the proposed algorithm and above men-
tioned existing approaches in terms of precision and recall. The proposed algo-
rithm outperformed to some existing approaches and comparable to a few
approaches.

It has been observed that the methods SUN [25], FES [18], SR [11] and AC
[1] failed to detect few of the saliency map due to the use of limited set of local
features. A few algorithms-SIM [17], SER [19], SWD [6] and GB [8] are failed
to detect salient region with better resolution. Although some methods GB [8],
SER [19], FT [2], SIM [17], GC [5], MC [13], HC [4], SWD [6], and SEG detected
most of the saliency map and some non saliency map were also detected. The
proposed algorithm outperformed to the following existing approaches-SUN [25],
FES [18], SIM [17], SR [11], SER [19], SWD [6], HC [4], GC [5], FT [2], GB [8],
AC [1] in terms of precision and recall measures excepting DMD [20], HDCT
[14], and MC [13].
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Fig. 2. Comparative study of visual salient region obtained by the proposed algorithm
and different existing approaches.

Figure 1 shows the qualitative results for analysis of correctly salient region
detection as well as how much portion of the salient region detected. The pro-
posed algorithm can be compared with the following approaches-DMD [20],
HDCT [14], and MC [13] as qualitative and quantitative as well. The proposed
algorithm is lacking in terms of precision from DMD [20], HDCT [14] by small
margin i.e. .001 and .004 respectively while outperformed both by small margin
in terms of recall. The proposed algorithm is lacking by small margin in terms
of recall by MC [13] but outperformed in terms of precision.

Figure 2 shows results of some challenging images of the proposed algorithm
and the existing approaches. Result of proposed algorithm for image a, b, d, h
is better than existing approaches. Result of c is very close to DMD [20] and
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Table 1. Performance of proposed algorithm and existing approaches on MSRA-B
dataset.

Approaches Precision Recall

GB (2006) [8] .775 .829

SR (2007) [11] .655 .997

SUN (2008) [25] .449 .995

AC (2008) [1] .704 .964

SER (2009) [19] .654 .999

FT (2009) [2] .698 .988

FES (2011) [18] .767 .921

SIM (2011) [17] .464 .647

SWD (2011) [6] .890 .599

GC (2013) [5] .875 .997

MC (2013) [13] .892 .933

HC (2015) [4] .582 .938

HDCT (2015) [14] .901 .829

DMD (2018) [20] .898 .848

Proposed algorithm .897 .851

better than other approaches. Result of images e, f and g are better than other
approaches excepting DMD [20]. In comparison to DMD [20], result is better
including small noise.

5 Conclusion

The proposed algorithm separated RGB channels from the RGB colored image
and extracted the most prominent region using the mean value of the three
channel images. Some rules have been applied based on pixel count of the salient
region of three channels to find final salient region.

The proposed approach performed well and outperformed to the existing
approaches, excepting a few approaches with which lacking by a small margin.
In future, improvement in the algorithm is required which can improve both the
precision and recall measures simultaneously.
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