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Abstract. The CNN based pedestrian detection is developing rapidly in
recent years. Compared to the features used in former pedestrian detec-
tion models, the features from deep CNN have outperformed in many
aspects. In this paper, we focus on the problem of pedestrian detection
by using CNN features with skip connections and mainly address the
corresponding issues in urban scenes: different spatial scales and opti-
cal blur of pedestrian. We propose an effective end-to-end pedestrian
detector, which fuses different features from multi-layers to recover the
coarse features of small scale pedestrians and optical blur pedestrians.
The experimental results show that our method achieves state-of the-art
performance on Caltech Pedestrian Detection Benchmark.
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1 Introduction

Recently, pedestrian detection which aims to locate pedestrian instances in an
image has drawn much attention beyond general object detection, because of
its attractive applications in automatic driving, video surveillance, person re-
identification and robotics.

Extensive research on pedestrian detection have been put forward [18,30],
these papers achieved state-of-the-art performance on well-established bench-
mark dataset, such as Caltech Pedestrian Detection Benchmark [7] and KITTI
Vision Benchmark [8]. However, with the decelerated improvement on detection
quality (miss rate), it seems that we are reaching the bottleneck of pedestrian
detection.

Currently, there remains two main challenging points of pedestrian detection
in urban scenes: (1) different spatial scales and (2) optical blur. The scale of
pedestrian instance in Caltech dataset ranges from 16 pixels to about 128 pixels,
and nearly 70% pedestrian instances lies in between 30 to 80 pixels [7]. Com-
pared to large-scale pedestrian instances, small-scale ones suffer from blurred
boundaries and breezing appearance as a result of low resolution, which makes
it difficult to distinguish them from background and similar objects (such as
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Fig. 1. The spatial feature distribution of pedestrian instance in each convolutional
layer. For a typical ground-truth input, fine, detailed feature evolves to coarse, abstract
feature from low layer to high layer.

street lamp and trash can). Meanwhile, observing the feature maps from the
same convolutional layer, pedestrian instances with large-scale can provide more
detailed information than small-scale ones. These difference will make the model
less sensitive to small-scale pedestrian instances. Optical blur mainly results from
the movement of the camera in the car. Fast relative displacement between cam-
era and pedestrian instances will fuzzy the optical features, only coarse feature
maps are obtained compared to other ones with similar scale.

Faster R-CNN [22] is a quite successful method in the field of general object
detection, and has been the base of many recent popular pedestrian detection
methods [5,18,27,30]. Instead of using hand-craft features, such as HOG+SVM
rigid and deformable part detector (DPM), Faster R-CNN is based on deep CNN.
Faster R-CNN consists of two parts: a fully convolutional region proposal net-
work (RPN) and followed by an R-CNN [10] classifier. Convolutional neural net-
work feature generated by RPN shows strong robustness to pedestrian instances
in pedestrian detection models. However, native Faster R-CNN architecture can-
not handle small-scale pedestrian instances and optical blur problems. Following
the architecture of Faster R-CNN, we propose a skip connection feature model
for pedestrian detection to overcome above two challenges. As shown in Fig. 1,
lower convolutional layers provide discriminative features to capture intra edge
variations, higher layers encode semantic concepts for object category classifi-
cation. With appropriate combination of feature maps from these convolutional
layers, synthetic feature maps can provide more expressive and distinguishable
features for small-scale or blurry pedestrian instances. Using region proposals
generated by RPN from conv5 3 layer in VGG16 [24], we extract specific con-
volutional feature maps in conv2 2, conv3 3, conv4 3 and conv5 3 layer for clas-
sifier. Unlike prior works using multi-stage pipeline for detection, we construct
an end-to-end pedestrian detection model for consistent learning. Our model
achieves 8.91% miss rate on Caltech Pedestrian Detection Benchmark, at the
speed of 0.24 s/image with Titan X (Maxwell).
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Our method has three contributions: (1) We introduce skip connection feature
for pedestrian detection which combines different feature maps from different
convolutional layers. (2) We prove that batch normalization is more suitable for
skip connection feature combination. (3) We show that an end-to-end detection
system is much easier to train compared to multi-stage system.

2 Related Work

2.1 Pedestrian Detection

Considering the prior works on pedestrian detection, we can divide them
into three families [3]: DPM variants (MT-DPM [28]), Deep Neural Network
(CompACT-Deep [5], SAF R-CNN [18]) and Decision forests (ChnFtrs [6],
Katamari [3]).

Feature extraction is a very important step for pedestrian detection. Hand-
craft features such as Integral Channel Feature (ICF) [6] and Aggregated Chan-
nel Feature (ACF) [29] are extracted from the combination of three types of 6
channels (LUV color channels, normalized gradient magnitude, and histogram of
oriented gradients), and then used to generate features of different levels [6], local
sum of squares [2], or decorated LDCF (Linear Discriminant Channel Feature)
[21]. These are very polular feature extraction methods before region-based con-
volutional neural network (R-CNN) achieved the top performance for general
object detection based on AlexNet model. Deep convolutional neural network
(DCNN) has been proved to be a powerful feature extractor on a wide variety
of computer vision, SCF+AlexNet [13], DeepParts [25] and many other tasks
[5,18,27,31] have significantly out-performed hand-crafted feature models using
deep convolutional feature.

The most recent surveys [5,30] indicate that Convolutional Neural Network
(CNN) performs a good feature extractor, but downstream classifier (the fc lay-
ers) degrades the results due to the low resolution of feature maps and lack of
bootstrapping strategy. To overcome above drawbacks they learn boosted clas-
sifiers on top of hybrid feature maps which extracted from several layers, these
improvements build an expressive feature map and powerful classifier, which help
to achieve top performance. For example, RPN+BF [30] uses RPN in Faster
R-CNN as a class-agnostic detector to generate region proposals, then adopt
RoI Pooling to extract fixed-length features from regions, finally, these features
are used to train a cascaded boosted forest classifier. This multi-stage strategy
divides the detection process into several modules, making it more complex,
time-consuming and hard to train, while our method is much simpler and easier
for consistent learning.

2.2 Skip-Layer Connections

Skip-layer connections come from Fully Convolution Network (FCN) [20], which
has an excellent performance on semantic segmentation. In this paper, infor-
mation in the coarse, high layer is combined with that in the fine, low layer to
generate a impressive feature map for semantic segmentation.
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For a pre-trained CNN model, CNN features at different layers have different
properties for an object. Low convolutional layer provides detailed local edge
features which is helpful to distinguish targets from the background and similar
object, but they are not robust to the change of appearance, such as deforma-
tion and blur. High convolutional layer captures more abstract and semantic
information, the are more robust to different appearance and easy to classify
each object into different classes, however, they suffer from the low resolution of
feature maps, restricting their spatial distinguishing ability.

Recent HyperNet [17] extracts feature maps from several layers, applies max
pooling or deconvolution to each feature maps to obtain a single output cube
which is call Hyper Feature and leads to a more accurate object detection result.

3 Skip Connections Feature

In this section, we introduce our skip connection features (illustrated in Fig. 2),
which are extracted from different convolutional layers of the neural network
model. With the proper fusion of these normalized features, the model is able to
achieve the state-of-the-art result on Caltech Pedestrian Detection Benchmark.

Pre-trained VGG16
model

fc bbox

RoI 
Pooling

Batch Normalization

Concatenate

score
512x7x7

Conv1_2 … Conv2_2 ... Conv3_3 ... Conv4_3 ... Conv5_3

3x3 conv
Stride = 2

Fig. 2. Skip connections pedestrian detection architecture. Our model takes in an input
image, uses pretrained VGG16 model to extract feature maps and evaluates 128 RoI
generated by RPN, then RoI Pooling is applied to several layers to extract multi-
ple level’s abstraction, after batch-normalizing each layer’s feature map, we apply a
convolution layer to the concatenated feature maps, classification and adjustment are
predicted for each proposal.

3.1 Feature Extraction

Exploring recent successful object detectors such as SPPnet, Faster R-CNN [22]
and R-FCN [16], they all extract feature maps from the last convolution layer
(conv5 3 in VGG16 [24] and res5c in ResNet-101 [12]), then feed feature maps
into the fc layers for classification scores and adjusted bounding boxes.
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Given an image, we keep the image’s aspect and resize the short side into
800 pixels. As a result of 4 pooling layers in VGG16 model, size of feature maps
is 50 pixels. And for a typical pedestrian instance with a median height of 48
pixels in the image [7], size of its feature maps is only about 6 pixels (after the
input image resized into 800 pixels). RPN, which is based on Fixed-size sliding
windows, can avoid collapsing bins [30]. However, RoI pooling [9] may suffer
from the low resolution and insufficient information.

Inspired by the design of HyperNet [17] and Inside-Outside Net [1], using
region proposals generated by RPN, we adopt RoI pooling to several layers
(conv2 2, conv3 3, conv4 3 and conv5 3) to extract feature maps with different
resolution. Thanks to the design of RoI pooling, original fc layers will have no
limitations to the size of feature maps. For example, we can extract feature maps
from RoIs on conv2 2 (of a stride = 2), then pool the feature maps into a fixed-
size of C × 13 × 13, where C depends on the number of channels in each layer.

We downsample or upsample feature maps from each feature maps to keep
a C × 13× 13 fixed-size before fed into the fc layers, it is also needed for feature
fusion in the next phase. It’s worth noting that we leave the number of feature
maps’ channels C unchanged, because accuracy of classification is much more
important than that of location in pedestrian detection. We keep feature maps
in higher layers with more channels and less channels in lower layers, aiming to
allow higher layers weigh bigger influence than lower ones.

3.2 Layer Fusion

Feature maps extracted from different layers have coarse-to-fine information
across CNN model, through a careful fusion method, we can provide more expres-
sive spatial information for the fc layers.

Since feature maps after RoI Pooling are down sampled or up sampled to the
same size, a straightforward idea would be to concatenate these feature maps
together and reduce the dimensionality using convolutional layer. However, fea-
ture maps at different layers may have very different amplitudes, feature map
with high amplitude can suppress one with low amplitude and result in unsta-
ble learning. To combine coarse-to-fine information efficiently, normalizing the
amplitude of different feature maps is needed such that each layer has similar
distribution.

Instead of using L2 normalization in [1], we apply Batch Normalization [14]
to each feature map. Batch Normalization makes training easier and brings in
several advantages:

1. Faster training: Learning rate can be accelerated by Batch Normaliza-
tion compared to other pedestrian detection models, and leads to faster
convergence.

2. Amplitude Normalization: Batch Normalization layer can efficiently normal-
ize data in feature maps (zeros means, unit variances, and decorrelated), and
take care of backward propagation. On the contrast, feature normalization
needs to be carefully addressed when applied to the fc layers using L2 nor-
malization [19].
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3. More accurate: In a batch-normalized model, each feature map has similar
amplitude, we can apply unified learning rate to each layer and lead to a
better learning, hence accuracy of the model.

In order to gain high resolution of feature maps for R-CNN classifier, we
set the size of RoI Pooling kernel to 13 × 13. For the feature maps whose size
less than 13× 13, we add a deconvolution operation to perform upsampling and
a convolutional operation is applied to the other. Then we concatenate them
together to create a skip-connections-feature cube.

To match the fc layers in VGG16, a convolution layer with 3 × 3 kernel and
stride of 2 is applied at the top. This operation not only reduces 13× 13 feature
maps into 7 × 7, but also selects class independent and location independent
information from skip-connections-feature cube.

4 Experiments

We train and evaluate our model on the popular Caltech Pedestrian Dataset [7],
and compare our results with other algorithms.

4.1 Datasets

Caltech Pedestrian Dataset and its detection benchmark [7] is one of the
most popular pedestrian detection dataset. The dataset contains about 10 h of
640×480 30 Hz video of urban traffic collected from a vehicle camera. There are
about 250,000 frames, which consist of 350,000 bounding boxes and 2300 unique
annotated pedestrian instances.

To avoid the weakness of lacking training data, we prepare our training
images one out of each 3 frames in original training data (set00–set05), instead
of one out of each 30 frames for standard training set and test set. Then training
images are augmented by horizontal flip with probability 0.5 and images with
empty bounding boxes or occluded pedestrian are removed.

The standard testing data (set06–set10) are evaluated under the “reasonable”
setting (on 50-pixel or taller, unoccluded or partially occluded pedestrians). We
compare our performance using log-average miss rate (MR) which is calculated
by averaging each miss rate on False Positive Per Image (FPPI) in [10−2, 100].

4.2 Implementation Details

We use the VGG16 model weights pre-trained on ImageNet [23] dataset to
extract feature maps for detection. Since we need to extract feature maps from
conv2 2 layer to conv5 3 layer, it is necessary to fine-tune starting from conv2 1
layer and keep previous layers frozen.

Following the setting of Faster R-CNN [22], the pool5 layer is removed and
feature maps extracted by conv5 3 layer are feed into RPN directly to generate
region proposals. As mentioned above, to get more spacial information for RCNN
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layer, we set the size of RoI Pooling kernel to 13× 13, and a 3× 3 kernel convo-
lutional layer with the stride of 2 is followed to match the size of the fc layers.

One of the key points in improvement of pedestrian detection is enlarging the
resolution, so an image is resized such that its short side has 800 pixels before
feed into neural network. For RPN training, we set an anchor to be positive if
it has an Intersection-over-Union (IoU) ratio greater than 0.5 with one of the
ground-truth bounding box, we also adjust the anchor according to the dataset
[7], the aspect ratios of anchor are set to 1.0, 2.0 and 3.0, and the scales are
starting from 20 pixels height with a scaling stride of 2x to 160 pixels. The usage
of a wide range of scales specific to pedestrian can avoid many false positive
instances and make it easy for detecting pedestrian of different size.

Our model is implemented on the public available platform caffe [15]. We fine-
tune our model with a weight decay of 0.0005 and a momentum of 0.9 and use
single-scale training by default. We keep the first two layers frozen and update
the parameters of other layers with a learning rate of 0.001 for 30 k iterations
and 0.0001 for next 30 k iterations on Caltech Pedestrian Dataset.

4.3 Result Evaluation

To investigate the influence of our model on pedestrian detection, we conduct
several groups of experiments on various factors and architectures.

Table 1. Comparison of detection performance on different layers’ feature maps on the
Caltech Reasonable test set. Note that all region proposals are generated from conv5 3
layer.

Convolutional layer Channels Ratio Miss rate (%)

Conv3 3 256 4 13.84

Conv4 3 512 8 11.63

Conv5 1 512 16 13.16

Conv5 2 512 16 12.07

Conv5 3 512 16 11.65

Different Convolutional Layers. Fusion of multi-layers’ feature maps has
been proven beneficial in detection [17,30] and other computer vision applica-
tions [11]. In our model, we combine several feature maps from selected convolu-
tion layers. To verify the various performance of feature maps in different convo-
lution layers, we adopt RoI Pooling on different convolutional layers and generate
region proposals from the same convolutional layers (conv5 3) for fair compar-
isons. Table 1 shows the results of using different RoI pooling feature maps in
our method. Conv4 3 and conv5 3 perform good results (11.63% and 11.65%),
indicating that high resolution (conv4 3) and semantic feature (conv5 3) are the
main effect factors of the final performance. The decline trend after an initial
ascent from conv4 3 to conv5 3 means that intermediate convolutional layers
may suffer from low resolution and insufficient semantic features (Fig. 3).
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Fig. 3. Comparison on the Caltech Reasonable test set, the performance of each layer
varies from 10−2 to 100 on False Positive Per Image (FPPI).

Normalization. Normalizing the amplitude of different feature maps is an
effective way to combine coarse-to-fine information from different layers. To
analysis the performance of this strategy, we compare the results under dif-
ferent normalization method in Table 2. It can be observed that unnormalized
concatenation with each feature map leads to unstable learning and not very
good result (13.68%), LRN normalization decreases the miss rate by 3.68% and
Batch Normalization gains the state-of-the-art performance (8.91%), showing
that normalization are benificial for stable learning in skip-layer feature fusion
and batch normalization is the key to get better performance.

Comparison with state-of-the-art. Figure 4 shows the result of our model
trained on the Caltech training set and evaluated on the Caltech Reasonable
test set, which achieves a miss rate of 8.91%. We compare our result with sev-
eral former state-of-the-art models on Caltech Pedestrian Benchmark, including
RPN+BF [30], SAF R-CNN [18], CompACT-Deep [5], DeepParts [25], Checker-
boards+ [32], MS-RCNN [4], and TA-CNN [26]. It can be observed that our
model outperforms other models and achieves state-of-the-art performance.

We also compare our model with Faster R-CNN [22], CompACT-Deep [5] and
RPN+BF [30] in Table 3. With the design of RPN, Faster R-CNN is capable of

Table 2. Comparison of detection performance on unnormalized, LRN and BatchNorm
concatenation on the Caltech Reasonable test set.

Convolutional layer Normalization Miss rate (%)

Conv2 2, . . . , Conv5 3 None 13.68

Conv2 2, . . . , Conv5 3 LRN 10.00

Conv2 2, . . . , Conv5 3 BatchNorm 8.91
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Fig. 4. Log-average miss rate on the Caltech Reasonable test set.

Table 3. Comparison of detection performance of our method with several prior state-
of-the-art methods on the Caltech Reasonable test set, including test speed and miss
rate.

Method Test rate (s/image) Miss rate (%)

Faster R-CNN [22] 0.23 12.65

CompACT-Deep [5] 0.37 9.68

RPN+BF [30] 0.50 9.60

Proposed 0.24 8.91

handling different size of pedestrian instances, but the feature maps generated
by RoI Pooling is not expressive enough for efficient discrimination. Our model
and RPN+BF both try to fuse feature maps from different convolutional layers,
unlike RPN+BF, they trained a cascaded boosted forest as classifier, we directly
feed these normalized feature map into the fc layers for classification and regres-
sion. The result shows that training an end-to-end system leads to smaller miss
rate with faster test speed (0.24 s/image in our model compared to 0.50 s/image
in RPN+BF).

5 Conclusion

In this paper, we propose an effective end-to-end pedestrian detector, which
combines feature maps from different convolutional layers generated by RPN
in Faster R-CNN. By fusing coarse features from high layers with fine features
from low layers, we produce a more expressive feature map for the fc layers
classifier. Our model is capable of handling pedestrian instances with different
spatial scales and optical blur. Evaluation result in Caltech Pedestrian Dataset
shows that our model achieves state-of-the-art performance on its benchmark
and also has fastest test rate.
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