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Abstract. Recent research of person Re-identification most focuses on
exploring person appearance feature and distance measure between spe-
cific cameras pair. In this paper, a joint temporal-spatial information
and common network consistency constraint framework is proposed to
improve the re-identification performance in all pairwise cameras. First,
a correction function is introduced for describing the influence factor
of temporal-spatial information on similarity scores. Then the amended
similarity score strategy is provided to tradeoff between the person
appearance and temporal-spatial information. Finally the whole global
optimization problem of the jointing temporal-spatial and common con-
sistence constraints is solved by integer programming method. Using the
multi-cameras RAID dataset, the experiment results validate that the
proposed framework obtains significantly better performance compared
to the state of the art camera network person re-identification methods.
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1 Introduction

Recently, person re-identification (re-ID) has become increasingly popular in the
community. Its aim is seeking a person of interest in previous time and other
cameras. There are many general challenges such as scale, altitude, illumination
and view angle changes because the person images are obtained from different
cameras deployed in non-overlapping scenes.

Facing these problems, most existing traditional person re-identification
approaches focus on constructing distinctive visual features and learning an
optimal metric. The feature-based methods measure the similarity of person
in images with features [1-4]. These features mostly are color feature, shape
feature, gradient feature, texture feature, or special features obtained by learn-
ing, such as BIF [5], covariance descriptors [6] and LOMO [7]. Tt is difficult to
achieve better effect by using standard distance measurement, treating each of
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the apparent features equally. To solve this problem, some researchers have pro-
posed methodologies based on metric learning [8-10]. In a framework based on
metric learning, a series of training data is used to learn a non-Euclidean measure
so that the distance between the features of the correct match is the smallest
and the distance between the mismatched pairs is greatest. Lately, a cross-view
quadratic discriminant analysis (XQDA) method is proposed [7], which achieves
good performance.

Both of the above two approach only depend on visual information and the
effect is not very satisfactory. Further, deep learning method is proposed to learn
better feature automatically, leading to some better results. CNN (Convolutional
Neural Networks) has been widely utilized to extract spatial information of the
single-shot pedestrians and achieved success [11-13], since it establish multidi-
mensional model of pedestrians and can provide a better and robust feature
representation. However in practical surveillance scenes, there are many cam-
eras distributing in a large area of region, each of these cameras cover its own
region which is non-overlapping with other camera’s region. In the situation
where a person is captured by difference camera, the time span may be very
large, leading to a problem that the appearance change of a individual person
may be very significant. At this time, it is difficult to provide sufficient identity
discrimination using visual information purely. Among the images of persons,
there are temporal-spatial information, and among the cameras, there are net-
work consistent information. All the method mentioned above is mainly regard
person re-identification problem as a retrieval task based on camera pair, with
no consideration of camera network information. It remains a problem of great
value to propose a re-identification framework considering the camera networks
to improve the accuracy.

To address the problem, in 2014, Abir et al. first consider camera network for
person re-identification [14], introducing the concept of consistent in network.
First make a hypothesis: each pedestrian in each camera just appeared once, then
define global similarity as the objective function and take network consistency
as constraint. Finally the problem is transformed into integer linear program-
ming problem. For each camera pairs in this camera network, the result has
improve compared with traditional method. But there are also some limitation
that its constraints is relatively strong, and it did not use the spatial-temporal
information. Huang et.al. proposed a method of converting the spatial-temporal
information and the similarity score obtained by the person re-identification of
camera pair into probability [15]. They use probability to represent similarity
and temporal-spatial information, then multiple the two probability and use
the result as modified similarity. They obtain some improvement in person re-
identification but the method doesn’t consider the consistent problem in camera
network.

Motivated by above mentioned works, we propose a camera network person
re-identification framework, which combine the visual information, temporal-
spatial information and consistent information and lead to an improvement of
the camera pairwise re-identification performance between all the cameras. Our



330 Z. Cheng et al.

contribution is summarized by the following three aspects. (1) A novel framework
of camera network person re-identification system with a unified symbol archi-
tecture is introduced. The framework we proposed joint the temporal-spatial
information, network consistency and pairwise person re-identification method.
(2) A correction function in introduced describing the influence factor of
temporal-spatial information on similarity scores. And an amended similar-
ity score strategy is provided to tradeoff between the person appearance and
temporal-spatial information. Specially addition of the correction function and
the original pairwise similarity score is proposed, with a coefficient controlling
the ratio between original score and influence factor. (3) Jointing temporal-
spatial information, common consistence constraints and pairwise person re-
identification method, the whole global optimization problem is deviate which
is solved by integer programming method, lead to the final result of camera
network person re-identification problem.

2 Owur Method

2.1 Overall Framework

In this section we describe the camera network person re-identification system.
The proposed method can be represented using a framework diagram shown in
Fig. 1. For each camera pair, original similarity score between every two person
in different camera are computed by using existing methods of feature repre-
sentation and metric learning. Temporal-spatial information is represented by
correction function defined in (3). The consistency is represented as a constraint
of an optimization problem which joint original score and temporal-spatial infor-
mation. Finally we transform the whole problem into an integer programming
problem.

2.2 Proposed Method

Symbol definition. First of all, we should define a set of symbol that unify all
discussion below. Suppose there are M Cameras {C,Cy,...,Cp} in a camera
network. Each camera control its own region {regionl, region2, regionM} and
has a corresponding scenes position coordinates {(x1,y1), (z2,y2), .., (Tar, ym) },
which is the central location of its view region.

Then there are C3, = W camera pairs theoretically, For each pair, there
is a corresponding distance between the camera pair d;; = ((z; — z;)® + (y; —
yj)Q)% (i < j). The intuitive diagram of this network consist of M cameras is
shown in Fig. 2(a).

For arbitrary camera C;, there are n; (i = 1,2,..., M) person having ever
appeared. We denote P]? as the jth person captured by the ith camera, then the
n; person captured by the ith camera is specifically {P}, P4, ...Pf7 ey P,’;i}, each
of which has a corresponding capture time. The capture time of person P; is t;,
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Fig. 1. Framework diagram: pairwise similarity scores is calculated by traditional
method. Temporal-spatial information is modelled as correction function. Then pair-
wise similarity scores and correction function are added, with a coefficient A to tradeoff
the two addends. Finally the sum and network consistency are jointed, leading to the
whole global optimization problem.
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Fig. 2. Symbol architecture of the camera network person re-identification framework

where ¢ = 1,2,....M, 7 = 1,2,...,n;. These information can be described by a
graph shown as Fig. 2(b).

For simply discussing, we first assume that the same N person are present in
each of the M cameras. Now for each camera pair, for example (i1,42), (i1,72 =
1,2,...,M). We can obtain the similarity score of each person pair in different
camera by performing feature representation and metric learning. For person P;ll

and P;j, its similarity score is denoted as d(szll,P;j), (1,72 = 1,2,...,N). We
can put all these similarity score of persons between camera (i1,42) into an N x
N matrix, called similarity matrix, denoted as D(1%2), The entry D(1:%2)(a, b)
represent d(Pél,sz). For each camera pair we can obtain a similarity matrix,
finally all the W similarity matrices can be obtained. We define a overall

similarity matrix D.

D =[p%? pt3)  paM pEh pE2)  pEM) - pM-1LM) ()
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Joint temporal-spatial constraint and consistency. This temporal-spatial
constraint is Built on a hypothesis that the velocity of person should be in a
reasonable range depend on practical occasions, specifically the walking velocity
should have an upper bound v; under normal circumstances. Then if person A
and person B are captured by two camera, their time interval should also in
a range computed by distance of two camera and velocity bound. Specifically,
consider person P;ll and P;j, they are captured by camera Ci; and C;,. The
distance of these two camera is d;,;, and the time interval of these two person
is defined as formula (2).

APy, PiY) =t — 1 (2)
Approximately, we can assume a condition that At(P;ll,P;;) should be in

diyig
v1

the range of interval ( ,00). If the condition is not satisfied, these two per-

son is not the same person very likely, then the similarity score d(P;ll,P;;) is
changed to zero, else similarity score d(P;‘l1 , Pj’j) is amended by adding a correc-
tion term R(P;l1 , P;j) The correction term is a function (Eq. 3) of time interval

At(P}ll ) P;;) defined in interval (di)ll’Q ,00) which we called correction function in
this paper.
in pi i pi i pi diyi
R(PE, P2y = f(A(PE, PE)), AP PRy e (i o) ()

J1? J1? Ju? vy

The function f can be in any form as long as it satisfy the following condition: f
is first an increment function, then f reach the peak at a certain point, and then

f become a decrease function, finally when At(P;ll,P;j) — o0, f — 0. We can

consider it as a factor reflecting a kind of probability, such that At(P;l1 , P;;) is
d;

more likely at the middle of interval ( vlf'z ,00) than at the two ends. In this paper
we use Chi-square distribution probability density function as the correction
function, as shown in Fig. 3(a), which satisfy the condition discussed above.
Inspired by the velocity approximation of person mentioned above, we can define

a function called upper loss(uLoss) as formula (4).

Bixi (1)

uLoss = max(0, At(P™ P;j) ~

J1?

Then the similarity d(Pjill,P;j) is corrected to d,(P;f,ij) according to the

addition of original score and the correction term as shown in Eq. (5). The

thought of the addition relation is similar as the rate distortion theory in infor-

mation theory. Its main advantage is that we can use an factor to control the
contribution ratio between original score and correction term I

d (P;ll,P;j) = (d(szl1 , ij) + AR(P;;,P;;))I(uLoss #0) (5)

where I() is indicative function, A is a coefficient that control the proportion

between similarity and correction term. So the similarity is added by a correc-

tion term, but if the time interval is beyond the pre-specified range, the similarity
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Fig. 3. Joint temporal-spatial information and consistency

is changed to zero. After traversing all the entry of D(11%2) we can get similar-
ity matrix D (1%2) as median result. Repeating the above process we can get
all the % median similarity matrices and the overall corrected similarity

matrix D’
D ='W Pt paM p'en p'e2 p'eM ] p (ML (g)

After getting the overall corrected similarity matrix D', we use consistent
constraint to further optimize the similarity matrix. The thought of this part
is almost from the previous work [14]. Here we just give the train of thought
shortly.

For each camera pair Cj,,

C;

i,, we define an assignment variable z(P:* P”)

. Ji?
for all person pair P;ll and Pj;, (j1,72=1,2,...,N).

z(P, P

Ji’ 7 J2

(7)

) = 1 if P;ll and P;; are the same person
0 otherwise

We can put all these assignment variable of persons between camera (iy,i2)

into an N x N matrix, called assignment matrix, denoted as X (11,%2) Tts entry

X i) (4,45 equal to 1 if P;ll and Pj’j are the same person, equal to 0 otherwise.
For each camera pair we can obtain a assignment matrix, finally all the

% assignment matrices can be obtained. We define a overall assignment

matrix X.

X = [x®2 xO3)  xOM) x@D x22)  x@M) g (M-LM)) (g

For the camera pair (i1,i2), the sum of the similarity scores of assignment is
given by the equation below.

Zd Pu Pzz (P“ Plz)

J1? J1?
J1,Jd2
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Summing over all possible camera pairs the global similarity score can be
written as ,
C=)> > d(P PP P2)=DX" (9)
11<%2 j1,J2
Equation (9) is the objective function whom we want to maximize. There are
two kinds of constraints: assignment constraint and loop constraint.

1. Assignment constraint: A person from any camera C;, can have only one

match from another camera C;,. mathematically, V:c(PJ’II,P“) € {0,1}

{Zm 2P}, PE)=1  Vjp=12.,N Vi <ize{l,2..,M} (10)

S, a(PH P2y =1 Vi =12_,N Vi<ie{l,2,. M}

As a result only one element per row and per column is 1in each assignment
matrix X (71-72)

2. Loop constraint: Figure 3(b) illustrate the inconsistency phenomenon: For
a triplet of cameras {C1, Cy, C3}, suppose (P}, P2), (P}, P2 ) and (P}, P?)
is matched by similarity score independently, when these assignments are
combined together, it leads to an infeasible scenario: Pji and Pji are the
same person.

This infeasibility can be corrected by formula (11), called loop constraint [14].
x(Pjt, P?) > x(P2, P) + x(P, PiY) — 1

J27 (11)
Vi1,j2=1,2,...,. N 4 <ZQ<Z3€{1,2,...,M}

The overall optimization problem is shown below. The constraints of this
integer programming problem reflect the consistent information.

N
argmin > Y (P, PR)(d(P}, P2) + AR(P;!, P2))I(uLoss # 0)

¥ P J1’ 7 J2 J1? Ji?
o(Pi1 P2 iy <ip <M i,j=1

(12)
st Y a(PP2)=1  Vja=12.,N Vi <ie{l,2,.. M}
J1
da(PP2)=1  Vji=12.,N Vi<iye{l,2,.,M}
J2
z(Pj!, P?) > w(P2, P?) + a(P2, Pjl) —
Vit,jo =1,2,..., N i1 <ig <13 € {1,2, ,M} (13)

The objective function (12) and constraints (13) form a binary integer pro-
gram (BIP). Mathematically, this BIP problem has a mature solution approach
to solve X [16].

After getting X, we can further modify similarity d (PJZ;,PZQ) to the final
version d (P;l1 , P;j) according to the Eq. (14). Finally, we obtain the final overall

similarity matrix D".
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A (Pipiz) d (P, P?) ifx(P;;,P;;):o
itz 1 ifz(P;t, P2) =1

Ji?

(14)

3 Experiment and Discussion

3.1 Experiment Setup

Data Set and Evaluation. Common dataset of state of the art person re-
identification, such as VIPeR [17], CUHKO1 [18], is obtained from two camera
that is not satisfied our demand. In paper [14], whose issue is about camera
network person re-identification, the author create the RAiD [14] dataset and use
RAiD to perform experiment. The RAiD dataset is collected from four cameras
covering large areas, camera 1 and 2 is indoor, camera 3 and 4 is outdoor, so
it has large illumination variation. There are 43 person walking through this
camera network, 41 of which appear in all the 4 cameras. We can just use these
41 subjects to unfold our experiment.

The final results are shown in terms of Cumulative Matching Characteristic
(CMC) curves reflecting recognition rate.

Pairwise Similarity Score Generation. There are a lot of method to gener-
ate camera pairwise similarity score. In this paper we aim at discussing the role
of the combination of temporal-spatial information and consistent constraint in
camera network, so the selection is not very important, as long as stay constant
through the whole experiment. In this paper we starts with extracting appear-
ance features in the form of HSV color histogram from the images of the targets.
Then we generate the similarity scores by using ICT [19], a recent work where
pairwise re-identification was posed as a classification problem in the feature
space formed of concatenated features of persons viewed in two different cam-
eras and use RBF kernel SVM as classifier. For RAiD data set, we use 21 persons
for training RBF kernel SVM while the rest 20 were used in testing. We take
10 images each person for both training and testing. The SVM parameter were
selected using 4-fold cross validation. For each test we ran 5 independent trials
and report the average results.

Temporal-spatial Information Generation. In order to verify the role of
temporal-spatial information, dataset should provide relative labels for each per-
son, specifically time when the corresponding person is captured by a camera,
and the location of each camera. Without losing rationality, we can take some
hypothesis for these temporal-spatial information. Firstly, because every person
appears in all these 4 cameras, for each person we can generate a random per-
mutation of {1,2,3,4} representing the path of the corresponding person. For
example, suppose the generating permutation is {2, 4, 1,3}, the meaning is that
the person first captured in the camera network by camera Cs when he is walk-
ing in this camera network, then was captured by the sequence of Cy, and then
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Cq, finally C5. Secondly, we give each person a random velocity in the range
of (0.8m/s, 1.2m/s) by experience. Thirdly, four camera is given an random
coordinate (z,y) in the range that € (—500m, 500m), y € (—500m, 500 m),
and the distance between each camera pair can be calculated. Finally, For each
person we assume a time, denoted as tg, when the person was first captured
in this camera network. tg is random variable and follow normal distribution,
actually all sample is in the range (100, 300s). Given the generated information
mentioned above, we can calculate the precision time when each person was cap-
tured by each camera. Approximately, we get the temporal-spatial information
of each person in RAiID dataset.

3.2 Experiment Results and Analysis

We compare the performance for camera pairs 1-2, 1-3, 1-4, 2-3, 2-4 and 3-4
respectively, as shown in Figs.4(a)—(f). Here we denoted temporal-spatial as
“T-S”. The parameters of experiment are v;, A and degrees of freedom n, Our
choice is that v; = 2.4m/s, lambda = 10 and n = 700. There are two cases, one
is for camera pair 1-2 and for camera pair 3-4 where appearance variation is not
so much, the other is for camera pair 1-3, 1-4, 2-3, 2-4 where there is significant
lighting variation. As can be seen, the proposed method greatly improves CMC
compared with conventional methods (ICT), and the method of network consis-
tent re-identification (NCR) for both the case. The improvements are obvious
after introducing spatial-temporal and consistent information. For the indoor
camera pair 1-2 and the outdoor camera pair 3-4, where lighting variation is
not significant, the rankl, rank2 and rank5 performance is shown in Table1.

Ci i ing Cl istic (CMC) Ci i ing CI istic (CMC) Cumulative Matching Characteristic (CMC)
Camera Pair 1 -2 Camera Pair1-3 Camera Pair 1 -4

——ICT with time
NCRon ICT
—e—NCR on ICT with time|

Recognition Percentage
Recognition Percentage
o
g
Recognition Percentage

ICR
—+—NCR on ICT with time

5 10 15 20 5 10 15 20

Rank Score Rank Score Rank Score

(a) camera pair 1-2 (b) camera pair 1-3 (c) camera pair 1-4

Ci i Cli istic (CMC) Ci Cli istic (CMC) Cumulative Matching Characteristic (CMC)
Camera Pair 2 - 3 Camera Pair 2 -4 Camera Pair 3 -4

100 100 100
o 90| o 90 o 90
& 8o~ & 8o, £ 80
§ 70 g 70 g 70
S 60 5 60 S 60
o o o
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S S S
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5 30 il & 30 5 30 Ea'cT
S ——ICT with time 8 8 ——ICT with time
g 2 g 2 g 2 NCR on ICT

10 —=—NCR on ICT with time 10 ——NCR on ICT with time 10 —=—NCR on ICT with time

5 10 15 20 5 10 15 20 5 10 15 20
Rank Score Rank Score Rank Score

(d) camera pair 2-3 (e) camera pair 2-4 (f) camera pair 3-4

Fig. 4. CMC curves for each camera pairs
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Table 1. Comparison with state-of-the-art NCR methods on RAiID datasets (%).

camera piars 1-2 1-3 1-4 2-3 2-4 3-4
CMC Rank R |[R=1|R=2|R=5|R=1|R=2|R=5|R=1|R=2|R=5|R=1|R=2|R=5|R=1|R=2|R=5|R=1|R=2|R=5
ICT [19] 74 182 196 | 26 | 43 | 75 | 41 | 52 | 81 | 41 | 60 | 86 | 52 | 71 | 93 | 61 | 74 | 91

ICT with T-S| 74 | 81 [ 98 | 28 | 45 | 80 | 45 | 54 [ 87 | 45 | 65 | 85 [ 56 | 78 [ 97 | 62 | 75 | 94
NCR [14] 86 | 91 | 97 | 67 | 72 | 83 | 68 | 74 | 86 | 75 | 80 | 91 | 74 | 82 | 95 | 79 | 87 | 93
NCR with T-S| 90 [ 96 | 100 | 82 | 84 | 94 | 85 [ 88 | 95 | 82 [ 89 [ 96 | 83 [ 90 | 100 | 85 | 91 [ 99

As can be seen, the proposed method applied on similarity scores generated
by ICT (NCR on ICT with T-S) achieve 90% and 85% rank 1 performance
respectively.

For the camera pair 1-3, 1-4, 2-3 and 2-4, all of which is indoor-outdoor
pair where lighting variation is significant relatively, the rank1, rank2 and rank5
performance is shown in Table1l. The proposed method applied on similarity
scores generated by ICT (NCR on ICT with T-S) achieve 82%, 85%, 82% and
83% rank 1 performance respectively.

It can further be seen that when we apply only the T-S information to
ICT, normally there is a slightly improvement of the rank 1 performance com-
pared to their original rank 1 performance. This phenomenon reflect the effect
of temporal-spatial information in the auxiliary aspect. Additionally, it can be
seen that for camera pairs with large illumination variation (i.e. 1-3, 1-4, 2-3 and
2-4) the performance improvement is significantly large relatively. For example,
for camera pair 1-3, the rank 1 performance boosts up to 82% on application of
NCR with T-S to ICT compared to their original rank 1 performance of 26%
respectively. And with the help of T-S information, the rank 1 performance bring
about a 15% increment compared with the NCR rank 1 performance of 67%.
So it is meaningful to introduce the combination of temporal-spatial informa-
tion and consistent information in the issue of person re-identification in camera
network.

4 Conclusion

This paper puts forward a new framework that add temporal-spatial information
in the system of camera network person re-identification. The proposed method
boosts camera pairwise re-identification performance. The future directions of
our research is the occasion where the hypotheses that same N person are present
in each of the M cameras is removed. In additional, we will try to apply our
approach to bigger networks.
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