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Abstract. We propose a fine-grained visual classification algorithm
based on image foreground and sub-category similarity. In the processing
of feature extracting, our model calculates the gradient of image pixels in
a classification network to obtain the foreground of the image. Then input
the foreground image and the original image into the bilinear convolution
network to obtain the feature of the image. At the classification stage, we
propose an improved SD-SVM algorithm, which takes the advantages of
the similarities among sub-categories and the differences among the simi-
larities of sub-category. Experimental results manifest that our algorithm
can achieve 85.12% accuracy on the CUB-2011 dataset and 85.21% accu-
racy on the FGVC-aircrafts dataset even with only the category labels,
which outperforms state-of-the-art fine-grained categorization methods.

1 Introduction

Fine-grained categorization, also known as sub-category image classification, has
attracted wide attention in recent years. Unlike Pascal VOC’s tasks for classi-
fying boats, bicycles and cars, fine-grained visual classification algorithm distin-
guishes sub-categories with high similarity. Therefore, this task is more difficult
than most image classification tasks.

In general, fine-grained visual classification algorithm contains two steps: fea-
ture extraction and classification. At the stage of feature extraction, the annota-
tions of object level and part level are useful to improve the accuracy of classifi-
cation. Some of existing classification algorithms [1,6,9] use manual annotation
information. Because the cost of manual annotation information is expensive,
some algorithms [2,11,12] only use the category label to extract the features.
At the classification stage, previous fine-grained categorization algorithms are
directly use Multi-classification SVM. Besides, Lin et al. [2] pointed out that the
experiment using multi-classification SVM performs better than using softmax.

In this paper, a fine-grained visual classification algorithm is designed with
only the category labels. In our model, we compute the gradient of CNN to obtain
the foreground, refer to 3.1. Besides, we use the bilinear CNN to extract features,
refer to 3.2. We found that the similarity between categories can improve the
accuracy at the classification stage. The probability of classifying the image into
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similar category is higher than that of classifying the image into not similar
category. So we modify the multi-classification SVM for that refer to Sect. 3.2.

2 Related Work

In this subsection, we introduce some researches of fine-grained visual classifica-
tion in term of feature extraction and multi-classification in recent years.

2.1 Feature Extraction

Feature extraction of fine-grained visual classification mainly include two cat-
egories. One is fusing features of object and part level with manual anno-
tation information. The other is automatic extracting feature by deep learn-
ing. Additional manual annotation information about object level and part
level, can play an important role in fine-grained visual classification tasks.
Zhang et al. [6] proposed the part R-CNN algorithm. The part R-CNN
model uses the manual annotations of object level and part level to train
R-CNN [7] network. The R-CNN network is used to detect the object and part
during the test stage. Finally, we obtain the final feature combining the object
features and the part feature. Branson et al. [8] also proposed a Pose Normal-
ized CNN algorithm. The algorithm uses the key points of manual annotation to
obtain the object and part, and the localization of object and part is normalized.
A final feature is obtained by combining the two normalized features of object
and part.

In recent years, more and more studies that tend to not use the annotation
information of object and part level achieved a very good effect. To replace the
effect of annotation information, Simon and Rodner [13] designed a constellation
algorithm that uses convolutional network features. A Final feature is extablished
by fusing the extracting features of object and part using key points. Different
from the above method, Lin et al. [2] designed a novel Bilinear CNN network
model, it uses the original image as the input of the classification network, and
achieves 84.1% accuracy on the CUB200-2011 data set. Zhang et al. [3] construct
complex features using deep filters, and achieve the highest accuracy for the
database only with the category label.

Bilinear CNN has achieved great success on fine-grained problems, but this
method takes the original image as input and is greatly influenced by image
background. To solve this problem, our model obtains the bounding box of the
image by calculating gradient of image pixels in the classification network. Then
obtain features form the original image and the image cutting by bounding box.

2.2 Multi-classification SVM

SVM was originally designed for binary classification problem. When dealing
with multiple classification problem, we need to construct the appropriate multi-
class classifier. At present, there are two methods to construct SVM classifier:
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(1) Direct method: the kind of methods directly modify the objective function,
and merge the parameters of multiple classifications into an optimization prob-
lem. This method has high computational complexity, and is only suitable for
small problems. (2) Indirect method: This kind of methods achieve the frame-
work of multi-classifier through the combination of multiple two classifier. These
methods can be classified two categories: one-to-rest and one-to-one.

One-to-rest [17] is one of the earliest and most widely used methods. This
method firstly constructs k classifiers (k is the total category), then a object is
classified to the kth category or the remaining categories using the kth classifier.
One-to-one [16] method trains a classifier between two sub-categories, so there
will be k(k − 1)/2 classifiers for a k-type problem.

In the fine-grained classification problem, there is a stronger similarity
between sub-categories. Tradition classification models not use the similarity
between sub-category and the difference between the similarities of sub-category.
This paper establishes SD-SVM classification model that learns these informa-
tion at the training stage to advance the accuracy of fine-grained classification.

3 Methods

In this subsection, we will introduce proposed fine-grained visual recognition
algorithm. We first introduce how to get the bounding box of object in the image.
Then we introduce the feature extraction using the bilinear CNN. Finally, we
introduce improved SD-SVM multi-classifier.

3.1 Generating Bounding Box

We see a classification network as a mapping y = f(x), where y is the final score
vector and x is the input image. The mapping of the input layer to the conv1
layer is expressed as f (1), the mapping from the nth layer to the (n+1)th layer
is f (n). So the whole network can be expressed as f(x) = f (n)f (n−1) · · · f (1)(x).
We defined g(k) = f (k)f (k−1) · · · f (1)(x). The output of the kth layer is expressed
as x(k) = g(k−1)(x).We can compute the gradient of y for input layer x:

∂f

∂x
=

∂f

∂g(n−1)

∂g(n−1)

∂g(n−2)
· · · ∂g(1)

∂x
=
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i
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· · · ∂g(1)

∂x
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The input image consists of three channels. For each pixel of the input image,
we calculate the gradient of the three channels of y, and take the average of the
three gradients as the gradient value of the pixel. We got a gradient image of
the same size as the original image. As shown in Fig. 1(b). Since the gradient
map obtains the most relevant part of the object, it may not have the informa-
tion of the whole object. So we use the GraphCut [18] algorithm to obtain the
mask of object segmentation. The advantage of the algorithm is taking advan-
tage of some of the foreground information and the continuity of color. Then
we obtain the enclose mask with the smallest rectangular border, which is the
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Fig. 1. An example of calculating gradient of pixel. (a) is the input image, (b) is the
gradient maps, (c) is the foreground image, (d) is the result of GrapCut, (e) is the
result of bounding box.

bounding box we need. We acquire the foreground information of image using
the threshold gradient map. In our experiments, we use the region which gradi-
ent is greater than 95% as foreground. The foreground information is shown in
Fig. 1(c). The mask of image and bounding boxes are showing in Fig. 1(d) and
Fig. 1(e) respectively.

3.2 Feature Extraction

We extract the features by bilinear CNN model. A bilinear model M consists of
a quaternion: M = (fA, fB , P, C). fA and fB represents feature function that
extract from bilinear CNN network A and B respectively. P is a pooling function
and C is a classification function. The output of two networks is transformed
into the final feature by bilinear operation and pooling function. For more details
about bilinear CNN, please refer this paper [2].

3.3 Improved SD-SVM Multi-classifier

At the training stage, we extract the features of the training image set using
B-CNN, and use the one-to-rest strategy to obtain 200 SVM classifiers. At the
testing stage, the feature of testing image Ii is expressed as fi. Using the return
values of 200 trained SVM classifiers, we can link two hundred return values into
a new feature vector f i

s for imagei, s means the feature come from SVM, and
f i

s(u) is the return value that the image is classified into u class. The forms of our
feature vector is different from the previous classification methods that select the
maximum value of 200 return values. The category of image is assigned accord-
ing to the loss function in traditional SVM classifier. The objective function is
as follows:

v = arg minu loss(f i
s, u)

s.t.
loss(f i

s, u) = −f i
s(u)

(2)

The return value of SVM represents the distance between the vector and
the optimal decision surface in the vector space. This method receives good
results when the maximum return value is large. However, with the decrease
of the maximum return value, the accuracy of classification becomes worse, as
shown in Table 1. The test set has 5794 pictures, and we count the accuracy
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Table 1. The performance of different maximum return value

max(f i
s) Correct number Total Accuracy

<inf 4872 5794 84.09%

<0.8 2601 3489 74.55%

<0.6 921 1632 56.43%

<0.4 87 291 29.9%

with pictures whose max(f i
s) are respectively lower than inf, 0.8, 0.6, 0.4. Total

represents the images within range respectively, and we give the corresponding
accuracy.

For this problem, we set a threshold ε1 for the maximum return value. We
proposed SD-SVM model which is a combination of two correct methods S-
SVM (SVM Modified by similarity of categories) and D-SVM (SVM Modified by
difference between the similarities of sub-categories) to correct the classification
model when max(f i

s) < ε1. The threshold is derived from the distribution of the
return value of the training set. We let ε1 fit: p(f i

s(u) > ε1|Ii /∈ u) = 0.03. The
formula means the probability of the u-th return value of image i is greater than
ε1 equal 0.3 when image i is not belong to u. We estimate the probability as
follow:

p̂(f i
s(u) > ε1|Ii /∈ u) =

∑

fi
s(u)>ε1,Ii /∈u1
∑

Ii /∈u1
(3)

Modified by similarity of categories. In fine-grained classification, the dis-
tinct between different categories is smaller than other classification problems,
many sub-categories shares strong similarity. Using the SVM return value of the
training set, we can create a category similarity matrix: Muv = E(f i

s(u)), Ii ∈ v.
E(·) is the expect function. Let fv

p = [M1v,M2v, · · · M200v]T represent the priori
feature of category v. When the category u and v are similar, the value of Muv

is relatively large. So we build the S-SVM model:

v = arg minv loss(f i
s, f

v
p , v)

s.t.
loss(f i

s, f
v
p , v) = −f i

s(v) + 1/n ∗ ∑

fv
p (u)>ε2

(f i
s(u) − fv

p (u))2
(4)

where n is the number satisfied fv
p (u) > ε2. We judge the condition of fv

p (u) > ε2
to determine whether the two categories are similar enough. ε2 is decided from
the distribution of the return value of the training set. For example, we assume
that there are three similar categories for each category on average, so we need
to get a similar relationship of 1.5% for two hundred categories of bird datasets.
We have to calculate ε2 satisfying: p(fv

p (u) > ε2|u �= v) = 0.015. We estimate
the probability as follow:

p̂(fv
p (u) > ε2|u �= v) =

∑

fv
p (u)>ε2,u �=v1
∑

u�=v1
(5)
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In order to showing the results of classification using our first kind of correc-
tion model(S-SVM). Figure 2 shows an example of the successful classification.
Figure 2(e) is a test image which belongs to category 1 (Black footed Albatross).
Figure 2(a) is an example of category 1, and Fig. 2(b) to (d) is a image that is
similar to the category 1. Figure 2(f) is an example of category 45 (Northern Ful-
mar). Figure 2(g) to (i) is a image that is similar to the category 45. The return
value of Fig. 2(e) for category 1 is 0.3923, and the return value of Fig. 2(e) for
category 45 is 0.4462. Using the traditional classification method, this image is
classified as category 45 incorrectly. Since the overall similarity of the image in
the first line is higher than that of the third line, the image is classified correctly
in our model.

Fig. 2. A successful example for classification with S-SVM. (e) is the image to be
classified. (a) and (f) are the two categories which own the highest score. (b), (c), (d)
are the closest three categories to (a). (g), (h), (i) are the closest three categories to (f).
Since the similarity between (e) and (a)–(d) is greater than that of (f)–(i), we correctly
classify (e) as category (a).

Modified by difference between the similarities of sub-categories. Since
the similarity between categories is affected by many factors, the similarity is
not transitive. For example, category a is similar to category b as black mouth,
and category b is similar to category c as pointed mouth, however, category a
is not similar to category c. When it is difficult to distinguish between category
a and category b for given image, we can judge by the similarity information
between the image and category c.

Based on this idea, we create a strongly discriminant category set ω(v) for
each category v. We use S(u, v) to express the ability of category u to distinguish
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category v with other categories similar to category v. fv
p (w) > ε2 means cate-

gory w is similar to category v. We define max3(·) as a function return three of
the maximum in the input. We selected the largest of the three in S(u, v) into
ω(v). So we build the D-SVM model:

v = arg minv loss(f i
s, f

v
p , v)

s.t.
loss(f i

s, f
v
p , v) = −f i

s(v) + 1/n ∗ ∑

u∈ω(v)(f
i
s(u) − fv

p (u))2

ω(v) = max3(S(u, v))
S(u, v) =

∑

fv
p (w)>ε2

(fv
p (u) − fw

p (u))2

(6)

In order to showing the results of classification using our second kind of correc-
tion model(D-SVM). Figure 3 shows an example. Figure 3(d) is an image in the
test set, and it’s category is category 41 (Scissor tailed Flycatcher). Figure 3(a)
to (c) are sample images of categories 41, category 189 (Red bellied Wood-
pecker), category 36 (Northern Flicker), category 189 is similar to category 36
and category 41, while category 41 is not similar to category 36. The return
value of Fig. 3(d) for category 41 is 0.4254, and the return value for category 189
is 0.4649. In the traditional classification method, this image is misclassified as
category 189. Since Fig. 3(d) is not similar to category 36, the image is classified
as category 41 correctly in our model.

Fig. 3. A successful example for classification with D-SVM. (d) is the image to be
classified. (a) and (b) are the two categories which own the highest score. (a) is not
similar with (c). Meanwhile (b) is similar with (c). Since result shows (d) is not similar
with (c). So we correctly classify (d) as category (a).
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4 Experimental Results and Analysis

In order to verify that the proposed method is effective to improve the accuracy
of fine-grained visual recognition, experiments are done in two fine-grained visual
identification datasets (Caltech-UCSD Birds-200-2011 and FGVC-aircraft). At
the stage of getting the bounding box, we use the DeCAF using the CNN frame-
work that is provided by [1]. The DeCAF is trained on the ILSVRC 2012 dataset.

4.1 CUB-2011

The CUB-2011 dataset consists of 11,788 bird images belonging to 200 subcate-
gories. We train the B-CNN [D, M] network based on the training set as [2]. We
get ε1 = 0.58, ε2 = 0.18 in the training stage based on the method in Sect. 3.3.

Use Bounding box. We separately use the original image and the image
intercepted by bounding box as the input. The experimental results are shown
in Table 2. The method using the original image achieves 84.09% accuracy. The
method using Bounding box achieves 83.74% accuracy. The accuracy is slightly
lower than the accuracy of the original image. While the correct Bounding box is
ful for removing the background of the image, the method of acquired Bounding
box can not achieve the effect of manual calibration. Some images also lose
important information of the foreground while removing the background, as is
show in Fig. 4. The third method combining original image and bounding box is
to select the maximum return value between two return values, which effectively
avoids the risk of loss foreground information. This method achieves 84.62%
accuracy. Table 2 is show the results of three method.

Table 2. The performance of different input image

Input Accuracy

Original 84.09%

Bbox 83.74%

Original + Bbox 84.62%

Fig. 4. An example of incorrect bounding box. (a) shows the wrong bounding box, (b)
shows the defective foreground image obtained by wrong bounding box.
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We also tried to calculate the bounding box for the training image during
the training stage, but the result is so bad because the training stage could not
avoid the wrong bounding box as the test stage. The network will train the
wrong image as the correct category.

Correct SVM multi-classification. Table 3 shows the results of classification
using our proposed S-SVM, D-SVM, SD-SVM. S-SVM classification method
improved the accuracy by 0.3%. D-SVM classification method also increased the
accuracy by 0.3%. While we adopt loss function using both correction methods to
modify loss function, the accuracy of our model achieves 84.55%. Combining with
the bounding box and SD-SVM classification algorithm, our proposed method
can further improve the accuracy of fine-grained classification. Furthermore, we
firstly extract the features of bounding box image and the original image, and
then calculate the loss of classification using the extracted feature and SD-SVM
algorithm. The final category is determined by the minimum loss function value.
The final result is up to 85.12%.

Table 3. The performance on variants of our method

Algorithm Accuracy

B-CNN 84.09%

B-CNN + S-SVM 84.40%

B-CNN + D-SVM 84.40%

B-CNN + SD-SVM 84.55%

B-CNN + Bbox + SD-SVM 85.12%

Comparison of threshold ε1. The threshold ε1 is a parameter that is used to
determine the dividing line of the improved algorithm. This paper gets ε1 value
from the distribution of training set. Figure 5 shows the experimental results
through manual changing ε1. We can see that all three methods get higher
accuracy opposite to traditional methods. When the threshold equals 0, our
method is equivalent to the traditional method. The accuracy rise along with
the threshold, and it falls until coming to the point about 0.5 or 0.6. The bigger
of the return value, the more reliable the value is. So, our method get little
improvement in this case. Besides, we found that SD-SVM usually outperforms
S-SVM and D-SVM. We can see that when the maximum of SVM return value
is less than a certain value, our method is always better than the unmodified
method. While using the distributed of training set to obtain the threshold can
also achieves a good result.

Comparison with previous works. Table 4 shows the results of existing best
algorithms and our proposed method. Our approach is superior to all current
fine-grained recognition algorithm with only category labels, and is better than



152 X. Jiang et al.

Fig. 5. The performance of different values of ε1.

Table 4. Comparison of different methods on CUB-2011

Method Train label Test label Accuracy

ours n/a n/a 85.12%

Two attention(2015)[12] n/a n/a 77.9%

STN(2015)[5] n/a n/a 84.1%

B-CNN(2015)[2] n/a n/a 84.09%

Pick filter(2016)[3] n/a n/a 84.54%

No part(2015)[9] Bbox n/a 82.0%

SPDA(2016)[4] Bbox+Parts Bbox 85.14%

FOAF(2014)[15] Bbox+Parts Bbox+Parts 81.2%

PN-CNN(2014)[8] Bbox+Parts Bbox+parts 85.4%

most algorithms of the fine-grained classification with the expensive manual
annotation. The accuracy of our method is not as good as PN-CNN [8] and
SPDA [4], which uses manual annotation of the Bbox level and part level during
the training and testing stages.

4.2 FGVC-Aircraft

The FGVC-aircraft dataset consists of 10,000 aircraft images belonging to 100
subcategories. We use the B-CNN [D, D] network to train the training set as
[2]. We get ε1 = 0.49, ε2 = 0.20 in the training stage based on the method in
Sect. 3.3.
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Comparison with previous work. Table 5 shows the results of different meth-
ods. Since the FGVC-aircraft data set does not provide Bbox-level annotation,
many existing fine-grained classification algorithms can not be realized. As we
can see from the table, our method achieves the highest accuracy.

Table 5. Comparison of different methods on FGVC-aircraft

Algorithm Accuracy

Symbiotic segmentation(2013)[10] 72.5%

FV-SIFT(2014)[14] 80.7%

B-CNN(2015)[2] 84.1%

ours 85.21%

5 Conclusion

In this paper We propose a fine-grained visual classification algorithm based
on image foreground and sub-category Similarity. Our algorithm combines the
advantages of unsupervised object detection algorithm, feature extraction of
bilinear CNN, as well as the similarity of sub-category. Experimental results
show that our method outperforms state-of-the-art fine-grained categorization
methods with only the category labels.
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