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Abstract. Textures segmentation is a very important subject in the fields of 
computer vision. In order to segment the textures, a new method is achieved. 
The traditional Mumford-Shah model is modified. In detail, a smoothness term 
is added which used the nonlocal means method. The traditional Mumford-Shah 
model can be used to segment the conventional images. The modified Mum-
ford-Shah model can dispose the textures well. What’s more, in order to  
improve the computation efficiency, this paper designs the Split-Bregman algo-
rithm. At last, our performance is demonstrated by segmenting many real tex-
ture images. 
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1 Introduction 

Texture is an aspect so easy to be visually recognized but hard enough to be mathe-
matically characterized. Various methods of extracting textural features from images 
have been designed. The filters, geometric, statistical models have shown promising 
results. But these methods have different shortcomings more or less.   

The classical filter forms are Gabor and Wavelet [1]. The summation of the filter 
responses can synthesize a new image without texture which is the basic idea of the 
texture segmentation using filter theory. Such active contour models need to search 
for help from the edge detecting methods .And these methods are time consuming. 

In recent years, local binary pattern method achieves good result in texture seg-
mentation [2]. The LBP characteristic achieve better result than Gabor and Wavelet 
features. It needs lower computational burden [3]. 

The segmentation methods mentioned above rely on the choice of the initial condi-
tion. And all these methods can achieve good results especially for easy images. But 
the results are sometimes not good for complicated images. Because the texture on an 
object is very similar to its boundary, it always leads to the wrong segmentation re-
sult. But we can get good results to use our method. 

The outline of the paper is as follows. The next section introduces the conventional 
Mumford-Shah model for image segmentation. Then the modified Mumford-Shah 
model based on the nonlocal means method is proposed. What’s more, we design the 
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Split-Bregman algorithm. At last, we make some numerical experiments and  obtain 
the final conclusion. 

2 The Mumford-Shah Model 

The model of piecewise smooth is the basis of variational image segmentation re-
search. For the gray image f(x) of defining on the rectangular open area Ω:Ω→R,x  Ω,Mumford-shah model [4] isא
      (1) 
The original image will be segmented into the area of smooth image  by the edge 
point set K. The first item means the proximity between the original image with the 
approximate image of the smooth regions. The second item is the penalty item of 
piecewise smooth image. The third item is the length of segmentation-line. 
λ,γ are the penalty parameters. The larger the λ is, the more smooth the piecewise 
image becomes. The larger the γ is, the shorter the segmentation-line made by the 
edge point set becomes. For avoiding the optimization problem because of the co-
existence of the different dimensions space variable, u is defined as the function of the 
special function space of bounded variation in the document [5],the formula(1) is 
rewritten 

          (2) S୳ is the set of the discrete points. 
Vese et al [6] use sign distance function zero level set to express the continuous 
contour line of divisiory area, they use variational level set method to make formu-
la(2) being similar with the formula(3). 

   (3) 

If  means the prospect of the image,  means the background of the 
image, means the contour line. When  means the piecewise smooth image of 
prospect and background, the first two items are the estimated data of the piecewise 
smooth images, the third item is similar with the third item of the formula(2).

 are the penalty parameters. The level set function   which be 
defined by the sign distance function is   

                                             (4) 

 is the minimum distance between arbitrary point with contour line in the im-
age space. is Heaviside function. 
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The document [7] use binary tag function , ,

,the formula(3) is rewritten the constrained optimization problem: 

   (5) 

3 The Modified Mumford-Shah Model  
Based on Nonlocal Means Method 

3.1 Nonlocal Operators 

Gillboa and Osher defined in [8] the variational formulation of nonlocal means, with a 
non-local partial differential equation (PDE).The nonlocal means algorithm can be 
seen as the generalization of the Yaroslavsky filter [9] and bilateral filters [10] to 
intensity patch feature instead of single pixel feature. See also the paper on Texture 
Synthesis [11]. The nonlocal means can be used the image denoising and other as-
pects [12]. 

The traditional local operator means the relationship between the current pixels 
with the consecutive pixels. The nonlocal method is based on the image slice similari-
ty. It defines as follows: 

                                     (6) 

, , in which is the Gaussian kennel function. is the width parameter 
of the gaussian kernel function,h is the threshold value for similarities between two 
patch windows. So the nonlocal gradient for two points x and y in the image is de-
fined as  

              (7) 

.The nonlocal gradient is not the general vector but the map of 
.The nonlocal vector is v(x,y): ,the inner product is defined  

 
 :              (8) 

The module is  
                              :                      (9) 

 With the inner product , The nonlocal divergence is defined as  

                (10) 

Then the nonlocal laplacian can be defined as 

           (11) 
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With the above mentioned definitions ,we can write the norm of the nonlocal gradient 
for a function u as follows. 

 
:              (12) 

3.2 The Proposed Model 

Based on the above definitions, the modified Mumford-Shah model can be defined as   

     (13) 
 can be defined as follows. 

               (14)  

When  is zero, the formula (13) is the conventional Mumford-Shah model. When 

 is zero, the formula (12) is the Mumford-Shah model with nonlocal means me-

thod. But when  and  are not equal to the zero, this model can segment not 
only the conventional images but also the texture images. The answer in detail of the 
formula (12) is defined as follows. 
The energy function about u is 

                 (15) 

The Euler-Lagrange equation solved by the variational method about u is  

            (16) 

Considering the equation (15), we can obtain  as follows 

           (17) 

Without the loss of generality, we represent a gray image as an N×N matrix. Where 
m, n=1,...,N, C is defined as follows. 

               (18)        

The energy function about  is   

      (19) 

This paper designs to use the split Bregman iteration method, the instrumental varia-
ble  and Bregman iteration parameter  are introduced, then the formula(16) is 
transformed into the iterative optimization format. 

          dyyxwxuyuxuNL ,2 R

 
     














    







2

1

1

1

222

1,0,
,

i i
iiiNLiiiiiu
dxdxuufuuEMin 



  i

    



 

1

0
10 1,01

i

j
njii 

i

i

i i

     






 





  

dxuufuuEMin iiNLiiiiiiiui
 222

2

1

       0 iNLiNLiiiii uufu 

 xui

 
              

          










dyyxwxy

dyyxwyuxyCxf
xu

iiiii

iiiiii
i ,*4

,*





1,1,,1,1   nmnmnmnm uuuuC



     













  






2

1

1

1

222

i i
iiiNLiiiii dxdxuufuEMin

i




iv ib



90 J. Lu et al. 

      (20) 

And the constrains is defined by 

                   (21) 

The form of  is  

               (22) 

The Euler-Lagrange equation about and the approximate generalized soft threshold 

formula about  based on the alternating iterative optimization strategy and varia-
tional method can be obtained.  

     (23) 

In the equation (20), the form of  is  

                     (24) 

With the equation (21),we can obtain  as follows.  

         (25) 

Where 

                      (26) 

4 Experiment and Analysis 

In the section, several numerical experiments is presented to show the performance of 
the model proposed in the paper for texture image segmentation. And we make com-
parison with the method which is referenced from literature [13].This method com-
bines image decomposition model and active contour model. 
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             (a1)                    (a2)                         (a3) 

                            
             (b1)                (b2)                    (b3) 
Fig. 1. Texture images for segmentation: (a1), (a2) and(a3) are the initialized images.(b1) ,(b2) 
and (b3) are the segmentation results. 

We first present the initialized contour line, the second line is the segmentation re-
sult in Fig. 1. For the first picture(a1), there are two cut-off rules between the two 
opposite angles texture areas with the middle area. And the cut-off rule is very long. 
But the cut-off rule is close to the edge good. The second picture (a2) is similar. The 
third picture (a3) is a tiger. We know the body of the tiger has some texture streaks. 
We can segment the tiger from the whole picture very well. No matter the simple 
complex texture images or the real texture image, we can obtain very good results. 
The segmentation line can be fully fit with the edge of the segmentation area. 

    
(d) 

    
(e) 

        
(f) 

Fig. 2. Comparison results between our method and the method in [13]: (d) original  
image,(e)shows the results using the method in [13], (f) shows the results of our method.  
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These images are typical. Compared with the method [13], the results of our me-
thod are exact. For the first picture, the leopard has many spots. The foreground leo-
pard and the background has similar hue meanwhile. It is difficult to segment this 
picture which used the conventional method well. The following two zebras have 
quite a lot of texture streaks and it is the greatest interference factor for segmenting 
the zebra. Because we are based on the nonlocal the image slice similarity but the 
image pixel. So the zebra is segmented well. From the first picture, we can see that 
the whole body of the leopard is fully fit with the segmentation line, especially the 
head and the legs. The second picture shows the great performance of the legs’ seg-
mentation. The segmentation line of the old method has a certain gap with the zebra’s 
legs. Our method has better performance which makes the segmentation line fully fit 
with the zebra’s legs. The third picture shows the good segmentation result of the legs 
and the head. Meanwhile the segmentation effect of the zebra’s ears is good too. 

5 Conclusions 

In this paper, by using the relevant concepts of nonlocal operators and the modified 
Mumford-shah model, we proposed this model for texture image segmentation. In this 
model, we design a Split Bregman algorithm and provide the implementations. Nu-
merical experiments confirm the performance of the proposed model for texture im-
age segmentation. 

Acknowledgments. This work was supported by National Natural Science Foundation of  
China (No.61305045 and No.61170106), National “Twelfth Five-Year” development plan of 
science and technology (No.2013BAI01B03), Qingdao science and technology development 
project (No. 13-1-4-190-jch). 

References 

1. Paragios, N., Deriche, R.: Geodesic active contours for supervised texture segmentation. 
In: Proceedings of the IEEE Computer Society Conference on Computer Vision and Pat-
tern Recognition (CVPR 1999), pp. 699–706, June 1999 

2. Savelonas, M.A., Iakovidis, D.K., Maroulis, D.E., Karkanis, S.A.: An Active Contour 
Model Guided by LBP Distributions. In: Blanc-Talon, J., Philips, W., Popescu, D., 
Scheunders, P. (eds.) ACIVS 2006. LNCS, vol. 4179, pp. 197–207. Springer, Heidelberg 
(2006) 

3. Savelonas, M.A., Iakovidis, D.K., Maroulis, D.: LBP-guided active contours. Pattern Rec-
ognition Letters 29(9), 1404–1415 (2008) 

4. Mumford, D., Shah, J.: Optimal approximation by piecewise smooth functions and asso-
ciated variational problems. Communications on Pure and Applied Mathematics 42,  
577–685 (1989) 

5. Ambrosio, L., Tortorelli, V.M.: Approximation of functionals depending on jumps by el-
liptic functionals via Gamma-convergence. Communications on Pure and Applied Mathe-
matics 43, 999–1036 (1990) 



 The Modified Mumford-Shah Model Based on Nonlocal Means Method 93 

6. Chan, T.F., Vese, L.A.: Active contours without edges. IEEE Trans. Image Processing 
10(2), 266–277 (2001) 

7. Bresson, X., Esedoglu, S., Vandergheynst, P., Thiran, J.P., Osher, S.: Fast global minimi-
zation of the active contour/snake model. Journal of Mathematical Imaging and Vision 
28(2), 151–167 (2007) 

8. Gilboa, G., Osher, S.: Nonlocal Linear Image Regularization and Supervised Segmenta-
tion. SIAM Multiscale Modeling and Simulation (MMS) 6(2), 595630 (2007) 

9. Yaroslavsky, L.P.: Digital Picture Processing, an Introduction. Springer-Verlag (1985) 
10. Tomasi, C., Manduchi, R.: Bilateral Filtering for Gray and Color Images. In: International 

Conference on Computer Vision (ICCV), pp. 839–846 (1998) 
11. Efros, A., Leung, T.: Texture Synthesis by Non-Parametric Sampling. In: International 

Conference on Computer Vision, pp. 1033–1038 (1999) 
12. Bresson, X., Chan, T.F.: Non-local unsupervised variational image segmentation models. 

CAM-report No.08-67 (2008) 
13. Wang, G., Pan, Z., Dong, Q., Zhao, X., Zhang, Z., Duan, J.: Unsupervised Texture  

Segmentation Using Active Contour Model and Oscillating Information. Journal of  
Applied Mathematics 2014 (2014). Article ID614613, 11pages 

 


	The Modified Mumford-Shah Model Based on Nonlocal Means Method for Textures Segmentation
	1 Introduction
	2 The Mumford-Shah Model
	3 The Modified Mumford-Shah Model Based on Nonlocal Means Method
	3.1 Nonlocal Operators
	3.2 The Proposed Model

	4 Experiment and Analysis
	5 Conclusions
	References


