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In computed tomography, image reconstruction from an insufficient angular
range of projection data is called limited angle tomography. Due to missing data,
reconstructed images suffer from artifacts, which cause boundary distortion, edge
blurring, and intensity biases. Recently, deep learning methods have been applied
very successfully to this problem in simulation studies. However, the robustness
of neural networks for clinical applications is still a concern. It is reported that
most neural networks are vulnerable to adversarial examples.

In this paper, we aim to investigate whether some perturbations or noise will
mislead a neural network to fail to detect an existing lesion.

Our experiments demonstrate that the trained neural network, specifically
the U-Net, is sensitive to Poisson noise. While the observed images appear
artifact-free, anatomical structures may be located at wrong positions, e.g. the
skin shifted by up to 1 cm. This kind of behavior can be reduced by retraining on
data with simulated Poisson noise. However, we demonstrate that the retrained
U-Net model is still susceptible to adversarial examples. We conclude the paper
with suggestions towards robust deep-learning-based reconstruction [1].
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