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Abstract. Based on the assumption that distributor and retailers adopt different 
replenishment policies, this article gives consideration to the relationship 
between the inventory strategies of the two echelon. The authors construct an 
inventory model of a two-echelon distribution system under stochastic demand, 
and solve the problem based on algorithm of Particle Swarm Optimization (PSO) 
to quantitatively get the optimal ordering strategies of distribution center and 
retailers. 
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1 Introduction 

Inventory optimization of two-echelon distribution system is exactly the typical 
problem in multi-echelon inventory control of supply chain, as for the demand 
uncertainty of actual management, many experts make research on two-echelon 
inventory system based on random demand. [1] established a two-echelon inventory 
system jointly operation model including a single supplier (or distributor) and many 
retailers. [2] proposed an inventory control model of a two-echelon distribution system 
based on decentralized control strategy. [3] put forward that queuing theory can be used 
to simulate the process retailers waiting for the delivery under the assumption of 
Poisson distribution, thus a two-echelon inventory model based on (R,Q) inventory 
replenishment policy under stochastic demand was established. [4] put great emphasis 
on quantitative impact of retailers inventory strategy on demands faced by suppliers. 

In this paper, we study a typical two-echelon distribution system, the distribution 
system consists a distributor and many retailers. Based on the assumption that 
distributor and retailers adopt different replenishment policies, we assume retailers 
with (R,Q) policy and distributor with (s,S) policy, the order quantity Q remains 
unchanged for each order. This article gives consideration to the relationship between 
the inventory strategies of the two echelon, aim to minimum the average total cost, 
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establish an inventory model of a two-echelon distribution system and solve the 
problem based on algorithm of Particle Swarm Optimization (PSO) with a numerical 
example. 

2 Assumptions and Symbols 

2.1 Assumptions 

a. In the two-echelon distribution system, distributor sends ordering information to 
suppliers and provides single species products. b. The final demands of customers 
faced by various retailers are mutually independent random variables, and demands per 
unit time follow a Poisson distribution with the same parameters. c. The retailers adopt 
a continuous review (R,Q) strategy. Assuming Q ≥ R+1, so that order crossover 
phenomenon will not occur within two successive cycles. d. Distributor adopt a 
continuous stock-taking (s,S) strategy and s <S, Where s and S are integer multiple of 
order quantity Q. e. Backorders are allowed in each echelon of the two-echelon system 
and are delay in delivery, backorders are sale without loss, namely Backorder mode, 
delay in delivery has a corresponding cost .f. Lead time a random variable, the lead time 
is independent from unit time demand of retailers and it is composed of transport time 
and random delay of distributor. g. Assuming transportation time and cost are the same 
from distributor to different retailers. 

2.2 Symbols 

N - The total number of retailers, 

0L -Fixed lead time of distributor’s purchases from suppliers, 

0A - Fixed ordering cost per distributor order 

0h - Holding cost of per unit goods within per unit time of distributor,  

0b - Backorder cost of per unit goods within per unit time of distributor,  

tL - Fixed shipping time from distributor to different suppliers, 

rx - Retailers’ demand per unit time, )(~ rr Px λ , 

rh - Holding cost of per unit goods within per unit time of retailors, 

rA - Fixed ordering cost per retailor order, 

  - Backorder cost of per unit goods within per unit time of retailors, 

0λ -The average arrival rate of distributor’s demand, 

0x - The number of orders reaches distributor per unit time, 

)(),( ττ DttD =+ - Random demand of distributor from time period t to τ+t , 

- The probability of the demand arrived at distribution center at moment t , 
         - The probability that the number of orders arriving at distributor is j in time 

periodτ , 

dL - Random delay of retailers’ orders at distribution center, 

rL -The lead time of retailers’ orders. 
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3 An Inventory Model of a Two-Echelon Distribution System 

3.1 An Inventory Model of Distribution Center 

A. Demand Analysis on Distribution Center 
The average arrival rate of distributor’s demand is 
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The orders received by distribution center 0x  obey Poisson distribution with parameter 

0λ , that is )(~ 00 λPx , As the batch of each order is 
rQ , the probability of the demand 

arrived at distribution center at moment t  is 
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The orders arrive as Poisson flow, thus the probability that the number of orders 
arriving at distributor equal to j within a time interval t τ is 
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As the batch of each order is   , the probability of the demand equal to d within a 
time interval t τ is   

                                                                     (3.4) 
 
 

μ  presents for average demand per unit time of distribution center, then 

rr NQ λλμ == 0                                (3.5) 

B.   Analysis of Inventory Level 
Suppose the holding inventory at moment t is }0),({ ≥ttIP and inventory level is 

}0),({ ≥ttIL , So we can get the following properties, 

),()()( 00 LttDtIPLtIL +−=+ )()( 0LDtIP −=                  (3.6) 

          is a random process with continuous parameters and discrete values, and 
the scope of )(tIP ’s value is },,2,{ 000 SQsQs rr ++ . We can see from the assumption 

(5) that, 0s and 0S are integral multiples of 
rQ , assume rQks 00 = ,

rQKS 00, = , and  
+∈ NKk 00 , here. 

Suppose jρ to be the probability that the holding inventory )(tIP reach j , 
rmQj = , 

00 1 Kmk ≤≤+ . At the beginning of each order cycle, the orders of distribution centers 

ensure the holding inventory reach 0S , so       . In an order cycle, each time   the 

arrival of the demand will cause transitions of holding inventory, and each holding 
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inventory point can be reached at most once. Obviously, when jftIP >=)( , if the 

next demand arriving at distribution center is jf − , then the holding 

inventory jtIP =)( , so, there is 
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Here, 000 ,,2, SQsQsj rr ++= . Only one solution can be get by solving equation 

(3.7), denoted by ),,2,( 000
* SQsQsj rrj ++=ρ . In fact, *

jρ also can be seen as the 

expected frequencies that holding inventory reaches j  in one order cycle. Therefore, 
the frequency of average total demand in one order cycle is 
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ρρρρρ  . As orders to distribution center obey 

compound Poisson process, and the average time intervals of demands to systems are 
always the same, therefore, under the stable state, the probability distribution of 
inventory location can be written as follow, 
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C.  Holding Cost and Backorder Cost of Anticipation Inventory 
For the given inventory level IL , inventory holding cost can be expressed 
as ))0,(max(0 ILEh ⋅ , and )0,max(IL as +)(IL , then inventory cost can be expressed 

as +)(0 ILEh . In addition, the delayed delivery cost can be expressed 

as ))0,(max(0 ILEb −⋅ , and )0,max( IL− as −)(IL , then delayed delivery cost can be 

expressed as −)(0 ILEb . Assume inventory position of the distribution center is always 

yIP = , the following can be get from property(3.6). 

})({}{ 0 xyLDPxILP −=== ， yx ≤                      (3.9) 

When yIP = , )(yG  represents the sum of anticipation inventory cost and 

anticipation delayed delivery cost, so 
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D.  Anticipation Total Cost Per Unit Time of the Distribution Center 
We can know from the analysis of (B) that the average number of holding inventories’ 
changes in one order cycle is  *

jρ 
+=

=
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ρ , and every demand arrival can lead to 

changes of inventory levels, thus the average length of one order cycle is 
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From the above analysis, we can know that anticipation total cost per unit time of the 
distribution center is  
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3.2 An Inventory Model of Retailers 

A. The Analysis on Lead Time of Retailers’ Order 
We can know from assumption(6) that the lead time of retailers’ order consists of two 
parts, of which the fixed shipping time from distributor to different suppliers

tL  is 

constant while random delay of retailers’ orders at distribution center
dL is a random 

variable. Namely,            

dtr LLL +=                                  (3.15) 

Just because the uncertainty distribution of
dL , its mean value is often used to 

represent the random variable in practice, we can get equation (3.16) from Little’s 
formula in Queuing Theory, 

00 )( μ−= ILEL d                           (3.16) 

Here, the numerator represents the average backorder level of distribution center, the 
denominator represents the average demand per unit time of distribution center. 
Substitute equation (3.5) and equation (3.11) into equation (3.16), 
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    And 
__

rL satisfies the following conditions, dtr LLL +=                    (3.18) 

 
B.  Holding Cost of Inventory 
From assumption (3), the demand during lead time

rX  is a discrete random variable 

taking positive integers, provided the cumulative distribution function is )(xφ , the 
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probability distribution is )()( xxXP r ϕ== , the expected value (average) is l . The 

average inventory in one cycle is ][
2
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As )(~ rr Px λ , according to the characteristics of Poisson distribution, the average 
demand per unit time is,   and the order quantity is    , then the average order times 
per unit time is 

r
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λ , thus the average length of one order cycle is 
r
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. Therefore, the 

average inventory holding cost of the retailers in one cycle is, 
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C.  Backorder Cost 
Backorders occur when demands in the lead time exceed a reorder point, so the average 
value of backorders in one cycle is,  

 
 

Here, )(xϕ is the probability density function of demand
rX in the lead time, and 

)(xϕ is a cumulative distribution function of 
rX . 

Thus the average total backorder cost in a cycle is  
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D.  The Average Total Cost Per Unit Time 
From equation (3.19) and (3.20), the average total cost of the retailers and since the 
average time of one ordering cycle is 
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Retailers’ demand per unit of time )(~ rr Px λ , as convolution formula of Poisson 
distribution, demands during lead time meet              , so we have the followings 
in equation (3.21), 
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rL can be get from (3.17) and (3.18). 
Refer to equation (3.14) and (3.21), the function of anticipation total cost of the 

overall two-echelon distribution system per unit time can be expressed as follow, 
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The goal of the model is to find the optimal ***
0

*
0 ,,, rr QRSs , so that the anticipation total 

cost of the overall system per unit time to be minimum. So the problems to be solved by 
the model can be described as 

     min =ATC ),,,( 00 rr QRSsATC                   (3.26) 
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4 Solution Method for Model Based on Particle Swarm 
Optimization (PSO) 

4.1 Coding and Fitness Function 

Set particle size M=20, the maximum iteration Kmax=30, adopt real number coding on 
the respective components of each vector’s position Xi, the position vector Xi contains 
four dimensions, corresponding s0, S0, Rr, Qr respectively, so the current position of 
each particle forms a solution vector, that is ),,,( iiiii QRSsX = , 20,2,1 =i . 

The goal of the two-echelon system joint inventory optimization is to optimize the 
total cost of distribution centers and the retailers, therefore, fitness function of 
algorithm can be defined as the sum of the cost of both, that is 

),,,(),,(0 iiiiriii QRSsATCNQSsATCfitness ⋅+=  

4.2 The Solving Process of Particle Swarm Optimization (PSO) 

Step1: Its scale 20=M , Maximum iteration 30max =k . 

Step2: Determine the initial position of each particle MiQRSsX iiiii ,,2,1),,,,()0( == , the 

initial velocity of each particle ),,,()0( Q
i
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Step3: Measure the fitness of each particle based on (4.1) )0(
if , the optimal position of 

the each particle )0()0(
ii fp = . 

Step4: Find out the global optimum )0(
gp from },,min{ )0()0(

2
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1
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Step5: Let iterations k=0 and k<—k+1, update particle velocity )(k
iv and particle 

position )(k
iX according to the following three equations. 
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Here, 21 , rr are random numbers among [0,1], accelerated factor
21 , cc = 0.7, the 

maximum value of inertia factor
maxw =0.9, minimum value minw =0.7. 
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Step6: Measure the fitness of each particle fitness )(k
if according to fitness function 

(4.1). 
Step7: For each particle, compare its fitness )(k

if with its historical optimal 

position )1( −k
ip , place it as the current optimal position )(k

ip if it’s better than ip . 

Step8: For each particle, compare its optimal position )(k
ip with the global optimal 

location of the whole group   , place it as the optimal location of the whole 
group )(k

gp
)(k

ip if it’s better than )(k
gp , then },,min{ )()(

2
)(

1
)( k

M
kkk
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Step 9: Check the termination conditions, jump to step 6 if maxkk < ; Otherwise, the 

maximum iteration, termination. 

5 Examples 

The distribution center face 40 retailers, that is 40=N , retailer's daily demand obey 
Poisson distribution, average demand 9=rλ units. Daily per holding cost of the 

distribution centers and retailers is 20 == rhh yuan, unit backorder cost of the 

distribution centers is 40 =b  
yuan, unit backorder cost of the retailers is 8=rb  yuan, 

ordering fee of retailers each time is 96=rA yuan, ordering fee of the distribution 

centers each time 12000 =A yuan, the lead time of distribution center is 20 =L days, 

transportation time from the distribution center to the retailers is 1=tL day. 

Take various parameters in the above application examples into the two-echelon 
distribution system and solve the problem based on algorithm of Particle Swarm 
Optimization (PSO) with the software MATLAB (R2008a).We will record once the 
current optimal solution every three times of iterations, the results refer to Table 1.  

Table 1. Example 5.1 Iterative process records algorithm of PSO 

 

Number  s0 S0 Rr Qr Optimal fitness Average fitness 
0 663 1938 9 51 2755.69 7947.14 
3 480 1440 11 40 2672.36 6148.03 
6 480 1440 11 40 2672.36 4200.38 
9 396 1672 11 44 2671.7 3345.47 
12 540 1575 8 45 2651.01 2957.4 
15 540 1575 8 45 2651.01 2870.4 
18 484 1672 8 44 2648.03 2869.76 
21 495 1620 9 45 2645.65 2711.55 
24 484 1628 9 44 2644.08 2762.3 
27 484 1584 9 44 2643.91 2884.25 
30 473 1591 9 43 2643.52 2674.47 

)1( −k
gp
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From the table1 we can clearly see the convergence process of particle swarm, the 
difference of the optimal fitness between adjacent two iterations is gradually reduced, 
and the gap between the average fitness of each particle and the optimal value is 
gradually narrowing, indicating that each particle convergences to the optimal position, 
its visible that the algorithm has preferable convergence. 

6 Summary 

This paper selects an important part of the multi-echelon inventory system- distribution 
system as the research object, the optimization of the two-echelon inventory system is 
studied under centralized control strategy. Distribution centers adopt (s,S) ordering 
strategy while retailers adopt (R,Q) ordering strategy, the lead time of distribution 
centers to retailers is a random variable while each retailer's demand is independent 
Poisson process, the authors construct an inventory model of a two-echelon distribution 
system under this assumption, and solve the problem based on algorithm of Particle 
Swarm Optimization (PSO) with inertia weights to achieve effective exploration on 
swarm intelligence technology on inventory optimization problems.  
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