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Abstract. In this paper, we describe an opportunistic model for human-
environment interaction. Such model is conceived to adapt the expressivity of a 
small lexicon of gestures through the use of generic functional gestures lower-
ing the cognitive load on the user and reducing the system complexity. An  
interactive entity is modeled as a finite-state machine. A functional gesture is 
defined as the semantic meaning of an event that triggers a state transition and 
not as the movement to be performed. An interaction scenario has been de-
signed in order to evaluate the features of the proposed model and to investigate 
how its application can enhance a post-WIMP human-environment interaction.  
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1 Introduction 

This paper presents a model for the design of an opportunistic system for natural  
human-environment interaction. Natural interaction approaches aim to facilitate the 
control of technological devices through the use of the communication modalities 
typical of the human-human interaction [1]. Gestures, speech, gaze are few examples 
of typical modalities. Although natural paradigms have been conceived to improve 
learnability, several gesture-based applications 1) lack of expressivity (small lexicon) 
or 2) have a significant cognitive load for the user caused by the big number of  
gestures. 

In this paper, we address these issues proposing an opportunistic context-aware 
model conceived to augment the expressivity of a small lexicon of gestures. The small 
size of the lexicon reduces the impact on the user cognitive load, whereas the oppor-
tunistic approach augments the vocabulary expressivity, with the results of an  
increased expressivity and a reduced cognitive load. A reduced number of gestures 
lowers the complexity of the system improving also the accuracy rate when using 
machine learning techniques. In fact, a classifier trained on a small number of ges-
tures generally outperforms in terms of recognition accuracy the same system trained 
on a larger number of gestures [2]. Section 2 presents the works related to this project 
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in the field of gesture recognition and gesture vocabulary design. Section 3 defines 
the main concepts of the presented model. Section 4 details our model. Section 5  
validates the proposed model discussing an interaction scenario. Finally, Section 6 
discusses the achieved results. 

2 Related Work 

Several studies have investigated the definition and design of a gesture vocabulary for 
the natural interaction with objects, the environment and invisible computers (post-
WIMP era). The definition of specific and generic gesture taxonomies is an important 
preliminary step designing the features of the interaction between the human and the 
machine. Researchers in HCI have proposed conceptual frameworks mixing gestures 
physical expression and semantics in the taxonomy (such as [3], [4] and [5]). For 
instance, in [3] Quek et al. define manipulative and semaphoric gestures. The first 
class involves “a tight relationship between the actual movements […] with the entity 
being manipulated”; the second “any gesturing system that employs a stylized dictio-
nary of static or dynamic hand or arm gestures”. These classes emphasize the relation 
of the gesture with the entity of the interaction and the signification of the  
gestures for the user.  

Most of the studies on gesture interaction define an ad-hoc or rule-based gesture 
vocabulary to be used in the interaction (such for example in [6], [7] and [8]). Stern et 
al. [9] propose the definition of a gesture vocabulary based on psycho-physiological 
and technical factors for one-way (a human that commands a machine) communica-
tion. Differently from the approach we propose in this paper, the authors limit their 
study to the assumption one gesture – one command. Several studies take into account 
co-verbal gestures [3] [10], in order to study the relation between the gestures and 
speech or to extract multimodal information. In contrast, we focus on the single  
gestural modality leaving multimodal aspects to further studies. Researchers in the 
cognitive science domain are studying how object shapes can evocate functional and 
volumetric gestural knowledge [11]. In their work, Bub et al. define functional ges-
tures as “gestures associated with the conventional uses of objects”. Starting from this 
definition, we extend it toward generic entities that can be real or virtual, associating 
the function evocation to the semantic meaning. 

The gesture vocabulary design can be done following different approaches. Akers 
et al. [12] propose an observation-based design to reveal the optimal gestures for a 
given task. However, designing a gestures vocabulary implies taking into account 
many aspects. In fact, Prekopcsák et al. [13] identify four main design principles for 
everyday hand gesture interfaces in ubiquity, unobtrusiveness, adaptively and simplic-
ity. Our approach takes into account these four aspects with a special attention to the 
adaptation parameter. Also Nielsen et al. [14] propose an interesting approach for 
developing gestural interfaces focusing on parameters as intuitiveness and ergonom-
ics. The authors define some directives to follow in order to adhere to the most  
important principles in usability and ergonomics. They state that two are the possible 
approaches for the investigation of suitable gestures for HCI interfaces: bottom-up 
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and top-down. In particular, the bottom-up approach consists of taking the functions 
and finding the matching gestures. Our model affects this part of their procedure in-
troducing the concept of functional gesture defined in the next section. Our procedure 
enhancement aims at providing a smaller gestures vocabulary in order to go beyond 
the learnability obtainable with standard approaches improving the recognition  
accuracy at the same time. 

3 Definitions 

3.1 Interactive Entities 

Through gestures, users can interact with devices and tools that can be real or virtual. 
In this paper, we generically call these devices interactive entities.Our model classi-
fies the interactive entities according to the following 2-elements taxonomy: two-state 
entities and complex entities.  Two-state entities are simple entities that are characte-
rized from having just the states ON and OFF. Lamps could typically belong to this 
category. Complex entities can be modeled by a finite-state machine representation 
with more than 2 states, in which each transition defines an action. It is convenient to 
distinguish the two-state entity class for the wide availability of devices that can fit 
this class and can be described with the same model.  

On the other hand, the state machine representation of a complex entity is strictly 
linked to the functions of the device. Although automatic state-machine generation, 
configuration and deployment are not the focus of this paper research, solutions based 
on an ontological description of the interactive entities (such as presented in [15]) can 
help this process: ontologies can abstract heterogeneous devices as homogeneous 
resources. 

3.2 Interaction Expressivity versus Cognitive Load 

Combinations of multiple gestures to provide complex and rich commands to a  
system are a challenging mean of interaction. The effort required to learn or repro-
duce such language requires the users to make a remarkable effort. In common  
approaches, with the exclusion of sign language alphabets, it is rare to find gestural 
sentences composed of a concatenation of multiple gestures. And, consequently, the 
most diffused approach is to associate one gesture to one command. If such solution 
works well in systems and applications with reduced needs of expressivity, it can fall 
short to control complex interfaces (complex not complicate interfaces [16]).  

On the other hand augmenting the vocabulary size is not always a viable solution. 
Previous studies assessed that a big number of commands can have a sensible impact 
on the user cognitive load and the associated information can be difficult to process. 
According to Miller’s seminal work, seven “plus or minus two” appears to be the 
upper limit in the number of information that can still be processed with a not exces-
sive load on the cognitive processing capacity of our brain [17]. Based on these re-
sults, we empirically limited the number of gestures for our interaction scenario to 8. 
These gestures are: select, turn on/off, next, previous, undo, increase, decrease and 
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exit (their functions and particularities are detailed in section 3.4 and Table 1). We 
can observe that there are not specifications or limitations on how to perform a  
gesture.  

3.3 Functional Gestures 

As mentioned before, we focus on gesture classification based on the function of a 
gesture and not the physical movements or posture. From this perspective, a gesture, 
or more in general a command, does not imply constraints about its physical realiza-
tion, improving flexibility and user adaptation. From a more general, multimodal, 
point of view, a command can be provided using different communication channels. 
According to our classification, if a command function remains the same, the  
command belong to the same functional command class. 

But what is a function? Representing an entity as a finite-state machine, a function 
is the semantic meaning of an event or condition that triggers a transition. An action 
is a specific transition. Examples of functions are select, next element, undo, etc. A 
functional gesture is linked to the concept of function instead of action (in conformity 
with the conscious gestures of semantic type descripted in [14]). The functional  
gestures are strictly connected to the functions of the entity that we are interacting 
with. For instance, the next element function has not meaning for a two-state entity.  

The aim and the advantage of this approach is the abstraction between the physics 
of the gestures and its interpretation. A system configured to respond to functional 
gestures does not force the users to specific movements and can implement a one to 
many or many to one relation (i.e., one gesture for multiple actions). 

In this research, we limit our lexicon to 8 functional gestures: select, turn on/off, 
next, previous, undo, increase, decrease and exit. Table 1 presents the 8 functional 
gestures integrated in our taxonomy; we emphasize in italic some of the main assump-
tions that should be taken into account designing an interface according to our model.  

Table 1. Functional gestures: function-action association 

Function Action 
Select Select the highlighted element (for a specific entity in a certain state) 

Turn on/off 
Two actions: switch the highlighted entity condition: OFF ->ON or  
ON->OFF 

Next Highlight the next element in a sorted list 
Previous Highlight the previous element in a sorted list 
Undo Undo the last command 
Increase Increase the main property of the highlighted entity 
Decrease Decrease the main property of the highlighted entity 
Exit Exit from the current state 

 
Highlighting implies a form of feedback to the user. It can be visual, acoustic, or 

multimodal. 
Sorting implies the concept of order between the different elements. 
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Increase and decrease should be applied to a main property of an element. The  
degree of relevance of the property can change with the state of the entity. For exam-
ple, interacting with a media center in the play movie state, the increase and decrease 
function can be associated to the loudness of the volume, whereas in the pictures 
browser slide-show they can be associated with the zoom level on the images.  

Finally, the exit command implies to have a state-machine representation aware of 
the application interface (this can imply the need to memorize the historic of the  
interaction). 

4 Model and Design Directives 

The proposed model aims to enhance the interaction between the human and the  
environment finding a good balance between cognitive load and vocabulary expres-
siveness, in the context of gesture-based interaction. In smart environments the  
gesture interaction can be very varied. In order to address these challenging issues and 
focus on our research, we fixed some design directives.  

4.1 Design Directives 

We identified a number of rules and constraints that the gesture lexicon and the envi-
ronmental interfaces of a smart home should respect in order to be modeled with the 
proposed approach.  

Interaction lexicon should:  

1. Have a moderate number of gestures to reduce the cognitive load for the user that 
have to recall the interaction to perform. E.g., seven more or less two is the range 
of numbers suggested by Miller in [17] and that we adopted in our scenario. 

2. Define a set of semantic meanings, and not the cinematic and dynamic of the  
gesture itself that the designer can freely choose. Such meanings should be generic. 
Based on the research of Neßelrath et al. [18], in our scenario we propose 8 func-
tions that we associated to the selected semantic meanings.  

3. Be designed following the Nielsen et al. procedure [14] in order to adhere specific 
ergonomics and usability principles.  

Environmental feedback interfaces should: 

4. Be designed to be compatible with the generic meaning of the gesture vocabulary 
and increase the intuitiveness of the interaction. Section 4.4 discusses typical issues 
that should be taken into account designing the feedback for the user. 

Functional gestures must be dynamically associated to precise actions on the entities 
present in the environment exploiting contextual information. In particular, we use 
two kinds of contextual information: the system state and the environmental data. The 
environmental data contain generic information such as lighting conditions, noise 
levels, user position and activity. 
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Table 2. Functional gestures designed for a media center finite-state machine 

Media center 
State 

Gesture 

Off Menu Executing a 
video  

playlist 

Photo  
Browsing 

Turning off 

Select - Select field - - - 

Turn on/off Turn On 
Turning Off 

menu 
Turning 

Off menu 
Turning Off 

menu 
Turn off 

Next - 
Next ele-

ment 
Next video Next pic. - 

Previous - 
Previous 
element 

Previous 
video 

Previous 
Pic. 

- 

Undo - Undo Undo Undo Undo 
Increase - Volume Up Volume Up Zoom in - 

Decrease - 
Volume 
Down 

Volume 
Down 

Zoom out - 

Exit - - Go to Menu Go to Menu - 

 
In this example, 8 functional gestures are needed in the interaction. A standard  

approach with a relation one-to-one between the gestures and the actions needs 15 
gestures (select, turn on, turn off, next element, previous element, next picture, pre-
vious pictures, next video, previous video, volume up, volume down, zoom in, zoom 
out, go to menu, undo). 

Table 3 compares our approach with classical methodologies. Each entity is cha-
racterized by a finite state machine and a set of actions. The radio features 6 actions: 
turn on, turn off, next channel, previous channel, volume up, volume down. The fan 
and the lamp are modeled as 2-state entities.  

Table 3. Number of gestures needed per device per approach. The functional approach is our 
contribution. 

Interactive entities 
Simple  

approach 
Entity-aware Functional 

Media center 15 15 8 
Radio 6 6 5 
Lamp 2 2 1 
Fan 2 2 2 

Total number of gestures 25 15 8 

 
In the first approach, we called “simple approach”, each device requires specific 

gestures and there is a mapping one-to-one between gestures and actions. The user 
should learn 25 gestures in order to fully interact with all the entities: 15 for the media 
center, 6 for the radio, 2 for the lamp and 2 for the fan. The “entity-aware” approach 
exploits the context information to recognize the target of the interaction but it is un-
aware of the entity state. This allows introducing 6 functions that model all the actions 
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for the radio, lamp and fan entities, and a subset of the media center actions. There-
fore, the media center requires other 9 supplementary gestures to model the remaining 
actions, for a total of 15 gestures. 

Finally, the third column presents our contribution: a state-aware system design 
that we called “functional” approach. In this case, the same functional gestures have 
different meanings according to the device state. With such approach, we can main-
tain the interaction expressivity limiting the number of gestures. In fact, the media 
center can be represented as finite-state machine (Fig. 1) and this allows defining 8 
functional gestures that are enough to richly interact with all the entities in the envi-
ronment as previously explained (Table 2). Such advantages are achievable only 
thanks to the abstraction work done at design time defining a specific state machine 
for each device. As mentioned before, ontology based approaches can help reducing 
this limitation.  

6 Conclusion 

The presented paper shows a natural interaction, context-aware approach that max-
imizes the lexicon expressivity of a limited set of gestures based on functions reduc-
ing the cognitive load on the user. In addition, a small number of gestures lowers  
the complexity of the system improving the accuracy rate of a classifier. The intro-
duced 8-gesture vocabulary represents a generalized instance of our model and can  
be adapted to several different contexts for human-environment interaction in the 
post-WIMP era.  

We can observe that in a domestic environment, interactive devices are typically 
simple entities that are easy to model and categorize. On the other hand, a bigger ef-
fort is required to model complex entities and the feedback to the user. For this reason 
we provide some design directives that in conjunction with the work of Nielsen et al. 
[14] constitutes a complete guideline for natural gestural interfaces design.  
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