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Abstract. We build upon an embodied video chat system, called E-VChat, in 
which an avatar is superimposed on the other talker’s video images to improve 
the mutual interaction in remote communications. A previous version of this 
system used a headset-type motion capture device. In this paper, we propose an 
advanced E-VChat system that uses image processing to sense the talker’s head 
motion without wearing sensors. Moreover, we confirm the effectiveness of the 
superimposed avatar for face-to-face communication in an experiment. 
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1 Introduction 

The effectiveness of modern video-based teleconference systems is confirmed by 
their widespread commercial use [1], [2], [3], [4]. Video images help individuals to 
directly observe nonverbal information, such as nodding, gestures, and facial expres-
sions.  As such, video is considered to be a very useful communication media. How-
ever, remote talkers have difficulty interacting because they do not share the same 
communication space; hence, they rely only on a video image. Some telecommunica-
tion systems have been developed using computer generated (CG) characters in cy-
ber-space, or avatars, which allow remote talkers to communicate through a common 
virtual space [5], [6], [7]. Recently, new devices and methods have been proposed for 
movement of the avatars. Takahashi et al. suggested a head motion detection method 
that uses an active appearance model (AAM) that is sensitive to eye blinks [8]. A 
virtual communication system for human interaction, called “VirtualActor,” uses  
a human avatar that represents the upper body motion of the talker [9]. This system 
experimentally demonstrated the effectiveness of communication through avatar  
embodiment. 

A more effective remote communication system can be developed by allowing 
talkers to observe each other’s nonverbal information, such as facial expressions. To 
take advantage of both avatars and video images, we developed an embodied video 
communication system in which VirtualActor is superimposed on each partner’s  
video image in a virtual face-to-face scene [10]. Moreover, we developed a headset 
motion-capture device that uses an acceleration sensor and gyro sensor to track the 
talker’s head movements directly. The device allows an avatar to mimic the talker’s 
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motion and automatically move in response to the on-off pattern of the talker’s voice. 
The combined system was implemented in a prototype communication system called 
“Enhanced-VideoChat (E-VChat)” [11]. 

In this paper, we propose an advanced E-VChat system that uses image processing 
to track the talker’s head motion and facial angles, thereby avoiding the need for a 
wearing sensor and expanding the practicality of the system. The effectiveness of the 
new system is confirmed experimentally. 

2 Concept of E-VChat System 

Figure 1 shows the E-VChat system concept. Talkers communicate using the video 
image of the other. In the E-VChat system, a voice-driven substitute character is supe-
rimposed on a video image of the partner. The character’s motions are automatically 
generated based on the talker’s voice and head motions as measured by a motion  
capture device. 

Figure 2 depicts how a talker’s gaze line is dependent on camera position. In  
general, the web camera is placed on the periphery of the monitor, and the talker  
casts his/her eyes outside of the monitor. By including an embodied avatar on the 
talker’s screen, each talker can observe a virtual face-to-face interaction between the 
self-avatar and an image of the other talker.  

 

Fig. 1. Concept of the E-VChat System 

 

Fig. 2. Talker’s gaze lines based on camera positions 
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This system is unique in that the talker’s avatar is only visible to the talker. On the 
screen, the talker observes the avatar overlaid on the other talker’s image, but the 
other talker is unaware of the avatar. We expect to extend this effect for all communi-
cation between remote talkers. 

3 System Configuration 

Talkers using the original E-VChat systems were required to wear a headset device or 
magnetic sensors to track the talker’s motion. Our simple device using an acceleration 
sensor and gyro sensor also had problems for the practical or universal use, and the 
magnetic sensors for detecting talker’s motions had some problems, such as a sense of 
restraint owing to the sensor cables and the sensors’ lack of port-ability. To address 
this issue, the advanced E-VChat system uses image processing to track the talker’s 
head motion. A description of the image processing algorithm is provided here. 

3.1 Character Motions Generated Automatically on the Basis of Speech Input 

An avatar motion generation method that is based on the talker’s voice has already 
been developed [12]. Nonverbal actions that express a talker’s intention are important 
in serious situations such as negotiations, counseling, and agreements. The avatar’s 
head motion, which plays an important role in communication, synchronizes with the 
talker’s motion to facilitate communication. 

The Moving-Average (MA) model, which times nodding on the basis of a talker’s 
voice data, is used to auto-generate avatar motions for the “listener” [12]. The MA 
model estimates nodding timing from a speech on-off pattern, using a hierarchy mod-
el consisting of a macro stage and a micro stage. When Mu(i) exceeds a threshold 
value, the nodding value, M(i), is estimated as the weighted sum of the binary speech 
signal, V(i). Avatar body movements are introduced when speech input timing ex-
ceeds a body threshold. The body threshold is set lower than that of the nodding pre-
diction of the MA model, which is expressed as the weighted sum of the binary 
speech signal to nodding. 
 

   ∑  (1) 

                                                                   2  
 

a(j) : linear prediction coefficient 
T(i) : talkspurt duration in the i-th duration unit 
S(i) : silence duration in the i-th duration unit 
u(i) : noise 
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                                             3  

b(j): linear prediction coefficient 
V(i) : voice 
w(i) : noise 

The MA model of the “speaker” allows the avatar’s head and body motions to be 
linked to the on-off pattern of speech. 

3.2 Character Motions Measured by a Headset Motion-Capture Device 

More effective communication would be supported by not only the auto-generated 
motions based on the voice input as described in the previous section but also talkers’ 
own measured motions for their intentions by a motion-capture device (Kinect for 
Windows L6M-00005). The talker’s head motions are detected based on three-axis 
angles and three-dimensional positions. The positions are measured using a depth 
sensor. The face angle detection range is shown in Figure 3. The avatar’s motions are 
represented based on measured head motions. 

 

Fig. 3. Detection range of the face angle 

4 Communication Experiment 

4.1 Experimental Setup 

A communication experiment was conducted in three modes: mode A used only head-
motion, mode B used auto-generated motion based on speech input, and mode C used 
both head motion and auto-generated motion. A population of 12 pairs of subjects 
was evaluated.  The talkers in each pair were familiar with one another and were 
observed using the system in unrestrained conversations. Subjects could select from 
seven different types of avatar, such as human, robot, or animal. An example of a 
communication scene using the E-VChat is shown in Figure 4.  The experimental 
setup is shown in Figure 5. 
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Fig. 4. Communication scene using the E-VChat 

 

Fig. 5. Experimental setup 

4.2 Result of Sensory Evaluation 

The results of the paired comparisons of the three modes, in terms of talker prefe-
rence, are shown in Table 1. Figure 6 shows the Table 1 data calculated using the 
Bradley-Terry model given in Equation (4). Mode C, which used both head motion 
and auto-generated motion, received the most positive talker feedback. 

Table 1. Result of pair comparison in the communication experiment 
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. 100  

(πi : intensity of i, Pij : probability of judgment that i is better than j.) 

 

Fig. 6. Preference based on the Bradley-Terry model 

Six additional factors were evaluated in each of the three modes using a seven-
point scale ranging from -3 (lowest) to 3 (highest) with 0 denoting a moderate score. 
The six factors were “Enjoyment: Did you enjoy the conversation using the system?,” 
“Sense of unity: Did you have a sense of unity with your partner?,” “Ease of talking: 
Did you feel it was easy to talk using the system?,” “Relief: Were you able to com-
municate with relief?,” “Like: Do you like this system?,” and “Preference: Would you 
like to use this system?” 

For readability, the means and standard deviations of the questionnaire results are 
shown in Figure 7. The significant differences between each of the three modes were 
obtained by administering Friedman’s test, in which a significance level of 1% was 
obtained for all factors. Significant differences were also obtained by administering 
the Wilcoxon’s rank sum test for multiple comparisons. A significance level of 1% 
was obtained for all factors between Modes A and B and for the “Sense of unity,”  
 

 

Fig. 7. Seven points bipolar rating 
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“Relief,” “Like,” and “Preference” factors when comparing Modes B and C.  A sig-
nificance level of 5% was obtained between Modes B and C for the “Enjoyment” 
factor. Mode C was positively evaluated as the paired comparison. 

5 Conclusion 

In this paper, we described an advanced E-VChat system that allows talkers to 
smoothly communicate using nonverbal information via a self-avatar that is displayed 
alongside video images.  The avatar motions are based on image processing. The 
effectiveness of self-avatar using talker’s head motion and auto-generated motion 
based on the speech input was confirmed in a communication experiment that eva-
luated 12 pairs of subjects in three separate communication modes: one mode in 
which only head-motion was used, another mode in which motion was auto-generated 
based on speech input, and a final mode that used both head-motion and  
auto-generated motion based on speech input. 
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