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Abstract. An approach to the restoration of dependences (regressions) is 
proposed that is based on solving problems of supervised classification.  
The main task is finding the optimal partitioning of the range of values of 
dependent variable on a finite number of intervals. It is necessary to find 
optimal number of change-points and their positions. This task is formulated as 
search and application of piece-wise constant function. When restoring 
piecewise constant functions, the problem of local discrete optimization using a 
model of logic supervised classification in leave –one-out mode is solved. The 
value of the dependent value is calculated in two steps. At first, the problem of 
classification of feature vector is solved. Further, the dependent variable is 
calculated as half of the sum of change-points values of the corresponding class.  

Keywords: regression, supervised classification, discrete optimization, 
approximation.  

1 Introduction 

Many data analysis tasks may be written in the next standard form. Let training 

sample miz ii ,...,2,1},,{ =x , is given, and ),...,,( 21 iniii xxxx  is a feature 

description of an object, Rzi ∈ , jij Mx  ( jM - a set of allowed values of 

feature № j ).  Vector ix will be considered as a vector of values of independent 

parameters, and scalar iz  as a dependent value (it is supposed that iz  may be 

calculated by ix , i.e. )( ii fz x= ).  It takes to calculate )(xfz = , Rz ∈  for 

any new ),...,,( 21 nxxx=x , jj Mx ∈ .Vector x  is the objects (situation, 

phenomenon or process) description in term of features, and z  is  the value of 
some of its hidden scalar characteristic.  

This problem in the statistical formulation is known as the problem of the 
regression reconstruction. Regression is a function of conditional expectation, 
assuming the existence of conditional density )|( xzp . In this paper, we will 

not use any probabilistic models.  
Currently, there are different approaches to the restoration of regressions when 

niRxi ,...,2,1, =∈ , which can be conditionally divided into two types: 
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parametric and nonparametric. Parametric approach [1] assumes the functional 
dependence of a certain type, depending on the parameters ω :  

• linear regression - 
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• curvilinear regression -  
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In the non-parametric approach [2] characteristic z  for x  is defined as 
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function, h  - the width of the window. Well-known methods of support vector 
machine regressions [3] may be considered as curvilinear regressions.  

In recent years a large number of publications devoted to regression via 
classification.  In [4] it was proposed general fuzzy piecewise regression where 
change-points and their positions are obtained simultaneously as a solution of a 
mixed-integer programming problem. It is supposed that nR∈x . Change-points 
which are the joints of the pieces are quoted from conventional statistical piecewise 
regression. The proposed fuzzy piecewise regression is the direct generalization 
of linear piecewise regression. In [5] the Bayesian regression algorithm for 
piecewise constant functions with unknown segment number, location and level 
is proposed. It is assumed that one-dimension measurements of some function at 
discrete locations are given and measurements are independently distributed. The 
common polynomial-time dynamic-programming-type algorithm is derived.   

A heuristics approach for learning regression rules by transforming the 
regression problem into a classification task is proposed in [6]. The 
discretization of the class variable is integrated into the rule learning algorithm. 
The key idea is the dynamical definition of a region around the target value 
predicted by the rule. The common approaches to construction of regression via 
classification are observed in [7]. The authors note that standard methods 
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comprise two stages: the discretization of the numeric dependent variable in 
order to learn a classification model, and the reverse process of transforming the 
class output of the model into a numeric prediction. The discretization of target 
variable is considered usually as some unsupervised classification task. The 
universal estimator for the regression problem in supervised learning is considered in 
[8]. The based on a least-square fitting procedure estimator does not depend on any a 
priori assumptions about the regression function to be estimated. It is proved that if 
the regression function is of a certain class, then the estimator converges to the 
regression function with an optimal rate of convergence in terms of the number of 
samples. It is assumed the existence of probability measure on 1nR + . There are other 
closes in a matter of fact approaches. 

It should be noted certain limitations of these approaches. Parametric 
approaches require a priori knowledge of the analytical form of functions. The 
presence of different types of features (real, nominal, binary, ordinal, etc.) 
requires additional tools for describing objects in a single scale. Nonparametric 
methods use widely frequency estimation, distance functions, which can be very 
approximate and practically difficult for samples of small length, with a large 
number of independent parameters under various information and diverse nature. 
Many studies suggest a probabilistic model of the data and nR∈x .  Construction of 
the functions of multiple nonlinear regressions using the analytical methods of 
mathematical statistics is impossible in most cases.  

In this paper we propose an approach not involving probabilistic assumptions 
and based on supervised classification. According to the training set are the 
change-points that define an optimal partition of the sample into a finite number 
of classes. To find the optimal number of classes and positions of change-points 
the logic supervised classification model with leave-one-out procedure is used. 
All problems related to different information content of features, their type, and 
metrics are transferred to the level of supervised classification where the 
effective logic methods for supervised classification are used. The optimal 
number of change-points, their positions, and the classification algorithm are 
obtained simultaneously by solution of the discrete optimization task and use fast 
procedure for re-training of neighboring supervised classification tasks.  

The basic idea is as follows. We assume that the range of dependent variable 

is the interval ],[ ba , i
mi

za
,...,2,1

min
=

= , i
mi

zb
,...,2,1

max
=

= . There is a partition of the 

segment ],[ ba  using points 121 ... −<<< laaa  for l  

segments ],...,,(],,[ 212101 aaIaaI == ],( 1 lll aaI −= , ,0 aa = bal = . Then the 

problem of approximate calculating the value of the regression )(xfz =  can be 

solved as follows.  

1. The set },...,2,1,:{
~

miIzK jiij =∈= x  will be corresponding to the 

segment jI , lj ,...,2,1= . Denote class })(:{ jj IfzK ∈== xx , 

ljKK jj ,...,2,1,
~ =⊆ .  
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2. For any x , supervised classification problem is solved with respect to classes 

lK ,...,2,1, =νν .  

3. We put 1( ) ( ) / 2i iz f a a −= = +x , if x classified as iK∈x .  

Function )(xf  is uniquely determined by the partition and classification algorithms. 

So, we must enter the criterion of ),...,,,,()( 121 −≡ laaalff xx  quality as a 

function of the number of change-points l  and their positions 121 ,...,, −laaa , 

take classification model and find the optimal solution, which is to construct 
function )(xf . 

Note that for the implementation the item number 2, there are various models 
of classification by precedent. The following sections will be offered to the 
implementation of this general approach for the case of some logical supervised 

classification algorithm. Without loss of generality, we assume that the values iz  

are different, and the objects of the training sample in ascending order of values 

iz , i.e. 1,...,2,1,1 −=< + mizz ii .  

The paper is organized as follows. Section 2 develops the theoretical part of paper. 
The statement of main optimization task is formulated in 2.1. The standard local 
optimization algorithm is considered in 2.2. The logical supervised classification 
algorithm is explained in 2.3. It’s modification does not require introduction of metric 
for some feature. The feature may be only ordered. The neighboring classes are 
considered in main optimization task. It is required to construct a classification 
algorithm for neighbor task and efficiently to compute the optimized criterion in 
leave-one-out mode. The problem of recalculation of considered supervised 
classification algorithm for neighbor classes is considered in 2.4. Section 3 gives 
some illustration of proposed method and the results of experiments for one practical 
task. Some remarks are denoted in paper conclusion (section 4).  

2 Construction of Approximate Regressions as Piecewise 
Constant Functions 

2.1 Main Optimization Task 

Let ,,...,2,1),,...,,( 121 mjaaaAA l
jj =≡ −  is some classification algorithm 

with respect to the classes defined in accordance with item 1 of introduction. 
jA corresponds to some numbers 121 ... −<<< laaa , and to sample 

miz ii ,...,2,1},,{ =x , ji ≠ . Let tA j
j =)(x  denotes that jx  is classified by 

jA as tj K∈x .  
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Let ]}3/[,...,3,2{ ml ∈ is fixed. We introduce 0 1 1( , ,..., , )l lF y y y y−  as the 

criterion of ),...,,,,()( 121 −≡ laaalff xx  quality, and consider the next discrete 

optimization task for  
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xx
 ,min

121 ,...,, −

→
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 (1) 

3}:,...,2,1,{ 10 ≥≤≤= yzymjz jj ,     (2) 

3}:,...,2,1,{ 1 ≥≤<= +ijij yzymjz , ,1,...,2,1 −= li   (3) 

,10 zy = ,1,...,1,0,1 −=< + liyy ii ,ml zy =     

    ,1,...,2,1},,...,,{ 343 −=∈ − lizzzy mi  (4) 

Restrictions (2-3) are the consequence of leave-one-out mode and classification 
method that were used. The optimal value l  and change points 

121 ... −<<< laaa  are calculated by solving task (1-4) for various l .  

So, efficiency of task (1-4) solution depends highly from efficiency of 

mjaaaAA l
jj ,...,2,1),,...,,( 121 =≡ −  construction. Later we use the local 

approach for ),...,,,( 210 lyyyyF  optimization where one logical classification 

model will be used with fast procedure of classification algorithm re-training for 
neighboring classification tasks.  

2.2 Local Optimization 

Consider the problem (1-4), where the function )(xf  (and the corresponding 

classification algorithm A ) given by the current values ),,...,,( 110 ll yyyy − . 

Since objects ordered by increasing iz , takes place 11, −≤≤= ltzy
tit . A 

scheme of standard local optimization of ),,...,,( 110 ll yyyyF − , 

,10 zy = ,ml zy =  has been considered. Points ),,...,,{( **
1

*
1

*
0 ll yyyy − , 

},{ 11
*

+−∈
jj iij zzy  , ,*

tt yy =  jt ≠ , ,0
*
0 yy = },*

ll yy =  1,...,2,1 −= lj , are 

called neighboring for  ),,...,,( 110 ll yyyy −  if conditions (2-4) are satisfied.   

Starting with an arbitrary admissible ),,...,,( )0(
1

)0(
10 ll yyyy −  we  browse all 

nothing more than )1(2 −l  a neighboring admissible points and find minimum 

for ),,...,,( 110 ll yyyyF −  in neighborhood of ),,...,,( )0(
1

)0(
10 ll yyyy −  . Later, the 

procedure is repeated for point ),,...,,( )1(
1

)1(
10 ll yyyy −  that is point of F  
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minimum in neighbor of ),,...,,( )0(
1

)0(
10 ll yyyy − . Finiteness of local optimization 

follows from the finiteness of the set of all possible values of 

),,...,,( 110 ll yyyyF − . 

2.3 Supervised Classification Model 

Classification algorithms have been considered, which are modifications of 
estimation calculation algorithms [9]. We describe the principle of the estimation 
calculation algorithms (ECA).  

Let a set X  of admissible objects nR∈x  has the form 


l

j
j KKKX

1

,
=

=∩= μν Ø, μν ≠ . Given training sample 

{ , , 1, 2,..., },t tz t m=x  where tz j=  if jt K∈x . Let n
n Rxxx ∈= ),...,,( 21x , 

and a training sample contains representatives of all classes. Denote 

,:{
~

jiij KK ∈= xx  },...,2,1 mi = , 1
~ ≥jK . Let the system of supporting sets 

}{Ω=ΩA , },...,2,1{ n⊆Ω  of algorithm A  is the fixed one.  Some supporting 

set Ω  defines a subset of features. The proximity of classified object x  to some 

training object tx  by support set Ω  is defined as  



 Ω∈∀≤−

=ΒΩ otherwise.,0
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ixx itii
t

ε
xx     (5) 

There are the numerical parameters nii ,...,2,1, =ε  in (5) set by the user or 

calculated as, for example, 
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−
−

=
m

iii xx
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2
.  The estimation 

)(xjΓ  for class  ljK j ,...,2,1, =   is calculated for the object x .  
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Estimation )(xjΓ  characterizes the heuristic degree of proximity of the object 

x  to the class jK . Next, apply the decision rule in the space of estimates: the 

object  x  is classified by algorithm A  as belonging to class jK  when 

jiij ≠∀Γ>Γ ),()( xx . Otherwise, the rejection is made. Usually, the set 

}:{ kA =ΩΩ=Ω , nk ≤≤1 , k  - integer,  or all possible subsets of 

},...,2,1{ n  are used as a system of supporting sets of classification algorithm.  



248 V. Ryazanov 

Parameter k  is the external one, usually 



=

3

n
k  is used.  In [9] proved that 
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},...,2,1,:{),( njxxjd jijji =≤−= εxx . In this study, we used some 

modification of the proximity function (5) and estimation (6).  

Let jK
~

, ∈βα xx . Define the proximity function ),,(
~

βα xxxΩΒ  of the object 

x  to the couple βα xx , , and its estimation )(
~

xjΓ  for the class jK  by the 

following expressions.  
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},...,2,1),()(:{),,( ntxxxxxxtd tttttt =≤≤∨≤≤= αββαβα xxx . Denote that here 2
~ ≥jK .  

After calculating the estimations ,,...,2,1),(
~

ljj =Γ x  the previously given 

decision rule is used. Note that any metric in feature space and parameters 

nii ,...,2,1, =ε  are not used in this case. Here jj Mx ∈  ( jM  - linearly ordered 

set). The features may be ordinal. This algorithm does not contain parameters 
that require adjustment during training.  

2.4 Recalculation of Classification Algorithm for Neighbor Samples 

Denote ljKm jj ,...,2,1,
~ == . Consider the optimization task (1-4), when the 

classification of objects is carried out in a leave-one-out mode. The choice of change-
points determines a partition of the training set for classification problems. 
Neighboring training samples (and the classification problems) can be obtained from 
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the original by deleting an object, or moving an object from one class to another. 
Efficiency of task (1-4) solution depends directly on quick recalculation of 
classification algorithm after transition to the neighbor sample.  

In solving the problem (1-4) estimations )(
~

xjΓ  are easily converted into a 

leave-one-out mode. Really, we calculate the matrices 
mmm

D
××

= 11
αγβD , 

k
dD ),,(

1 C
βγααγβ xxx= , 

mmm
D

××
= 22

αγβD , 12 ),,(2 −= βγα
αγβ

xxxdD .   

Let tx  is   any object in the training sample, there is a current partition into 

classes lKKK ,...,, 21 , and it K∈x .  Then in a leave-one-out mode 
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Here }2,1{∈h . For simplicity, we omit here and further h  in notations of 

)(
~

tj xΓ . Consider the recalculation of estimations ljtj ,...,2,1),(
~ =Γ x , during 

function (1) recalculation in arbitrary neighbor point on some step of 
optimization. In this case, the boundary between a pair of classes is changing as 

a result of the transfer of an object τx  from one class to the neighboring class. 

Denote the "new" classes as **
2

*
1 ,...,, lKKK , and estimations for tx  through 

ljtj ,...,2,1),(
~* =Γ x .  

We have the following four possible variants: 
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Thus, the calculation of the function (1) in the next point of general optimization 
algorithm is carried out effectively. The complexity of one optimization step will 
be )( 2mO . 

3 Illustrations and Experiments 

To date, the set of initial experiments have been carried out that have confirmed 
practical use of suggested algorithm. In this model, we assumed at first that the 
number l  of change-points (number of classes in classification) is fixed. For 
function (1) calculation, the leave-one-out mode is used. The optimal number of 
change-points and their positions are computed by solving the problem (1-4) 
with various values of l . Finally, the efficiency of built piecewise constant 
dependence was estimated in leave-one-out mode.  

As an illustrative example, consider the function 3/)sin()( xxxy +=  on the 

interval [1: 25] . To create a training set has been used 100 points 

99,...,1,0,4/1 =+= iixi . Figure 1 shows the function )(xz  and optimal 

piecewise constant functions obtained with the ECA. Corresponding to the ECA 
values of the functions (1) are denoted by the symbols « − ». The values of the 
mean modulus error were found to be 0.63 for the linear regression, and 0.19 for 
ECA with 32=l .  
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Fig. 1. Piece-wise constant function approximating ( ) sin( ) / 3z x x x= +  

Below is an example of constructing a piecewise constant function, according to 
data [10]. Considered the problem of automatic evaluation of the cost of housing in 
the suburbs of Boston. The training set consisted of 366 objects described in terms of 
13 features (12 real and one binary). Figure 2 shows the distribution of housing costs 
in the axes of "number of the object - the cost of housing in thousands of dollars". 
Objects pre-ordered by increasing cost of housing. The real cost of housing is 
indicated by «▲». The calculated estimates of the cost of housing using the proposed 
in this work method are marked by symbols " − ". Number of piecewise components 

found to be 32, the value of the mean modulus of error is 1.07. The average modulus 
error of linear regression was equal to 1.213.  

 

Fig. 2. Piece-wise constant function approximating the cost of housing in the suburbs of 
Boston 
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4 Conclusions 

It is important to note the following details of this research.  

1. Algorithms for reconstruction of the regression were considered for the case of 
numeric attributes niRxi ,...,2,1, =∈ . It is easy to see that features may be 

dissimilar (numeric, binary, or ordinal) when we are constructing piecewise 
constant regressions by using the training samples. The proposed model of 
regressions restoration is based on the modification of the ECA, which does not 
require a metric in the feature space. The feature values are used only in (7) 
where the order relation for each feature is applied.  
2. At the beginning of this paper, it was remarked some situations where the 
classical methods of regressions restoration are not applicable or restricted. It 
should be added the cases when the values of the dependent quantities are very 
unevenly shared, or dependent quantities are in fact the l -valued with large 
value of l . The most preferable case for supervised classification at a fixed 
length of the training sample is the case when number of classes is equal to 2. 
However, this case may not be optimal for the functional (7). Thus, it is expected 
that the model for constructing piecewise constant regressions will be helpful in 
addressing the many "bad " problems, inconvenient for standard regression 
approaches, and for classification tasks. In these cases, "bad" regression problem 
reduces to the problem of classification with an optimal choice of l .  

Previously, we have considered the case 1( ) ( ) / 2i iz f a a −= = +x . Of course, it 

can be used here other methods for ( )z f= x calculation by 121 ,...,, −laaa  (mean in 

iI  by training sample, median, etc.).  

In future work a generalization of the approach is supposed to restore the 
piece-wise non-constant dependencies.  
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