
Automatic Registration of Oblique Aerial

Images with Cadastral Maps

Martin Habbecke and Leif Kobbelt

Computer Graphics Group, RWTH Aachen University, Germany
http://www.graphics.rwth-aachen.de

Abstract. In recent years, oblique aerial images of urban regions have
become increasingly popular for 3D city modeling, texturing, and vari-
ous cadastral applications. In contrast to images taken vertically to the
ground, they provide information on building heights, appearance of fa-
cades, and terrain elevation. Despite their widespread availability for
many cities, the processing pipeline for oblique images is not fully auto-
matic yet. Especially the process of precisely registering oblique images
with map vector data can be a tedious manual process. We address this
problem with a registration approach for oblique aerial images that is
fully automatic and robust against discrepancies between map and image
data. As input, it merely requires a cadastral map and an arbitrary num-
ber of oblique images. Besides rough initial registrations usually avail-
able from GPS/INS measurements, no further information is required, in
particular no information about the terrain elevation.

1 Introduction

Aerial images of urban regions have been in wide-spread use for various appli-
cations for more than a century, with a strong focus on images taken vertically
to the ground (i.e. nadir images). In contrast to vertical images, aerial images
taken at an oblique angle with respect to the ground have the important advan-
tage of providing information on building heights, appearance of facades, and
terrain elevation. Thus, they are not only more intuitive for untrained viewers
[1] but enable new kinds of applications like 3D city modeling [2–4], texturing
[5–7], dense stereo matching [8], or photo augmentation [9], which are not possi-
ble in this form with vertical images. In recent years oblique aerial images have
been created in large-scale projects even for medium-sized cities [1] and have
become widely available e.g. as “bird’s-eye view” in Microsoft’s internet map
service [10]. The combination of oblique images with cadastral maps is of spe-
cial interest since it not only simplifies standard cadastral applications [1] but
has the potential of strongly improving 3D city reconstruction techniques [2–4]
in terms of automation and speed. However, the established standard tools for
vertical aerial images cannot easily be applied to oblique imagery due to the
varying scale of pixels across an image caused by perspective foreshortening,
the strongly changing appearance between different views, and the inevitable
(self-)occlusion of buildings. While the registration of oblique aerial images with

K.N. Kutulakos (Ed.): ECCV 2010 Workshops, Part II, LNCS 6554, pp. 253–266, 2012.
c© Springer-Verlag Berlin Heidelberg 2012

http://www.graphics.rwth-aachen.de


254 M. Habbecke and L. Kobbelt

(a) (b) (c)

Fig. 1. Problem statement: Given a set of oblique aerial images (a) and a cadastral
map (b), we compute the registration of the images with the map as shown in (c).
Besides rough initial registrations, no further information is required. In particular,
the cadastral map does not contain terrain elevation or building height information.

vertical images [11] and with LiDAR data [6, 7] has been studied before, the
precise registration with cadastral maps and the process of conflation [12] (i.e.,
the removal of misalignment between images and map vector data) is still a chal-
lenging problem for oblique aerial images that has not been automated yet [13].
This problem is amplified by the fact that, instead of a single vertical image,
at least four oblique views from different directions are required to fully cover
individual objects. Thus, there is a strong need for a fully automated processing
pipeline that includes a robust and precise geo-registration.

In this paper, we address the problem of registering oblique aerial images
(cf. Fig. 1a) with digital cadastral maps containing the footprints of buildings
(cf. Fig. 1b). The set of images is assumed to be sparse with the viewing direc-
tions being just the four cardinal directions since images of this kind are widely
available. To allow for a robust registration, neighboring images are required to
overlap by about 30-40%. While the resulting registrations (cf. Fig. 1c) can be
used for various purposes, our main target application is the reconstruction and
texturing of 3D city models.

We assume that rough initial estimates of the per-image registrations are known,
as they can usually be acquired using in-flightGPS and orientationmeasurements.
No further information is required, in particular no information about the ter-
rain elevation. In contrast to previous approaches, our system is fully automatic
without the need for user interaction. For each input image, the registration is re-
covered as parameters of a perspective projection that aligns the map with the
image. If the intrinsic calibration of the input images is not known, it is recovered
during the registration process in addition to the extrinsic calibration. While the
recovery of radial distortion parameters could seamlessly be integrated as well,
this has not been necessary for the images used in our experiments. Due to dif-
ferent creation times and measurement errors during map generation, a certain
level of discrepancy between the digital map and the input images is inevitable.
We employ robust sampling techniques to cope with such cases.
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1.1 Method Overview

The registration process performs the following steps. Similarly to [6], for each
individual image our algorithm first detects the vanishing point that corresponds
to the vertical scene direction (cf. Section 2.1). This vanishing point reduces the
degrees of freedom of the extrinsic calibration from 6 to 4, thereby effectively
simplifying the later search for camera parameters. For each image, the algorithm
then detects line segments that correspond to vertical scene edges, i.e., line
segments that pass through the respective vanishing point.

In the second step, our method estimates the extrinsic and, if not provided,
intrinsic calibration of each image (cf. Section 2.2). This process is based on
corresponding pairs of map corner vertices and image line segments detected in
the previous step. Since these correspondences are unknown, we generate a large
set of candidates and employ the RANSAC [14] approach to find a valid sub-
set. Distance measurements using the Mahalanobis distance and an integrated
approximation of the per-image terrain elevation yield a robust procedure. This
step already results in very good alignments of the oblique images with the map.

Due to the usage of vertex-to-line constraints, however, there is still an un-
known height offset between pairs of images left. Furthermore, due to slight
inaccuracies in the detected vanishing points, the offset usually is not constant
for an image but varies according to an unknown linear height function. To
compensate for both effects, in a final step, we detect horizontal (in scene space)
edges on building facades, robustly match them across pairs of images, and solve
a bundle-adjustment-like global optimization problem over all camera parame-
ters (cf. Section 2.3). This results in precise and compatible registrations of all
oblique images with the cadastral map.

The paper continues with a discussion of related work. The steps of our pro-
cessing pipeline are presented in detail in Section 2. Results are presented in
Section 3 and we conclude with a discussion of our method in Section 4. Please
see the accompanying video for an extended overview of our approach.

1.2 Related Work

Geo-registration, the alignment of overlapping images, and conflation are well-
understood problems for vertical aerial images and a variety of established tech-
niques exists [15, 16]. While these processes can often be automated for vertical
images, the same approaches cannot easily be transferred to oblique images due
to perspective foreshortening, occlusion of ground points and buildings, and the
strongly varying appearance of e.g. facades for different vantage points. Gerke
and Nyaruhuma [17] explicitly address the calibration of the extrinsic and intrin-
sic parameters of oblique aerial images. They present a method based on manu-
ally specified points, horizontal or vertical lines, and right angles, and compare
their approach to several commercial products. It was shown that for the case
of oblique images, commercially available solutions are still inferior compared to
an approach tailored to the specific properties of these images. Frueh et al. [5]
present a system that automatically registers oblique aerial images with a 3D
city model with the goal of texture generation. With the same goal, Ding et al. [6]
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and Wang and Neumann [7] register 3D LiDAR models with oblique aerial im-
ages. All three approaches are based on matching line segments between the 3D
model and the images. [5] matches lines directly, [6] and [7] combine individual
line segments to more complex descriptors for improved matching robustness.
While these methods yield very good registration results, they cannot easily
be transferred to our setting since cadastral maps do not provide a sufficient
number of edge candidates for matching. Furthermore, cadastral maps do not
provide information about building heights, roof shapes, and terrain elevation,
all of which is contained in LiDAR / 3D model data and which is crucial for
the above methods to work. The lack of this information makes the problem of
registration with cadastral maps more challenging.

Läbe and Förstner [18] have demonstrated the feasibility of a general structure-
from-motion approach for the recovery of camera parameters of oblique images.
However, since structure from motion requires a sufficiently large set of features
matched across the images, this approach only works for densely sampled image
sequences.Due to the strong appearance changes in sparse sets of oblique images as
we use them, automatic feature matching is not feasible. Sheikh et al. [11] present a
technique to register perspective oblique images to a geo-referenced orthographic
vertical image mapped onto a digital elevation model (DEM). While this works
well for images taken at high altitudes such that the DEM can be considered to
be a smooth surface, it cannot be applied to images taken at lower altitudes where
buildings result in considerable relative height differences. Mishra et al. [13] detect
inconsistencies in vector data, especially street data, by projection into oblique
images. Their approach is able to detect errors in the vector data as well as in the
calibration. It is, however, not able to correct the calibration.

An alternative to the traditional approach of geo-registration in a post-process
(i.e., off-line) is the direct geo-registration. Here the position and orientation of
the camera is measured during flight. To achieve a sufficient level of registration
precision, this approach requires specialized, expensive GPS/INS equipment and
a large manual calibration effort to compensate for the different poses of the
measurement devices and the camera. Such systems have been shown to achieve
registration precisions of below 1m for vertical [19] and for oblique aerial images
[20]. However, in the same work Grenzdörfer et al. [20] also report that the fully
automatic texturing of an existing 3D model has not been possible due to too
large registration errors of about 1-3 meters. Similarly, the texturing efforts by
Stilla et al. [21], the evaluation of oblique aerial images for cadastral applications
by Lemmens et al. [1], and the texturing approaches [6, 7] have shown that
the precision of direct geo-registration solutions is often not sufficient without
further processing. Furthermore, as discussed by Gerke and Nyaruhuma in [17],
the traditional approach of off-line determination of camera poses cannot be
replaced by direct geo-registration for several reasons: this technology is not
applicable to unmanned airborn vehicles (UAVs) with limited loading weight, it
has a high burden of precise calibration that has to be redone every time the
system is modified, and the registration information might not be available at all
depending on the source of the images. We hence believe that a combination of
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direct and automated off-line geo-referencing is the simplest, most robust, and
most effective approach.

2 Image Registration Pipeline

As outlined in the introduction, our registration approach consists of three main
steps. These steps will now be discussed in detail.

2.1 Vanishing Point and Vertical Edge Detection

Vanishing points corresponding to the scene’s vertical direction are among the
few entities that can easily be computed in oblique aerial images without further
scene knowledge. Even for images with strong occlusion caused by tall buildings,
usually a large number of vertical building edges is visible. Furthermore, although
oblique images are most often captured with long focal distances, there is still
enough variation in the orientation of projected vertical edges to allow for a
stable detection of this particular vanishing point. Following [6], we exploit these
points to fix two degrees of freedom of the extrinsic camera orientation, thereby
stabilizing the estimation of initial registrations in the next step.

The detection of vanishing points is accomplished by a very simple yet effec-
tive procedure. We compute edge-pixels using the Canny-operator [22] and then
extract straight line segments by least-squares line fitting. We then employ a
simple RANSAC-based procedure that randomly picks two line segments, com-
putes their intersection as hypothesis of the vanishing point, and evaluates its
support using the remaining segments. By exploiting a-priori knowledge about
the position of the vanishing point, this approach has proven to be extremely
robust in our experiments: Since we can safely assume that the vertical vanishing
point lies way below the image, only hypotheses with a y-coordinate of at least
two times the image height are considered for further evaluation. The winning
hypothesis is refined by an MLE procedure [23] with all inlying line segments.

The camera parameter optimizations in the second and third step are based
on correspondences between map corner vertices and image line segments that
agree with the vanishing points. While the inlying line segments of the previ-
ous step could well be used for this purpose, we found that additional segments

z

c

pvanish

R(α) Rvanishimage plane

Fig. 2. Parameterization of the extrinsic camera calibration. z denotes the scene’s
vertical direction and pvanish denotes the vanishing point in image space. R(α) rotates
around z, Rvanish aligns the vanishing direction induced by pvanish with z.
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can be detected by a slightly modified second detection pass. For each pixel, we
compute the derivative along the direction perpendicular to the line connecting
the vanishing point and the pixel’s position. Applying the Canny-operator (non-
maximum suppression and thresholding) to the directional derivatives effectively
suppresses pixels with strong but wrongly oriented gradients. A low threshold
then yields many small connected components that can easily be discarded, but
also preserves line segments distorted by noise or with smaller gradient magni-
tude. The final line segments are again obtained as ML estimates constrained to
pass through the vanishing point.

2.2 Estimation of Initial Registrations

The central goal of this step is the recovery of good estimates of the registra-
tion parameters for each individual image in the form of perspective pin-hole
projections [24] with 6 extrinsic (rotation and camera center) and 5 intrinsic
parameters, respectively. Due to the known vanishing points, we need to recover
4 extrinsic parameters only: the vertical vanishing point of an image determines
the orientation of the camera relative to the scene’s vertical direction. We there-
fore only need to recover a single orientation parameter α, yielding an extrinsic
orientation parameterized as

T (α, c) := RvanishR(α)(I| − c) ∈ R
3×4 (1)

where c is the camera center, R(α) ∈ R
3×3 is a rotation around the scene’s

vertical axis, and Rvanish ∈ R
3×3 aligns this axis with the vanishing direction

induced by the vanishing point (cf. Fig. 2). In contrast to [6] and [7], we do not
assume a fixed camera center c in this step to be able to handle cases where the
initial registrations are not provided by GPS measurements and are hence less
precise. We assume that a rough estimate of the focal distance is known at this
point and set the remaining intrinsic parameters to their canonical values (aspect
ratio 1, zero skew, principal point in the image center). A full optimization of
all intrinsic parameters is done in the last step (cf. Section 2.3).

The parameter computation is based on correspondences between line seg-
ments l in image space as detected in the previous step and corner vertices v of
the given map. For a set of corresponding lines and map vertices M := {(li,vi)},
we find the optimal projection parameters by minimizing

E(α, c) :=
∑

i

dist2(li,KT (α, c)vi)
2 (2)

with respect to α, c. Here K ∈ R
3×3 is the intrinsic calibration matrix, KTv de-

notes the perspective projection of a map corner vertex v into image space and
dist2(·, ·) denotes the Euclidean distance between a 2D point and the supporting
line of an image space line segment. The varying parameters are optimized using
the Levenberg-Marquardtmethod. Notice that, if only lines l passing through the
vanishing point are used in (2) as assumed so far, the solution would degenerate to
a state where the projections of all map vertices collapse into the vanishing point.
In other words, the recovered camera would be moved up extremely high above the



Automatic Registration of Oblique Aerial Images with Cadastral Maps 259

(a) (b)

ground plane

linear height function

li

hi

Fig. 3. (a) Inlier determination with Euclidean distance to the supporting line (top)
and with Mahalanobis distance (bottom). The latter case effectively prevents false
positive inliers denoted by arrows in the top figure. (b) Illustration of a linear height
function computed for a random set of vertical lines li (shown in red) in the RANSAC
procedure that finds initial per-image registration parameters. This approach relaxes
the assumption of a horizontally flat terrain to a planar but arbitrarily oriented terrain.

map. To prevent this, we construct an additional line constraint perpendicular to
the first line. More precisely, for the first constraint (l0,v0) we add a constraint
(̃l0,v0) with l̃0 being perpendicular to l0 and passing through l0’s center.

Since it is not known which are the valid correspondences, we employ RAN-
SAC to find them. If a rough estimate of the focal distance is known, the size
of each sampling set is 3 to determine the 4 unknown extrinsic parameters, due
to the additional constraint for the first correspondence. Candidate correspon-
dences are constructed by first determining a set of visible (from the initially
provided rough camera perspective) map vertices v, projecting them into image
space, and finding all nearby line segments l. The search radius in image space
has to be chosen according to the discrepancy between the initially provided
registration and the correct solution. That is, the search space has to be large
enough such that the correct matches are contained in the set of candidate cor-
respondences, and as small as possible to speed up the RANSAC process. In our
experiments, we have found that usually a search radius of 80 to 130 pixels (i.e.,
about 12 to 20 meters in world space) is sufficient even for only rough initial
registrations. The RANSAC procedure then works in the usual way by picking
random correspondences, solving for optimal parameters by minimizing (2), and
counting all inlying correspondences.

Depending on the radius of the candidate search space, the number of false
positive inliers can become very large. Here false positives are map vertices v that
project close to the supporting line of a segment l, but do not actually belong
to the respective segment (cf. Fig. 3a). To counter this problem, the Euclidean
distance to a segment’s supporting line is replaced by an elliptical Mahalanobis
distance during inlier determination. As a consequence, by keeping the stretch
of the ellipses along the line segment directions small, it is implicitly assumed
that the underlying terrain is horizontally flat, since only line segments slightly



260 M. Habbecke and L. Kobbelt

Fig. 4. Result of the initial registration process. Starting from a rough estimate of the
registration parameters (left), our system automatically recovers good initial registra-
tions for each individual image (right). Vertical line constraints are shown in green.

above or below the projection of the map yield a sufficiently small Mahalanobis
distance. We relax this assumption by approximating the fraction of the terrain
visible in a single image by a plane with arbitrary slope. This is implemented
by computing a linear height field for each random set of matching candidates.
More precisely, after the optimization of (2), a height value hi is computed for
each random match (li,vi). The least-squares plane of all height values then
yields the linear height function (cf. Fig. 3b). During the determination of inly-
ing correspondences, all map vertices v are shifted up or down according to the
height function before projection into the image. In our experiments we have
found that both the Mahalanobis distance and the linear height functions intro-
duce little extra computational effort, but effectively reduce the number of false
positive inliers. Fig. 4 shows an example of the alignment before and after the
initial registration process.

2.3 Global Optimization

Up to now, we have considered the separate registration of individual images
only. Due to the additional, arbitrarily chosen height constraints (̃l0,v0) intro-
duced in the previous step, the registration is not yet globally consistent across
all images. In an ideal setting, the only step missing for a consistent registration
of all images would be a height adjustment of each image with respect to a com-
mon reference, i.e., a translation of all but one cameras along the scene’s vertical
direction. Unfortunately, as shown in Fig. 5, this is not sufficient most of the
time, since the necessary height offset to align pairs of images is not constant
but rather varies over the images.

An analysis of this problem shows that the offset variations are caused by
slight inaccuracies in the detected vanishing points: For a fixed focal distance,
the orientation of the ground plane with respect to the camera is determined
by the vanishing point only. While the vanishing points detected in Section 2.1
yield plausible alignments for each individual image, comparing the ground plane
orientations for overlapping pairs of images as done in Fig. 5 reveals slightly in-
compatible orientations. Due to limited image quality and resolution, we cannot
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Fig. 5. Visualization of height differences between pairs of images. The map is pro-
jected to compatible positions for a certain region of the map (left). Due to slightly
inaccurate vanishing points, the orientations of the cameras are slightly tilted. This
yields incompatible map projections in other map regions. The expected map position
is marked with a red line on the facade (right). We solve this problem by optimizing
the parameters of all cameras including the vanishing points in the final step of the
registration pipeline.

expect to improve the precision of the vanishing point detection to a sufficient
level. We therefore decided to integrate the vanishing points as varying param-
eters into the final global optimization and thereby recover compatible orienta-
tions of all images with respect to the ground plane.

To be able to do so, we need to define constraints that act as coupling forces be-
tween different images and that are able to capture the orientation differences we
want to remove. A viable approach is to detect horizontal (in scene space) edges
on building facades and match them across two or more images. While the sys-
tematic detection of horizontal facade edges is difficult without scene knowledge,
it becomes feasible due to the individual registrations of each image with the map:
For each image, we can now determine visible map edges, restrict the search for fa-
cade line segments to narrow vertical bands (cf. Fig. 6a), and discard facade lines
with false orientations. To match facade line segments between images, we need
to take the unknown ground plane orientation differences into account. From the
above analysis follows that the orientation difference between two images can be
compensated for by a bivariate linear height function, i.e., by a planar offset. We
thus determine an appropriate height function for each (but one) aerial image us-
ing a RANSAC procedure. The size of the sampling set is 3, the set of candidates
consists of all possible pairs of line segments on the same facade in both images
which additionally have the same gradient orientation. All pairs of facade edges
that agree with the winning hypothesis are used as constraints in the subsequent
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xj

hj

distz(·, ·)

l0j
l1j

Fig. 6. (a) Search area for horizontal facade edges defined by the projection of a map
edge. The height of the search area is defined by the expected height of buildings. We
use 20m above and below each edge in all our experiments. (b) Examples of matching
facade edges in two different views. (c) Construction of facade edge constraints. The
unknown height values hj are part of the optimization as varying parameters.

global optimization. Notice that for a single facade several pairs of edges can agree
with the winning hypothesis as depicted in Fig. 6b.

The global optimization is solely based on constraints measuring the distance
between projections of 3D vertices to 2D lines. We reuse the correspondences
between map corner vertices and vertical image lines and add horizontal line
constraints for facade edges visible in two or more images. Hence, in addition
to the correspondences (lki ,vi) from Section 2.2 (with an additional index k
counting images), we construct correspondences of the form (Lj ,xj) with Lj

being a set of horizontal lines in two or more images corresponding to the same
map edge, and xj being the 3D center point of this edge. See Fig. 6c for an
illustration for the case of two images. The objective function of the global
optimization over all cameras is

E({Pk}, {hj}) :=
∑

(lki ,vi)

dist2
(
lki , Pkvi

)2
+

∑

(Lj ,xj)

∑

lkj ∈Lj

distz
(
lkj , Pk(xj + hjz)

)2
.

(3)
Since the per-constraint height values hj above the map’s supporting plane are
unknown, they are part of the optimization as varying parameters. z denotes the
scene’s vertical direction. Notice that for facade edge terms we do not compute
the minimal Euclidean distance but rather the correct distance along the pro-
jection of z, denoted by distz (cf. Fig. 6c). In this procedure there is no need for
artificial height constraints anymore. To prevent the solution from collapsing, we
simply fix the first height value to h0 := 0. The parameters are again optimized
using the Levenberg-Marquardt algorithm. We now perform a full optimization
of all 6 extrinsic and, if required, also of the intrinsic parameters of all cameras
simultaneously. Please notice that the employed optimization strategy is prone
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Fig. 7. Left: Registration result for one out of 36 images (3 × 3 for each cardinal
direction) of an urban area. Right: Projection of a 3D building model into 4 images
(out of 11 in which it is visible) to verify the precision of the automatically obtained
registrations. The projections of the model are aligned with the images with only minor
deviations of at most 1-2 pixels, which translates into a maximal positional imprecision
of 15-30cm in scene space.

to converge to a local minimum if not initialized properly. Due to the good
initial per-image registrations obtained in Section 2.2, we have, however, never
encountered a case where the optimization converged to a local minimum.

3 Results

In the first experiment, we have applied our algorithm to a set of 36 oblique
images (i.e., 3×3 for each of the four cardinal directions) of an urban region. The
images, which have been downloaded from [10], have a resolution of 4008×2672.
Neighboring images of the same cardinal direction have an overlap of about 30-
40%. The per-image processing steps (detection of vanishing point and vertical
lines, computation of initial registration, detection of horizontal facade lines
and height offset estimation) take about 20 seconds for each image on an Intel
Core i7 920 CPU. The subsequent full Levenberg-Marquardt optimization of
all parameters for 36 images took 80 seconds with 7× 36 = 252 varying camera
parameters and 16,340 varying height values, as well as 9,617 vertical and 46,915
horizontal line constraints. The resulting RMSE of (3) is 0.863 pixels per 3D
vertex to 2D image line projection. Vertical vanishing points move by 150 pixels
on average during the optimization. This translates into an orientation change
of the ground plane by 0.8 degrees.

To validate the accuracy of the recovered registration, we have constructed
several 3D building models and projected them into various different views. The
footprint of the highest building in Fig. 7 has dimensions 30m×12m. Visual
inspection (due to the lack of ground truth registrations) shows a precise align-
ment of the 3D scene with the images within 1-2 pixels. This translates into an
accuracy in scene space of below 15-30cm.
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Fig. 8. Left: Result of 5 minutes of modeling with a prototype system which is based
on the automatically computed registrations and the cadastral map. Right: Application
of our approach to a sub-urban region. Even though less vertical and horizontal edges
are available in such images, our system is able to recover precise registrations.

With the registration in place, the generation of a correct terrain height map
and the adjustment of building heights both become simple one-dimensional
problems. In particular, a valid height map can be generated by means of lin-
early interpolating very few constraints. To further validate the quality of our
registrations, we have implemented a simple interactive modeling system sim-
ilar to those of [3, 4] to rapidly create 3D buildings. The precise registration
enables a modeling approach that overlays the current state of the model on
top of the aerial images, thereby allowing for the easy reconstruction of correct
building shapes and dimensions. Fig. 8(left) shows the result of just about 5
minutes of manual modeling using the automatically generated registration and
the cadastral map as a basis.

In a second experiment we have applied the automatic registration approach
to a sub-urban region, cf. Fig. 8(right). Even though much less vertical and hori-
zontal lines have been detected, our system still works as expected and generates
a precise registration. For more result please see the supplemental video.

4 Discussion

The main sources of information exploited in our work are horizontal and vertical
lines in the input images. Thus, our method only works correctly if a sufficient
number of lines is available. During this project we have found, however, that a
large number of both kinds of lines can safely be assumed to be present in images
of urban regions: Vertical edges frequently appear at the corners of buildings or
due to the different appearances of neighboring facades; horizontal edges are
induced by the rims of roofs, by balconies, or by windows. We have never en-
countered a case where the system failed due to too few available lines. For
the detection of vertical vanishing points (cf. Section 2.1), more sophisticated
methods like, e.g., [25] are available. However, we use a simpler approach that
exploits a-priori knowledge about the position of the vanishing points since it has
turned out to be extremely robust, and since perfect precision that renders the
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adjustment of the vanishing points unnecessary during the global optimization
(cf. Section 2.3) cannot be expected for any alternative method.

Our system has a few intuitive parameters that need to be specified by the
user. Foremost, a threshold is required to distinguish inliers from outliers during
the search for 3D vertex to 2D line correspondences (cf. Section 2.2) and for
matching horizontal facade lines (cf. Section 2.3). For both cases a distance
threshold of 2.0 pixels has worked well in all our experiments. In the search
for vertex-to-line correspondences to determine per-image registrations, we have
found that we usually have to deal with an inlier ratio of only 6-7%. For a
sampling set size of 3 correspondence we therefore require about 20k RANSAC
iterations for a confidence of 99% to find an inlier-only subset at least once. The
RANSAC process in Section 2.3 is less problematic since the inlier ratio usually
is larger than 13%. Thus, for 3 random correspondences in each iteration, 2.1k
iterations are sufficient.

If no information about the position and orientation of the input images is
known (as it may be the case for images from the internet), our approach enables
a simple interface to specify rough initial registrations: Due to the recovered
vanishing points, the user needs to only specify a one-dimensional orientation
α (cf. Fig. 2) and the rough translation c of the camera. Both operations can
be mapped to simple interactions in an interface that overlays the input images
with the cadastral map. After a precise estimate of the first image’s registration
parameters has been computed (cf. Section 2.2), these parameters are used as
starting values for neighboring views, thereby turning the process of providing
rough initial registrations into a matter of seconds per image.

From the constraints used in the global optimization, a rough estimate of
the terrain’s height map can be derived. Vertical line segments provide height
information by their lower endpoint, for horizontal line segments height values
hj have been explicitly computed (cf. Section 2.3). Thus, a height map can be
constructed by collecting the minimal height value for each building footprint
and by propagating height information to buildings without constraints by linear
interpolation. While this construction yields only a very rough approximation,
it is able to compensate for large-scale variations of the terrain elevation.
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