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#### Abstract

Among various cryptographic schemes, CBC-based MACs belong to the few ones most widely used in practice. Such MACs iterate a blockcipher $E_{K}$ in the so called Cipher-Block-Chaining way, i.e. $C_{i}=$ $E_{K}\left(M_{i} \oplus C_{i-1}\right)$, offering high efficiency in practical applications. In the paper, we propose a new deterministic variant of CBC-based MACs that is provably secure beyond the birthday bound. The new MAC 3 kf 9 is obtained by combining $f 9$ (3GPP-MAC) and EMAC sharing the same internal structure, and so it is almost as efficient as the original CBC MAC. 3kf9 offers $O\left(\frac{l^{3} q^{3}}{2^{2 n}}+\frac{l q}{2^{n}}\right)$ PRF-security when its underlying $n$-bit blockcipher is pseudorandom with three independent keys. This makes it more secure than traditional CBC-based MACs, especially when they are applied with lightweight blockciphers. Therefore, 3 kf 9 is expected to be a possible candidate MAC in resource-restricted environments.
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## 1 Introduction

### 1.1 Background

Birthday Bound. In cryptography, birthday attack is a generic attack that exploits no specific properties within cryptographic schemes, but just takes the advantage of birthday paradox in probability theory. This paradox says, approximately $2^{n / 2}$ independently random $n$-bit points will collide with a probability close-to- 1 , where $2^{n / 2}$ is called the birthday bound [28|20. The birthday attack itself is not fatal to the practical security of cryptographic schemes, because people can choose long-enough security parameters to defend, e.g. by restricting the output length of hash functions to be no shorter than 224 bits [3], or by preventing attackers from getting sufficient number of input-output pairs, to make this attack infeasible in recent years.

However, being constrained by some particular software/hardware environments, there still exist many actual applications using short security parameters. For example, the 64 -bit blockcipher KASUMI is currently a standard algorithm in mobile communication systems [7]. With the rapid developments of Internet
of Things, several lightweight primitives have been proposed in recent years, e.g. PRESENT and PHOTON [1114]. These algorithms take small-size internal states and output values, usually are much easier to be realized in software and require smaller area in hardware, offering better performance than normal-size ones. Unfortunately, their small sizes imply vulnerability when they are used with traditional modes of operation, most of which are only secure within the birthday bound $[19 \mid 2$. To ensure practical security in such cases, those modes have to be combined with stateful or random values, or to limit the lengths of their input messages, or to update secret keys frequently, resulting in inconveniences and security risks if misused.

MAC. Message Authentication Code is a widely-used cryptographic scheme for data integrity protection and data origin authentication. Practical applications usually require them to be not only secure (outputting unpredictable tags for new messages) but also efficient. A common way to design a MAC algorithm is to iterate a blockcipher $E: \mathcal{K}_{E} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ in the Cipher-Block-Chaining $(\mathrm{CBC})$ manner. That is, in each step, a new chaining value $C_{i}$ is obtained by encrypting the XOR result of the current message block $M_{i}$ and the previous chaining value $C_{i-1}$, i.e. $C_{i}=E_{K}\left(M_{i} \oplus C_{i-1}\right)$. The CBC structure is so common in the design of many cryptographic schemes that it has been considerably studied for many years $8 / 27|9| 16 \mid 24$.

Up to now, many excellent CBC-based MACs have been proposed, e.g. EMAC, XCBC, OMAC, CMAC and GCBC [27|9|16|4|24]. Besides, PMAC takes a fully parallelizable construction and can offer extremely high speed in parallel environments [10]. All of the above MAC algorithms are deterministic (needing no stateful or random values), and provably secure when their underlying blockcipher is assumed to be a pseudorandom permutation (PRP). However, their security bounds all fall within the birthday bound, and can not be further improved because there exist birthday attacks on them, i.e. the birthday bound is tight for them 19|2.

There are also a few CBC-based MACs with provable security beyond the birthday bound. For example, RMAC replaces the second key in EMAC by XORing its first key and a random value [182], and MAC-R1 and MAC-R2 inject $n$-bit randomness into the internal states of CBC-based MACs 23. Obviously, their high security relies on not only the PRP security of blockciphers but also the randomness of the injected values.

In fact, all the deterministic blockcipher-based MACs fall within the birthday bound until Yasuda shows algorithm 6 in the ISO standard is an exception, conditioned on some restrictions on messages [130]. In the same paper, Yasuda also introduces SUM-ECBC to reduce the key size in algorithm 6, by XORing the results from two CBC-based MACs, providing half of the efficiency that normal CBC-based MACs offer in serial implementations (rate 211). On the other hand, Dodis and Steinberger build a MAC from unpredictable blockciphers, with

[^0]security beyond the birthday bound, but pay by very high efficiency cost 12 . Very recently, Yasuda proposes PMAC_Plus that improves PMAC beyond the birthday bound [31]. By pre-calculating sufficiently large number (as many as the number of message blocks) of masks, this MAC would provide high efficiency due to the fully parallelizable structure in PMAC and rate- 1 design.

3GPP-MAC. To promote the global system for mobile communications, the 3rd Generation Partnership Project (3GPP) proposes f9 as its first MAC algorithm, which is based on blockcipher KASUMI and produces 32-bit tags [6]. $f 9$ inherits the structure of original CBC MAC, but in the end encrypts the sum of all chaining values, other than the last chaining value, to obtain the tag. The analysis for $f 9$ tends to be tough due to this particular feature [17. Knudsen and Mitchell are the first to give birthday attacks on $f 9$, which need $2^{(n+1) / 2}$ known (Message, MAC) pairs and $2^{n / 2+1}$ chosen (Message, MAC) pairs to make a forgery against $f 9$ without truncations [20]. Then, Iwata and Kohno proved that when KASUMI is secure against a special kind of related-key attacks (RKPRP), a generalized version of $f 9$ (named with $f 9^{\prime}$ ) is PRF-secure within the birthday bound [15]. This implies the previous birthday attack is the best one without knowledge of internal information.

Despite the fact that the birthday attacks on MACs need on-line invocations, making it much more harder than those on hash functions (needing only offline computations), people still take several countermeasures for large enough security margin. For example, in the practical applications of $f 9$, it has been demanded that each message should be prepended with a fresh value, the length of messages should be no longer than 20000 bits, the secret key should be changed after each invocation, and the outputs should be truncated 5]6].

### 1.2 Our Work

In this paper, we attempt to design a rate-1 CBC-based MAC with provable security beyond the birthday bound. A direct application of such a scheme is to enforce the security level of current CBC-based MACs, especially in the situations where small-size (lightweight) blockciphers are used, e.g. 3GPP and smart cards. Another application is to make it serve as a highly-secure pseudorandom number generator for various protocols, which therefore would improve the security level of the latter.

To do this, stateful or random values (e.g. counter, fresh) can help, but we would not consider them for practical convenience. Another possible way is to enlarge the size of internal states but still output normal-size tags. As for CBCbased MACs, however, their internal states have the same size as their underlying blockcipher, so one may want to use a large-size blockcipher in CBC-based MACs and truncate their outputs. Unfortunately, the efficiency of such a solution will not be satisfying, because a large-size blockcipher usually runs no faster than a small-size one, not to mention many other costs, e.g. memory and area requirements.

Our starting point is $f 9$, in favor of its double-blocksize internal states providing a possible chance to resist the birthday attacks. Inspired by the design of SUM-ECBC and PMAC_Plus, we append one more blockcipher invocation to the end of the $f 9$ structure, as illustrated in Fig. T1 The resulting MAC is named with $3 \mathrm{kf9}$, for it enhances $f 9$ and needs three independent keys. From another point of view, it is also an extension of EMAC [27], ignoring $E_{K_{3}}$ and the last XOR operation.


Fig. 1. Illustration of 3kf9

When authenticating messages, 3kf9 can start to work without stateful values or message length information (on-line), requires no pre-computation and only two block-size memory for internal states, besides those for its underlying blockcipher. Specially, it needs no multiplications, comparing with PMAC_Plus. Therefore, 3kf9 will provide high efficiency in serial implementations.

A more detailed comparison with related MACs is given in Table 1 .

Table 1. Comparison among 3kf9 and its related deterministic MACs

|  | key size | rate | structure | multi. | upper bounds | bBB. ${ }^{a}$ | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Alg. 6 in ISO std. ${ }^{b}$ SUM-ECBC | $\begin{aligned} & 6 k \\ & 4 k \end{aligned}$ | 2 | CBC | none | $\begin{gathered} O\left(\frac{l^{4} q^{3}}{2 n}\right) \text { or } \\ \text { restricted } O\left(\frac{l^{3} q^{3}}{2^{2 n}}\right) \end{gathered}$ | conditional | [1] |
| $\begin{array}{\|l\|} \hline \text { PMAC_Plus } \\ 3 \mathrm{kf9} \\ \hline \end{array}$ | $3 k$ | 1 | parallel CBC | $\begin{array}{\|c\|} \hline 4 l-1 \\ \text { none } \\ \hline \end{array}$ | $O\left(\frac{l^{3} q^{3}}{2^{2 n}}+\frac{l q}{2^{n}}\right)$ | yes | $\begin{array}{\|c\|} \hline 31 \\ \text { This Work } \\ \hline \end{array}$ |
| $\begin{array}{\|l} \hline f 9 \\ \mathrm{EMAC} \end{array}$ | $\begin{aligned} & k^{c} \\ & 2 k \end{aligned}$ | 1 | CBC | none | $O\left(\frac{l^{2} q^{2}}{2^{n}}\right)$ | no | [15] |

${ }^{\text {a }} \mathrm{bBB}$ stands for "beyond the Birthday Bound".
${ }^{\mathrm{b}}$ It has been removed from the latest version ISO/IEC 9797-1:2011.
${ }^{\text {c }}$ Its second key is obtained by $K_{2}=K_{1} \oplus \mathrm{KM}$, where KM is a non-zero $k$-bit value.

### 1.3 Organization

The rest of this paper is organized as follows. Section 2 introduces necessary symbols and 3 kf9 specification. Section 3 gives our provable security analysis for $3 \mathrm{kf9}$, including security definitions, the main result and its proof. The proof will be completed in Section 4. In Section 5, we give some suggestions for practical usages of 3kf9. Finally, we conclude this work in Section 6.

## 2 Symbols and Specification

$\{0,1\}^{n}$ is the set of all $n$-bit strings and $\{0,1\}^{*}$ is the set of all strings. For strings $a, b \in\{0,1\}^{*}, a| | b$ is a concatenation of $a$ and $b$, and $|a|$ is its length in bits. If $a, b$ have equal lengths then $a \oplus b$ is their bitwise XOR. Denote $\operatorname{Perm}(n)$ and $\operatorname{Rand}(n, n)$ as the sets of all permutations and functions over $\{0,1\}^{n}$ respectively. $\operatorname{Rand}(*, n)$ stands for the set of all functions whose range belongs to $\{0,1\}^{n}$. If $A$ is a set, then $\# A$ denotes the size of set $A$, and $x \stackrel{\$}{\leftarrow} A$ means that $x$ is chosen from set $A$ uniformly at random.

A message $M$ can be alternatively seen as a bit string $M \in\{0,1\}^{*}$. Then, by $M \leftarrow M\left|\mid 10^{n-1-|M| \bmod n}\right.$ we mean we append a single bit " 1 " to the end of $M$, followed by as many as $n-1-|M| \bmod n$ bit " 0 "s such that the length of the padded string is a multiple of $n$. For any such string $M(|M|=n L)$, $M_{1} M_{2} \cdots M_{L} \leftarrow \operatorname{Partition}(M)$ means we break $M$ into $L$ successive $n$-bit blocks such that $M_{1}\left\|M_{2}\right\| \cdots \| M_{L}=M$.

```
MAC Algorithm 3kf9[E]
Input: \(K_{1}, K_{2}, K_{3} \stackrel{\$}{\leftarrow} \mathcal{K}, M \in\{0,1\}^{*}\)
Output: \(T \in\{0,1\}^{n}\)
01. \(\quad M \leftarrow M\left|\mid 10^{n-1-|M| \bmod n}\right.\)
02. \(M_{1} M_{2} \cdots M_{L} \leftarrow \operatorname{Partition}(M)\)
03. \(S \leftarrow 0^{n}\)
04. \(Y_{0} \leftarrow 0^{n}\)
05. for \(l \leftarrow 1\) to \(L\) do
06. \(\quad X_{l} \leftarrow Y_{l-1} \oplus M_{l}\)
07. \(\quad Y_{l} \leftarrow E_{K_{1}}\left(X_{l}\right)\)
08. \(\quad S \leftarrow S \oplus Y_{l}\)
end for
\(T \leftarrow E_{K_{2}}\left(Y_{L}\right) \oplus E_{K_{3}}(S)\)
return \(T\)
```

Fig. 2. Specification of 3 kf9

For any message $M \in\{0,1\}^{*}, 3$ kf9 takes a blockcipher $E: \mathcal{K}_{E} \times\{0,1\}^{n} \rightarrow$ $\{0,1\}^{n}$ as its underlying primitive, calling it iteratively as specified in Fig. 2 to deal with $M$, and finally outputs $T \in\{0,1\}^{n}$ as a tag. If necessary, $T$ can be truncated to be of some particular length less than $n$.

3kf9 needs three keys $K_{1}, K_{2}$ and $K_{3}$, each of which should be independently selected from $\mathcal{K}=\mathcal{K}_{E}$ uniformly at random. We use $3 \mathrm{kf} 9\left[E_{K_{1}}, E_{K_{2}}, E_{K_{3}}\right]$ to stand for this MAC algorithm and we also write it as $3 \mathrm{kf9}[E]$ for short.

## 3 Security Proof

### 3.1 Security Definitions

W need to introduce PRP/PRF definitions here, which are frequently used in the analysis of modes of operation for blockciphers [87|9|16|24].

These two definitions focus on the randomness of a keyed function $f_{K}$, which is selected from a function family $f: \mathcal{K}_{f} \times\{0,1\}^{*} \rightarrow\{0,1\}^{n}$ by selecting a random key $K$. To measure its randomness, $f_{K}$ is compared with a random function $R \stackrel{\$}{\leftarrow} \operatorname{Rand}(*, n)$ (or a random permutation $P \stackrel{\$}{\leftarrow} \operatorname{Perm}(n)$ if $f$ consists of only permutations).

The comparison is done as, informally, allowing adversaries (without knowing $K$ ) to query an oracle, which is either $f_{K}$ or $R$ with equal probability. The oracle will answer with the corresponding outputs. After some number of queries, the adversaries are asked to tell what the oracle is. The precise definition is given by

$$
\begin{aligned}
& \left\{\begin{array}{l}
\mathbf{A d v}_{f}^{\operatorname{prf}}(\mathcal{A}) \stackrel{\text { def }}{=}\left|\operatorname{Pr}\left[K \stackrel{\$}{\leftarrow} \mathcal{K}_{f}: \mathcal{A}^{f_{K}(\cdot)}=1\right]-\operatorname{Pr}\left[R \stackrel{\$}{\leftarrow} \operatorname{Rand}(*, n): \mathcal{A}^{R(\cdot)}=1\right]\right|, \\
\mathbf{A d v}_{f}^{\operatorname{prf}}(t, q, \mu) \stackrel{\text { def }}{=} \max _{\mathcal{A}}\left\{\mathbf{A d v}_{f}^{\operatorname{prf}}(\mathcal{A})\right\},
\end{array}\right. \\
& \left\{\begin{array}{l}
\mathbf{A d v}_{f}^{\operatorname{prp}}(\mathcal{A}) \stackrel{\text { def }}{=}\left|\operatorname{Pr}\left[K \stackrel{\$}{\leftarrow} \mathcal{K}_{f}: \mathcal{A}^{f_{K}(\cdot)}=1\right]-\operatorname{Pr}\left[P \stackrel{\$}{\leftarrow} \operatorname{Perm}(n): \mathcal{A}^{P(\cdot)}=1\right]\right|, \\
\mathbf{A d v}_{f}^{\operatorname{prp}}(t, q, \mu) \stackrel{\text { def }}{=} \max _{\mathcal{A}}\left\{\mathbf{A d v}_{f}^{\operatorname{prp}}(\mathcal{A})\right\},
\end{array}\right.
\end{aligned}
$$

and the maximum is over all adversaries taking time at most $t$, making oracle queries at most $q$, whose total length is at most $\mu$ bits. If $\mathbf{A d v}{ }_{f}^{\text {prf }}(t, q, \mu)$ (or $\left.\mathbf{A d v}_{f}^{\mathrm{prp}}(t, q, \mu)\right)$ is sufficiently small, we say function family $f$ is a pseudorandom function (PRF) (or a pseudorandom permutation (PRP)).

It has been proved that a PRF is a secure MAC 8].

### 3.2 Main Results

Let $3 \mathrm{kf9} 9\left[P_{1}, P_{2}, P_{3}\right]$ stand for $3 \mathrm{kf} 9\left[E_{K_{1}}, E_{K_{2}}, E_{K_{3}}\right]$ when blockcipher $E$ with three independent keys are replaced by three independently random permutations $P_{1}$, $P_{2}$ and $P_{3}$, and we further write it as $3 \mathrm{kf} 9[P]$ for simplicity. Then, the following theorem says that $3 \mathrm{kf} 9[P]$ is a PRF with an upper bound beyond the birthday bound.

Theorem 1 (Main Theorem). For any computationally unbounded adversary $\mathcal{A}$, after querying the oracle $q$ times, with each query no longer than $l_{\max }$ blocks, its advantage to distinguish $3 \mathrm{kf9} 9[P]$ from a random function $R \stackrel{\$}{\leftarrow} \operatorname{Rand}(*, n)$ is upper bounded by

$$
\left|\operatorname{Pr}\left[\mathcal{A}^{3 \mathrm{kfg}[P]}=1\right]-\operatorname{Pr}\left[\mathcal{A}^{R}=1\right]\right| \leq \frac{q l_{\max }+q}{2^{n-2}}+\frac{2 q^{3} l_{\max }^{3}+q^{3} l_{\max }^{2}+2 q^{3} l_{\max }+2 q^{3}}{2^{2 n-1}} .
$$

We conclude this theorem by the "coefficient H technique" initially proposed by Patarin [25|26]. This method is a useful tool for proving pseudorandom properties of blockcipher structures and modes of operation, and it has been frequently used before $25|13| 16 \mid 24$.

To simplify our proof, we also adopt the framework used in the proofs for SUM-ECBC and PMAC_Plus 30/31, which separates the inputs to $P_{2}$ and $P_{3}$ into four cases. Taking advantage of some known results for CBC structure, $f 9$ and sum of PRPs 91522, the first three cases can be easily upper bounded. For the last case, we prove it by Lemma 1 in the next section.

Proof. Since $\mathcal{A}$ is computationally unbounded, w.l.o.g. we assume $\mathcal{A}$ is a deterministic algorithm, otherwise we can maximize $\mathcal{A}$ by running it over all possible cases and choose the most powerful one. Based on this, the $i$-th query $M^{i} \notin\left\{M^{1}, M^{2}, \cdots, M^{i-1}\right\} \mathcal{A}$ would make is fully determined by the previous $i$ - 1 input-output pairs $\left(M^{1}, T^{1}\right),\left(M^{2}, T^{2}\right), \cdots,\left(M^{i-1}, T^{i-1}\right)$. Then, if we fix a $q$-tuple $\vec{T}=\left(T^{1}, T^{2}, \cdots, T^{q}\right)$, we know

- all $\mathcal{A}$ 's queries are uniquely determined,
- the number of queries $q$ is uniquely determined, and
- the output of $\mathcal{A}$ ( 0 or 1 ) is uniquely determined.

Denote $\operatorname{Tset}_{1}=\left\{\left(T^{1}, T^{2}, \cdots, T^{q}\right)\right\}$ is the set that contains all $q$-tuple $\vec{T}=$ $\left(T^{1}, T^{2}, \cdots, T^{q}\right)$ such that $\mathcal{A}$ outputs 1 , and $N=\#$ Tset $_{1}$. Then we have

Evaluation for random function $R$.

$$
\operatorname{Pr}\left[\mathcal{A}^{R}=1\right]=\sum_{\vec{T} \in \mathrm{Tset}_{1}} \operatorname{Pr}\left[R\left(M^{i}\right)=T^{i}, i=1,2, \cdots, q\right]=\frac{N}{2^{q n}}
$$

Evaluation for $3 \mathrm{kf} 9[P]$.

$$
\begin{align*}
& \operatorname{Pr}\left[\mathcal{A}^{3 \mathrm{kf9} 9[P]}=1\right] \\
= & \sum_{\vec{T} \in \mathrm{Tset}_{1}} \operatorname{Pr}\left[3 \mathrm{kf} 9[P]\left(M^{i}\right)=T^{i}, i=1,2, \cdots, q\right] \\
\geq & \sum_{\vec{T} \in \operatorname{Tset}_{1}}\left(\operatorname{Pr}[3 \mathrm{kf} 9[P] \text { outputs } q \text { random values }] \times\left(\frac{1}{2^{n}}\right)^{q}\right) \\
= & \frac{N}{2^{q n}} \times \operatorname{Pr}[3 \mathrm{kf} 9[P] \text { outputs } q \text { random values }] . \tag{1}
\end{align*}
$$

Denote $\underline{\mathrm{CBC}}\left[P_{1}\right]$ as the internal structure of $3 \mathrm{kf9}[P]$, i.e. $(Q, S) \leftarrow \underline{\mathrm{CBC}}\left[P_{1}\right](M)$, and $3 \mathrm{kf} 9[P](M)=P_{2}(Q) \oplus P_{3}(S)=T$, as in Fig. [1. In the following analysis, we do step by step for each $i=1,2, \cdots, q$. Suppose in the previous $i-1$ queries, the $i-1$ outputs $T^{1}, T^{2}, \cdots, T^{i-1}$ are independently random values. Let $\operatorname{Domain}\left[P_{2}\right]=\left\{Q^{1}, Q^{2}, \cdots, Q^{i-1}\right\}$ and Domain $\left[P_{3}\right]=\left\{S^{1}, S^{2}, \cdots, S^{i-1}\right\}$. Then, for the $i$-th query $M^{i}$, its corresponding $\left(Q^{i}, S^{i}\right) \leftarrow \underline{\mathrm{CBC}}\left[P_{1}\right]\left(M^{i}\right)$ will definitely fall into one of the following four cases,

Case A: $Q^{i} \in \operatorname{Domain}\left[P_{2}\right]$ and $S^{i} \notin \operatorname{Domain}\left[P_{3}\right]$,
Case B: $Q^{i} \notin \operatorname{Domain}\left[P_{2}\right]$ and $S^{i} \in \operatorname{Domain}\left[P_{3}\right]$,
Case C: $Q^{i} \notin \operatorname{Domain}\left[P_{2}\right]$ and $S^{i} \notin \operatorname{Domain}\left[P_{3}\right]$,
Case D: $Q^{i} \in \operatorname{Domain}\left[P_{2}\right]$ and $S^{i} \in \operatorname{Domain}\left[P_{3}\right]$.
For Case A, Black and Rogaway have shown that the probability for any two messages to collide in CBC structure (with an independent ending blockcipher invocation, e.g. EMAC, ECBC) is upper bounded by the birthday bound, i.e. $\operatorname{Pr}\left[Q^{j}=Q^{i}\right] \leq \frac{4\left(l_{\text {max }}+1\right)^{2}}{2^{n}}$ (See Lemma 3 in [9]). In such a case, we still have randomness for $T^{i}=P_{2}\left(Q^{i}\right) \oplus P_{3}\left(S^{i}\right)$ because $S^{i} \notin \operatorname{Domain}\left[P_{3}\right]$ and we can do lazy sampling $P_{3}\left(S^{i}\right)$. Since at this moment \#Domain $\left[P_{3}\right] \leq i-1$, the advantage to distinguish $P_{3}\left(S^{i}\right)$ from a random value $r \stackrel{\$}{\leftarrow}\{0,1\}^{n}$ is no more than $\frac{i-1}{2^{n}}$. Then, the advantage to distinguish $T^{i}$ from $r$ is upper bounded by $\binom{i-1}{1} \frac{4\left(l_{\max }+1\right)^{2}}{2^{n}} \times \frac{i-1}{2^{n}}$.

For Case B, Iwata and Kohno have pointed out that the probability for any two messages to collide in $f 9$ (with an independent ending block cipher invocation) is also upper bounded by the birthday bound, i.e. $\operatorname{Pr}\left[S^{j}=S^{i}\right] \leq \frac{\left(2 l_{\max }+2\right)^{2}+2^{2}}{2^{n+1}}=$ $\frac{2 l_{\max }^{2}+4 l_{\max }+4}{2^{n}}$ (See Lemma B. 1 in [15], and note that we apply $\sigma \leq 2 l_{\max }+2$ and $q=2$ here). Then, by lazy sampling for $P_{2}\left(Q^{i}\right)$, we know the advantage to distinguish $T^{i}$ from $r$ is upper bounded by $\binom{i-1}{1} \frac{2 l_{\max }^{2}+4 l_{\max }+4}{2^{n}} \times \frac{i-1}{2^{n}}$.

For Case C, Lucks has proved that the advantage to distinguish $T^{i}=P_{2}\left(Q^{i}\right) \oplus$ $P_{3}\left(S^{i}\right)$ from $r$ is upper bounded by $\frac{(i-1)^{2}}{\left(2^{n}-(i-1)\right)^{2}} \leq \frac{4(i-1)^{2}}{2^{2 n}}$ (See the proof for Theorem 5 in [22]).

As for Case D, we will show by Lemma 1 in the next section that $\operatorname{Pr}[\exists i \in$ $[1, q]:$ Case D occurs $] \leq \frac{q l_{\max }+q}{2^{n-2}}+\frac{q^{3} l_{\text {max }}^{3}}{2^{2 n-2}}$.

Denote $\left[T^{i} \nsim r\right]$ as the event that $T^{i}$ is not an independently random value. Then, based on the none occurrence of Case D, we get

$$
\begin{aligned}
& \operatorname{Pr}\left[T^{i} \nsim r\right] \\
= & \operatorname{Pr}[\text { Case A }] \operatorname{Pr}\left[T^{i} \nsim r \mid \text { Case A }\right]+\operatorname{Pr}[\text { Case B }] \operatorname{Pr}\left[T^{i} \nsim r \mid \text { Case B }\right]+ \\
& \operatorname{Pr}[\text { Case }] \operatorname{Pr}\left[T^{i} \nsim r \mid \text { Case C }\right] \\
\leq & \binom{i-1}{1} \frac{4\left(l_{\max }+1\right)^{2}}{2^{n}} \times \frac{i-1}{2^{n}}+\binom{i-1}{1} \frac{2 l_{\max }^{2}+4 l_{\max }+4}{2^{n}} \times \frac{i-1}{2^{n}}+1 \times \frac{4(i-1)^{2}}{2^{2 n}} \\
= & \frac{(i-1)^{2}\left(3 l_{\max }^{2}+5 l_{\max }+6\right)}{2^{2 n-1}} .
\end{aligned}
$$

This allows us to have

$$
\begin{aligned}
& \operatorname{Pr}[3 \mathrm{kf} 9[P] \text { doesn't output } q \text { random values }] \\
\leq & \operatorname{Pr}[\text { Case } \mathrm{D}]+\sum_{i=1}^{q} \operatorname{Pr}\left[T^{i} \nsim r\right] \\
\leq & \frac{q l_{\max }+q}{2^{n-2}}+\frac{q^{3} l_{\max }^{3}}{2^{2 n-2}}+\sum_{i=1}^{q} \frac{(i-1)^{2}\left(3 l_{\max }^{2}+5 l_{\max }+6\right)}{2^{2 n-1}} \\
\leq & \frac{q l_{\max }+q}{2^{n-2}}+\frac{2 q^{3} l_{\max }^{3}+q^{3} l_{\max }^{2}+2 q^{3} l_{\max }+2 q^{3}}{2^{2 n-1}} \\
= & \epsilon,
\end{aligned}
$$

which implies $\operatorname{Pr}\left[\mathcal{A}^{3 \mathrm{kf9}[P]}=1\right] \geq \frac{N}{2^{q n}} \times(1-\epsilon)$ by applying it to inequality (1).

## Comparison

By the above analysis, we can get

$$
\operatorname{Pr}\left[\mathcal{A}^{R}=1\right]-\operatorname{Pr}\left[\mathcal{A}^{3 \mathrm{kfg} 9[P]}=1\right] \leq \frac{N}{2^{q n}}-\frac{N}{2^{q n}} \times(1-\epsilon) \leq \frac{N}{2^{q n}} \times \epsilon \leq \epsilon .
$$

On the other side, if we define $\mathrm{Tset}_{0}$ and by similar analysis we can get

$$
\operatorname{Pr}\left[\mathcal{A}^{R}=0\right]-\operatorname{Pr}\left[\mathcal{A}^{3 \mathrm{kf9} 9[P]}=0\right] \leq \epsilon,
$$

which implies $\left(1-\operatorname{Pr}\left[\mathcal{A}^{R}=1\right]\right)-\left(1-\operatorname{Pr}\left[\mathcal{A}^{3 \mathrm{kf9}[P]}=1\right]\right) \leq \epsilon$. Thus we get $\operatorname{Pr}\left[\mathcal{A}^{3 \mathrm{kfg}[P]}=1\right]-\operatorname{Pr}\left[\mathcal{A}^{R}=1\right] \leq \epsilon$.

Finally, we conclude

$$
\left|\operatorname{Pr}\left[\mathcal{A}^{3 \mathrm{kf} 9[P]}=1\right]-\operatorname{Pr}\left[\mathcal{A}^{R}=1\right]\right| \leq \frac{q l_{\max }+q}{2^{n-2}}+\frac{2 q^{3} l_{\max }^{3}+q^{3} l_{\max }^{2}+2 q^{3} l_{\max }+2 q^{3}}{2^{2 n-1}} .
$$

Based on the main theorem, we can say that $3 \mathrm{kf} 9[E]$ is a PRF if blockcipher $E$ is secure. More precisely, we have

Theorem 2. If blockcipher $E: \mathcal{K}_{E} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is a PRP, then $3 \mathrm{kf} 9[E]$ is a PRF for all adversaries, who make at most $q$ queries, each of which is no longer than $l_{\max }$ blocks. That is,

$$
\operatorname{Adv}_{3 \mathrm{kf9}[E]}^{\operatorname{prf}}(t, q, \mu) \leq \frac{q l_{\max }+q}{2^{n-2}}+\frac{2 q^{3} l_{\max }^{3}+q^{3} l_{\max }^{2}+2 q^{3} l_{\max }+2 q^{3}}{2^{2 n-1}}+3 \operatorname{Adv}_{E}^{\mathrm{prp}}\left(t^{\prime}, q^{\prime}, \mu^{\prime}\right),
$$

where $t^{\prime}=t+O(t), q^{\prime} \leq q\left(l_{\max }+1\right)$, and $\mu^{\prime} \leq \mu+q n$.

## 4 Key Lemma

The none occurrence of Case D implies the $q$ pairs $\left(Q^{i}, S^{i}\right)(i=1,2, \cdots, q)$ are free. By "free", we mean for each $i \in[1, q]$, either $Q^{i}$ is unique in its corresponding sequence $Q^{1}, Q^{2}, \cdots, Q^{q}$ or $S^{i}$ is unique in its corresponding sequence
$S^{1}, S^{2}, \cdots, S^{q}$. This property is closely related to the newly appeared Cover Free notion [12], which says the $q$ outputs $\left(N_{1}^{i}, N_{2}^{i}, \cdots, N_{w}^{i}\right)(1 \leq i \leq q)$ from a coverfree function should satisfy the following property. For each $i$, there exists at least one $j \in[1, w]$ such that $N_{j}^{i}$ is unique in its own subsequence $N_{j}^{1}, N_{j}^{2}, \cdots, N_{j}^{q}$. Unfortunately, the internal structure $\underline{\mathrm{CBC}}\left[P_{1}\right]$ can not satisfy the cover free property, when its outputs are made public. However, if adversaries can not get its internal states, $\underline{\mathrm{CBC}}\left[P_{1}\right]$ holds a similar property, as the following lemma says.

Lemma 1. If $P_{1}, P_{2}$ and $P_{3}$ are independently random permutations from $\operatorname{Perm}(n)$, then for all computationally unbounded adversaries, who querying $3 \mathrm{kf9}[P]$ no more than $q$ times, with each query no longer than $l_{\max }$ blocks, the probability for internal states $\left(Q^{i}, S^{i}\right)(i=1,2, \cdots, q)$ to satisfy Case $D$ is upper bounded by

$$
\operatorname{Pr}[\exists i \in[1, q]: \quad \text { Case D occurs }] \leq \frac{q l_{\max }+q}{2^{n-2}}+\frac{q^{3} l_{\max }^{3}}{2^{2 n-2}}
$$

In the following proof, we will prove an even stronger result. That is, all the pairs ( $Y_{l}^{i}, S_{l}^{i}$ ) for $l=1,2, \cdots, L^{i}$ and $i=1,2, \cdots, q$ are free with this probability, excluding the trivial case that $\left(Y_{l}^{i}, S_{l}^{i}\right)=\left(Y_{l}^{j}, S_{l}^{j}\right)$ with $l \leq d$ for two different messages $M^{i}$ and $M^{j}$, which after being padded are written as $M_{1}^{i}\left\|M_{2}^{i}\right\| \cdots \| M_{L^{i}}^{i}$ and $M_{1}^{j}\left\|M_{2}^{j}\right\| \cdots \| M_{L^{j}}^{j}$ and having common prefix $M_{1}^{i}\left\|M_{2}^{i}\right\| \cdots\left\|M_{d}^{i}=M_{1}^{j}\right\| M_{2}^{j}\|\cdots\|$ $M_{d}^{j}$ for some $d \leq \min \left\{L^{i}, L^{j}\right\}$. To do this, we check the process detail of $\operatorname{CBC}\left[P_{1}\right]$ in dealing with the querying messages $M^{1}, M^{2}, \cdots, M^{q}$ step by step, and record every $Y_{l}^{i}$ and $S_{l}^{i}$ for $l=1,2, \cdots, L^{i}$ and $i=1,2, \cdots, q$ with two sets YRange and SRange. By lazy sampling for $P_{1}$, we upper bound the probability for the events $Y_{l}^{i} \in$ YRange and $S_{l}^{i} \in$ SRange to occur at the same time, and in the end we sum up all these probabilities to get the final result.

Proof. For any $q$ pairwise distinct queries $M^{1}, M^{2}, \cdots, M^{q}$, we use a program to show the process of $\underline{\mathrm{CBC}}\left[P_{1}\right]$ in dealing with them, as in Fig. 3. To better analyze the target probability, we do lazy sampling for $P_{1}$. Furthermore, we denote three flags Zero, Cover and Bad. Zero is used to identify whether there exists $Y_{l}^{i}=0^{n}$, which may be easily used to undermine the freeness consistence of $\left(Y_{l}^{i}, S_{l}^{i}\right)$ for $l=1,2, \cdots, L^{i}$ and $i=1,2, \cdots, q$. Cover is used directly to identify the freeness of $\left(Y_{l}^{i}, S_{l}^{i}\right)$. Either [Zero $=$ True] or [Cover $=$ True] implies $[\mathrm{Bad}=\operatorname{True}]$, so $\operatorname{Pr}[\exists i \in[1, q]:$ Case D occurs $]=\operatorname{Pr}[\mathrm{Bad}=$ True $] \leq \operatorname{Pr}[$ Zero $=$ True $]+\operatorname{Pr}[$ Cover $=$ True $]$.

Then, it is easy to get that $\operatorname{Pr}[$ Zero $=\operatorname{True}] \leq \sum_{j=1}^{q\left(l_{\max }+1\right)} \frac{1}{2^{n}-(j-1)} \leq \frac{q\left(l_{\max }+1\right)}{2^{n-1}}$, because for the $q$ messages whose length is no more than $l_{\max }+1$ blocks after being padded, we do no more than $q\left(l_{\max }+1\right)$ lazy sampling for $P_{1}$, and in the $j$-th sampling for a new output $Y, \operatorname{Pr}\left[Y=0^{n}\right] \leq \frac{1}{2^{n}-(j-1)}$. Here we use $q\left(l_{\max }+1\right)<2^{n-1}$ to get the final bound.

To upper bound $\operatorname{Pr}[$ Cover $=\operatorname{True}]$ for all $\left(Y_{l}^{i}, S_{l}^{i}\right)$, we will upper bound the probability for each lazy sampling that may result in the occurrence of $\left[Y_{l}^{i} \in\right.$ YRange $\wedge S_{l}^{i} \in$ SRange] with $l=1,2, \cdots, L^{i}$ and $i=1,2, \cdots, q$, and then sum up them. For better understanding the following analysis, we work on a simple case first (see Fig. 4 for an illustration), and then generalize it step by step.

```
00. Domain \(\left[P_{1}\right]\), Range[ \(\left[P_{1}\right]\), YRange, SRange \(\leftarrow \phi\); Zero, Cover, Bad \(\leftarrow\) False;
for \(\mathcal{A}\) 's \(i\)-th query \(M^{i} \in\{0,1\}^{*}\), do
    \(M^{i} \leftarrow M^{i}| | 10^{n-1-\left|M^{i}\right| \bmod n} ; M_{1}^{i} M_{2}^{i} \cdots M_{L^{i}}^{i} \leftarrow \operatorname{Partition}\left(M^{i}\right) ;\)
    \(S_{0}^{i} \leftarrow 0^{n} ; Y_{0}^{i} \leftarrow 0^{n} ;\)
    for \(l \leftarrow 1\) to \(L^{i}\) do
        \(X_{l}^{i} \leftarrow Y_{l-1}^{i} \oplus M_{l}^{i} ;\)
        if \(X_{l}^{i} \in \operatorname{Domain}\left[P_{1}\right]\) then \(Y_{l}^{i} \leftarrow P_{1}\left(X_{l}^{i}\right)\);
        else \(Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash\) Range \(\left[P_{1}\right]\);
            if \(Y_{l}^{i}=0^{n}\) then Zero \(\leftarrow\) True; Bad \(\leftarrow\) True; end if
            Range \(\left[P_{1}\right] \leftarrow\) Range \(\left[P_{1}\right] \cup\left\{Y_{l}^{i}\right\}\);
            Domain \(\left[P_{1}\right] \leftarrow\) Domain \(\left[P_{1}\right] \cup\left\{X_{l}^{i}\right\} ;\)
        end if
        \(S_{l}^{i} \leftarrow S_{l-1}^{i} \oplus Y_{l}^{i}\);
        if \(Y_{l}^{i} \in\) YRange and \(S_{l}^{i} \in\) SRange and
            \(\nexists j<i\) s.t. \(M_{1}^{i}\left\|M_{2}^{i}\right\| \cdots\left\|M_{l}^{i}=M_{1}^{j}\right\| M_{2}^{j}\|\cdots\| M_{l}^{j}\)
        then Cover \(\leftarrow\) True; Bad \(\leftarrow\) True;
        else YRange \(\leftarrow\) YRange \(\cup\left\{Y_{l}^{i}\right\}\); SRange \(\leftarrow\) SRange \(\cup\left\{S_{l}^{i}\right\}\);
        end if
    end for
```

Fig. 3. A program showing the process of $\mathrm{CBC}\left[P_{1}\right]$


Fig. 4. An insight view on the internal structure of $\underline{\mathrm{CBC}}\left[P_{1}\right]$

### 4.1 The Most Common Case

For a new input $X_{l}^{i} \notin \operatorname{Domain}\left[P_{1}\right]$, we will choose a value $Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash \operatorname{Range}\left[P_{1}\right]$ by lazy sampling. Since $Y_{l}^{i}$ is a new output, it is definite that $\left(Y_{l}^{i}, S_{l}^{i}\right)$ is consistent with the previous pairs for freeness. However, if it happens that $X_{l+1}^{i}=Y_{l}^{i} \oplus$ $M_{l+1}^{i} \in \operatorname{Domain}\left[P_{1}\right]$, then event $\left[Y_{l+1}^{i} \in\right.$ YRange] would occur, and the freeness consistence of pairs will rely only on the none occurrence of the event $\left[S_{l+1}^{i} \in\right.$ SRange]. Consider the following two subcases:

1. $X_{l+1}^{i}=X_{l}^{i}$. This implies $Y_{l+1}^{i}=Y_{l}^{i}$ and $S_{l+1}^{i}=S_{l-1}^{i}$, and thus undermining the freeness consistence. The probability for this event to occur is no more
than $\operatorname{Pr}\left[X_{l+1}^{i}=X_{l}^{i}\right]=\operatorname{Pr}\left[Y_{l}^{i}=X_{l}^{i} \oplus M_{l+1}^{i}\right] \leq \frac{1}{2^{n}-\# \operatorname{Range}\left[P_{1}\right]} \leq \frac{1}{2^{n-1}}$, where we assume \#Range $\left[P_{1}\right]<2^{n-1}$.
2. $X_{l+1}^{i} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}$. This implies $Y_{l}^{i} \oplus M_{l+1}^{i} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}$, and so $Y_{l}^{i}$ has no more than \#Domain $\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}$ choices. Choose any one such choice and fix $Y_{l}^{i}$, then $Y_{l+1}^{i}=P_{1}\left(X_{l+1}^{i}\right)=P_{1}\left(Y_{l}^{i} \oplus M_{l+1}^{i}\right)$ would be fixed, so is $S_{l+1}^{i}=\sum_{c=1}^{l+1} Y_{c}^{i}$. On the other hand, the elements in SRange are $\sum_{c=1}^{d} Y_{c}^{j}\left(1 \leq d \leq L^{j}, 1 \leq j \leq i-1\right)$ and $\sum_{c=1}^{d} Y_{c}^{i}(1 \leq d \leq l)$. Then, event $\left[S_{l+1}^{i} \in\right.$ SRange $]$ implies no more than \#SRange equations, all of which can be written as linear combination of $Y_{b}^{a}$ equals to linear combination of message blocks (i.e. $M_{l+1}^{i} \oplus M_{b+1}^{a}$ or $0^{n}$ ) with $0 \leq b \leq L^{a}$, $1 \leq a \leq i-1$ or $0 \leq b \leq l-1, a=i$. Specially, note that $Y_{l}^{i}$ is not included here because $X_{l+1}^{i} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}$ implies $Y_{l}^{i}$ can be written as $M_{l+1}^{i} \oplus X_{l+1}^{i}=M_{l+1}^{i} \oplus \bar{Y} \oplus \bar{M}$, where $\bar{Y}$ and $\bar{M}$ appear in the previous $(Y, S)$ pairs and queries respectively ( $\bar{Y}$ may be $0^{n}$ if $b=0$ ). Furthermore, notice that we have upper bounded $\operatorname{Pr}\left[Y=0^{n}\right]$ by analyzing [Zero $=$ True], so we can assume all $Y_{b}^{a}(b \geq 1)$ are non-zero values. Then, excluding the trivial case that two different messages would collide in their common prefix part, the possibility for each of these equations to hold is no more than $1 / 2^{n-1}$, because all $Y_{b}^{a}(b \geq 1)$ are chosen by the previous lazy samplings, from a space with roughly $2^{n}-\#$ Domain $\left[P_{1}\right]-\#$ Range $\left[P_{1}\right]-1 \leq 2^{n-1}$ size. $2^{n}-\#$ Range $\left[P_{1}\right]$ is naturally understood, " 1 " is respect to $0^{n}$, and "\#Domain $\left[P_{1}\right]$ " is respect to the number of bad points that may result in $Y_{b}^{a} \oplus M_{b+1}^{a} \in \operatorname{Domain}\left[P_{1}\right]$. So the linear combinations of $Y_{b}^{a}$ has at least $2^{n-1}$ possible values, and their real values are hidden in the internal structure $\underline{\mathrm{CBC}}\left[P_{1}\right]$, not known by adversaries. So, in this subcase,

$$
\begin{align*}
& \operatorname{Pr}\left[Y_{l+1}^{i} \in \text { Range }\left[P_{1}\right] \backslash\left\{Y_{l}^{i}\right\} \wedge S_{l+1}^{i} \in \text { SRange }\right] \\
= & \operatorname{Pr}\left[X_{l+1}^{i} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\} \wedge S_{l+1}^{i} \in \text { SRange }\right] \\
= & \operatorname{Pr}\left[Y_{l}^{i} \oplus M_{l+1}^{i} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\} \wedge S_{l+1}^{i} \in \text { SRange }\right]  \tag{2}\\
\leq & \operatorname{Pr}\left[Y_{l}^{i} \oplus M_{l+1}^{i} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}\right] \times \operatorname{Pr}\left[S_{l+1}^{i} \in \text { SRange }\right]  \tag{3}\\
\leq & \frac{\# \text { Domain }\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}}{2^{n}-\# \text { Range }\left[P_{1}\right]} \times \frac{\# \text { SRange }}{2^{n-1}} \\
\leq & \frac{\left(\# \text { Domain }\left[P_{1}\right]\right)^{2}}{2^{2 n-2}}
\end{align*}
$$

Where we apply \#Range $\left[P_{1}\right]<2^{n-1}$. Notice that $P_{1}\left[X_{l}^{i}\right]=Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash$ Range $\left[P_{1}\right]$ is a new lazy sampling, and $S_{l+1}^{i} \in$ SRange is only related with previous lazy samplings $\left(X_{l+1}^{i} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}\right.$ implying $Y_{l}^{i}=M_{l+1}^{i} \oplus$ $\bar{Y} \oplus \bar{M}$ can be calculated by the previous pairs and queries), so the probability in (2) can be separated, thus we obtain inequality (3).

In this most common case, the probability for lazy sampling $P_{1}\left[X_{l}^{i}\right]=Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash$
Range $\left[P_{1}\right]$ to undermine the freeness consistence is at most $\frac{1}{2^{n-1}}+\frac{\left(\# \operatorname{Domain}\left[P_{1}\right]\right)^{2}}{2^{2 n-2}}$.

### 4.2 Generalized Case 1

The above lazy sampling may further induce the occurrence of event $\left[X_{l+2}^{i} \in\right.$ Domain $\left.\left[P_{1}\right]\right]$, so the previous analysis is not complete, and here we generalize it in this direction.

Suppose $P_{1}\left[X_{l}^{i}\right]=Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash$ Range $\left[P_{1}\right]$ induces series of occurrences, i.e. $\left[X_{l+1}^{i} \in \operatorname{Domain}\left[P_{1}\right]\right],\left[X_{l+2}^{i} \in \operatorname{Domain}\left[P_{1}\right]\right], \cdots,\left[X_{l+u-1}^{i} \in \operatorname{Domain}\left[P_{1}\right]\right]$, with $u \leq L^{i}-l+1$, let us consider the probability to undermine the freeness consistence. First, we have $\operatorname{Pr}\left[X_{l+1}^{i}=X_{l}^{i}\right] \leq \frac{1}{2^{n-1}}$ as before. Then, conditioned on $X_{l+1}^{i} \neq X_{l}^{i}$, those $u-1$ events imply $Y_{l}^{i} \oplus M_{l+1}^{i} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l+1}^{i}\right\}$ and $Y_{l+a}^{i} \oplus M_{l+a+1}^{i} \in \operatorname{Domain}\left[P_{1}\right]$ for $1 \leq a \leq u-2$, and so $Y_{l}^{i}$ has at most \#Domain $\left[P_{1}\right] \backslash\left\{X_{l+1}^{i}\right\}$ choices. Choose any one such choice and fix $Y_{l}^{i}$, then $S_{l+a}^{i}$ ( $0 \leq a \leq u-1$ ) are also fixed. To keep freeness consistence, none of the events $\left[S_{l+1+a} \in\right.$ SRange $\left.\cup\left\{S_{l}^{i}, S_{l+1}^{i}, \cdots, S_{l+a}^{i}\right\}\right](0 \leq a \leq u-2)$ should occur. These events imply no more than $(u-1) \#$ SRange $+\frac{(u-1)(u-2)}{2}$ equations, and each has a probability of $1 / 2^{n-1}$ to occur, with similar reasons given in the most common case. So, here the probability for this lazy sampling to keep freeness consistence is upper bounded by $\frac{1}{2^{n-1}}+\frac{\text { \#Domain }\left[P_{1}\right] \backslash\left\{X_{i+1}^{i}\right\}}{2^{n}-\# \operatorname{Range}\left[P_{1}\right]} \times \frac{(u-1) \# \operatorname{SRange}+\frac{(u-1)(u-2)}{2}}{2^{n-1}} \leq$ $\sum_{a=1}^{u}\left(\frac{1}{2^{n-1}}+\frac{\left(\# \operatorname{Domain}\left[P_{1}\right]+a-1\right)^{2}}{2^{2 n-2}}\right)$. Notice that $u$ is the number of invocations to $P_{1}$ related to lazy sampling $P_{1}\left[X_{l}^{i}\right]=Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash \operatorname{Range}\left[P_{1}\right]$.

### 4.3 Generalized Case 2

Since we assume adversaries can make any $q$ pairwise distinct queries $M^{1}, M^{2}$, $\cdots, M^{q}$, it is possible that some queries share a common prefix. Here we generalize the probability for lazy sampling $P_{1}\left[X_{l}^{i}\right]=Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash$ Range $\left[P_{1}\right]$ to undermine the freeness consistence in this direction.

Without loss of generality, we assume $M^{i}, M^{i+1}, \cdots, M^{i+v-1}$ share a common prefix (This can be reached by sorting the queries), and $M_{l}^{i}$ is the last block in their prefix. If $X_{l+1}^{i+b}=Y_{l}^{i+b} \oplus M_{l+1}^{i+b} \notin \operatorname{Domain}\left[P_{1}\right]$ for all $b \in[0, v-1]$, then $Y_{l+1}^{i+b}$ can keep freeness consistence. However, if $\exists b \in[0, v-1]$ s.t. $X_{l+1}^{i+b}=$ $Y_{l}^{i+b} \oplus M_{l+1}^{i+b}=X_{l}^{i+b}=X_{l}^{i}$, then the events $\left[Y_{l+1}^{i+b}=Y_{l}^{i+b}\right]$ and $\left[S_{l+1}^{i+b}=S_{l-1}^{i+b}\right]$ will occur, and thus undermine the freeness consistence. This probability is no more than $\operatorname{Pr}\left[\exists b \in[0, v-1], X_{l+1}^{i+b}=X_{l}^{i+b}\right] \leq \frac{v}{2^{n-1}}$. Based on its none occurrence, we focus on the probability of $\left[\exists b \in[0, v-1], X_{l+1}^{i+b} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}\right]$. Note that some particular choices of $Y_{l}^{i}$ may result in several $\left[X_{l+1}^{i+b} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}\right]$ to occur at the same time, and the number of $Y_{l}^{i}$ that induces $v^{\prime}$ such events is no more than \#Domain $\left[P_{1}\right] v / v^{\prime}$. W.l.o.g. we assume $X_{l+1}^{i}, X_{l+1}^{i+1}, \cdots, X_{l+1}^{i+v^{\prime}-1} \in$ Domain $\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}$ for some $v^{\prime} \in[1, v]$. Choose any one such $Y_{l}^{i}$ and fix it, then $Y_{l+1}^{i}, Y_{l+1}^{i+1}, \cdots, Y_{l+1}^{i+v^{\prime}-1}$ would be fixed, so are $S_{l+1}^{i}, S_{l+1}^{i+1}, \cdots, S_{l+1}^{i+v^{\prime}-1}$. The events $\left[S_{l+1}^{i+j} \in\right.$ SRange $\left.\cup\left\{S_{l+1}^{i}, S_{l+1}^{i+1}, \cdots, S_{l+1}^{i+j-1}\right\}\right]\left(0 \leq j \leq v^{\prime}-1\right)$ imply no more than $v^{\prime} \#$ SRange $+\frac{v^{\prime}\left(v^{\prime}-1\right)}{2}$ equations, with probability $1 / 2^{n-1}$ to occur each. Then it is not hard to get the probability to keep freeness consistence in this
case is no more than $\frac{v}{2^{n-1}}+\frac{\# \text { Domain }\left[P_{1}\right] v / v^{\prime}}{2^{n}-\# \operatorname{Range}\left[P_{1}\right]} \times \frac{v^{\prime} \# \text { SRange } \frac{v^{\prime}\left(v^{\prime}-1\right)}{2}}{2^{n-1}} \leq \sum_{b=1}^{v}\left(\frac{1}{2^{n-1}}+\right.$ $\left.\frac{\left(\# \operatorname{Domain}\left[P_{1}\right]+b-1\right)^{2}}{2^{2 n-2}}\right)$. Notice that $v$ is the number of invocations to $P_{1}$ related to lazy sampling $P_{1}\left[X_{l}^{i}\right]=Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash$ Range $\left[P_{1}\right]$.

### 4.4 The Most General Case

Based on the above, we generalize the most common case in two directions, as in Generalized case 1 and 2.

The analysis here is the same as that in Generalized case 2 , until $Y_{l}^{i}$ is fixed. and w.l.o.g. we assume $X_{l+1}^{i}, X_{l+1}^{i+1}, \cdots, X_{l+1}^{i+v^{\prime}-1} \in \operatorname{Domain}\left[P_{1}\right] \backslash\left\{X_{l}^{i}\right\}$ for some $v^{\prime} \in[1, v]$ occurs. Then we take Generalized case 1 into account.

Suppose for $X_{l+1}^{i+b}\left(0 \leq b \leq v^{\prime}-1\right)$, its following calls to $P_{1} X_{l+2}^{i+b}, X_{l+3}^{i+b}, \cdots$, $X_{l+u[b]-1}^{i+b} \in \operatorname{Domain}\left[P_{1}\right]$, with $u[b] \leq L^{i+b}-l+1$. Then $S_{l}^{i+b}, S_{l+1}^{i+b}, \cdots, S_{l+u[b]-1}^{i+b}$ can be fixed by $Y_{l}^{i}$. The events $\left[S_{l+a+1}^{i+b} \in\right.$ SRange $\left.\cup\left\{S_{l}^{i+b}, S_{l+1}^{i+b}, \cdots, S_{l+a}^{i+b}\right\}\right]$ with $0 \leq a \leq u[b]-2$ and $0 \leq b \leq v^{\prime}-1$ imply no more than $\sum_{w=1}^{s}(\#$ SRange $+w-1)$ equations $\left(s=\sum_{b=0}^{v^{\prime}-1} u[b]\right)$, with probability $1 / 2^{n-1}$ to occur each. Then we can get the probability for lazy sampling $P_{1}\left[X_{l}^{i}\right]=Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash$ Range $\left[P_{1}\right]$ to undermine the freeness consistence is at most $\frac{v}{2^{n-1}}+\frac{\# \text { Domain }\left[P_{1}\right] v / v^{\prime}}{2^{n}-\# \operatorname{Range}\left[P_{1}\right]} \times \frac{\sum_{w=1}^{s}(\# \text { SRange }+w-1)}{2^{n-1}} \leq$ $\sum_{w=1}^{s}\left(\frac{1}{2^{n-1}}+\frac{\left(\# \operatorname{Domain}\left[P_{1}\right]+w-1\right)^{2}}{2^{2 n-2}}\right)$. Notice that $s=\sum_{b=0}^{v^{\prime}-1} u[b]$ is the number of invocations to $P_{1}$ related to lazy sampling $P_{1}\left[X_{l}^{i}\right]=Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash$ Range $\left[P_{1}\right]$.

### 4.5 Summing Up

From the most common case to the most general case, we have observed that for every lazy sampling $P_{1}\left[X_{l}^{i}\right]=Y_{l}^{i} \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash$ Range[ $P_{1}$ ], its probability to undermine the freeness consistence is no more than $\sum_{w=1}^{s}\left(\frac{1}{2^{n-1}}+\frac{\left(\# \operatorname{Domain}\left[P_{1}\right]+w-1\right)^{2}}{2^{2 n-2}}\right)$, where $s$ is the number of invocations to $P_{1}$ related to this lazy sampling. Suppose in dealing with $M^{1}, M^{2}, \cdots, M^{q}$, we do $z$ times lazy sampling in total, and the invocations to $P_{1}$ related to them are $s_{1}, s_{2}, \cdots, s_{z}$ respectively. Thus,

$$
\begin{aligned}
\operatorname{Pr}[\text { Cover }=\operatorname{True}] & \leq \sum_{j=1}^{z} \operatorname{Pr}[\text { Cover }=\text { True in lazy sampling } j] \\
& \leq \sum_{j=1}^{z} \sum_{w=1}^{s_{j}}\left(\frac{1}{2^{n-1}}+\frac{\left(\# \text { Domain }\left[P_{1}\right]+w-1\right)^{2}}{2^{2 n-2}}\right) \\
& \leq \frac{q\left(l_{\max }+1\right)}{2^{n-1}}+\sum_{w=1}^{q\left(l_{\max }+1\right)} \frac{(w-1)^{2}}{2^{2 n-2}} \\
& \leq \frac{q l_{\max }+q}{2^{n-1}}+\frac{q^{3} l_{\max }^{3}}{2^{2 n-2}}
\end{aligned}
$$

where we apply $\sum_{j=1}^{z} s_{j} \leq q\left(l_{\max }+1\right)$ and note that \#Domain $\left[P_{1}\right]$ is a variable growing from 0 to some value no larger than $q\left(l_{\max }+1\right)$, with lazy samplings.

At last, we get $\operatorname{Pr}[\exists i \in[1, q]:$ Case D occurs $]=\operatorname{Pr}[\mathrm{Bad}=$ True $] \leq \operatorname{Pr}[$ Zero $=$ True $]+\operatorname{Pr}[$ Cover $=$ True $] \leq \frac{q\left(l_{\max }+1\right)}{2^{n-1}}+\frac{q l_{\max }+q}{2^{n-1}}+\frac{q^{3} l_{\text {max }}^{3}}{2^{2 n-2}}=\frac{q l_{\text {max }}+q}{2^{n-2}}+\frac{q^{3} l_{\text {max }}^{3}}{2^{2 n-2}}$.

## 5 Some Suggestions

The key size in 3 kf 9 is three times of that for its underlying blockcipher, and this may be too large to be stored securely in some resource-restricted environments. For such cases, we give the following solutions:

1. Derive a master key $K \stackrel{\$}{\leftarrow}\{0,1\}^{k}$, and generate $K_{i}=E_{K}\left(\mathrm{Cst}_{i}\right)(i=1,2,3)$ with three different constants Cst $_{i}$. Then we need only to store the master key $K$ securely. The security of the resulting scheme is still guaranteed by the PRP assumption on blockcipher $E$.
2. Derive $K_{1} \stackrel{\$}{\leftarrow}\{0,1\}^{k}$, and generate $K_{i}=K_{1} \oplus \operatorname{Cst}_{i}$ for $i=2,3$, with two nonzero constants $\mathrm{Cst}_{2}, \mathrm{Cst}_{3}$. Then we need only to store $K_{1}$ securely. However, this solution requires blockcipher $E$ should be a RK-PRP (pseudorandom against a kind of related-key attacks) 15.
We warn that generating $K_{2}=E_{K_{1}}\left(\mathrm{Cst}_{2}\right)$ and $K_{3}=E_{K_{1}}\left(\mathrm{Cst}_{3}\right)$ may result in security flaws in 3 kf 9 , because $E_{K}(K \oplus \cdot)$ may not reach pseudorandomness given $E$ is a PRP [29].
3. Adopt a beyond-birthday-bound tweakable blockcipher TBC as the underlying primitive in 3 kf 9 . Then, we can replace $E_{K_{1}}, E_{K_{2}}$ and $E_{K_{3}}$ by $\mathrm{TBC}_{K}^{T_{1}}$, $\mathrm{TBC}_{K}^{T_{2}}$ and $\mathrm{TBC}_{K}^{T_{3}}$, where $T_{1}, T_{2}, T_{3}$ are three public tweaks. Such a TBC has recently been introduced by Landecker, Shrimpton and Terashima 21], but the current TBC scheme still needs key size reducing.

Since CMAC has been widely used in practical applications 4], someone may want to use $\mathrm{CMAC}_{K_{1}}(\cdot) \oplus \operatorname{CMAC}_{K_{2}}(\cdot)$ to get a highly secure MAC. We note that the precise security of this proposal is still unclear [30], and it is rate-2, implying more power consumption and lower efficiency in serial implementations.

## 6 Conclusion

We propose a rate-1 CBC-based MAC 3kf9 with provable security beyond the birthday bound in this paper. 3kf9 is efficient for its rate- 1 design, and highlysecure for its $O\left(\frac{l^{3} q^{3}}{2^{2 n}}+\frac{l q}{2^{n}}\right)$ PRF bound. Moreover, 3 kf 9 is light in the sense that it needs only XOR operations besides blockcipher invocations, and thus it immediately turns into a lightweight MAC when equipped with a lightwight blockcipher. However, its key size seems to be too large in some particular environments, requiring further improvements therefore.
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[^0]:    ${ }^{1}$ For each message of $l$ blocks long, it has to call the underlying blockcipher roughly $2 l$ times.

