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Abstract. A public key cryptosystem based on factoring and a combi-
natorial problem of matrices over ZN proposed in 2010 is analyzed in
this paper. We propose an efficient partial private key recovery attack
on it by solving a problem of recovering implicit polynomials with small
coefficients given their large roots and deriving the large roots from the
public key. From the partial information of private key, we can decrypt
any ciphertext of the cryptosystem by a simple computation. Our im-
plicit polynomial recovery is an application of lattice basis reduction.
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1 Introduction

Many asymmetric encryption schemes have been proposed after the discovery of
public key cryptography, including the well known ones based on number theo-
retic problems like RSA and ElGamal. It is important for public key cryptogra-
phy to research secure and fast asymmetric encryption cryptosystems relying on
other hard mathematical problems such as lattice problems (e.g., Atjai-Dwork
[1], GGH [5] and NTRU [6] public key cryptosystems) and combinatorial prob-
lems (e.g., knapsack trapdoors [8]).

Recently, a new combinatorial public key cryptosystem mixed with integer
factorization problem were presented [13]. The authors of [13] thought that the
security of the system is not dependent on the intractability of integer factor-
ization but on a hard combinatorial problem involving matrices. Some attacks,
especially lattice attacks and private key recovery attacks, were stressed and ex-
tensively discussed in [13], and the authors concluded that the lattice reduction
algorithms do not work for this cryptosystem.

In this paper, we propose a partial private key recovery attack on the above
cryptosystem [13] by using the means of lattice. We observe that a secret matrix
A in the private key of the cryptosystem has relatively small entries compared
with the RSA modulus N . By analyzing the relations between the public and
secret matrices in the system, we derive elements in ZN which are roots of
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some polynomials modulo N with the entries of A as their coefficients. Then
we can construct some lattices and run the well known LLL algorithm [7] to
recover the relatively small coefficients. This problem of recovering an implicit
polynomial with small coefficients given its large roots is a dual of the problem
of finding small roots of a polynomial with large coefficients, which is solved
by Coppersmith in his seminal paper [3] in 1996. With the recovered matrix A,
we can find out the factorization of N and partially recover information on the
other secret matrices D and F in the private key. With this partially private key
information, an attacker can recover the plaintext of any ciphertext by a very
simple computation.

The paper is organized as follows. In Section 2 we give a description for the
cryptographic system in [13]. We present our cryptanalysis on it in Section 3.
The last section is the conclusion.

2 Description of the Public Key Encryption System

In this section we review the public key encryption scheme proposed in [13].

Key Generation: This cryptosystem involves n × n matrices over ZN , where
n is an even integer and N = pq is a random 1024-bit RSA modulus with two
primes p and q of length of 512 bits. The authors of [13] suggest n is chosen as
2 or 4. Let Γ be the set of all n × n matrices over ZN such that each entry in
odd-numbered rows is multiples of p and each entry in the even-numbered rows
is multiples of q. Define two n× n permutation matrices P1 and P2 as follows:

P1 =

⎡
⎢⎢⎣
0 · · · 0 1
0 · · · 1 0
· · ·

1 · · · 0 0

⎤
⎥⎥⎦ , P2 =

⎡
⎢⎢⎣
0 · · · 0 1
1 · · · 0 0
· · ·

0 · · · 1 0

⎤
⎥⎥⎦ .

Four matrices C,D,E, F ∈ Z
n×n are chosen such that

C + EP1 ∈ Γ, D + FP2 ∈ Γ. (1)

Randomly generate an n × n invertible matrix A over Z whose all entries have
“short” binary length of 59 bits, then generate another matrix A

′ ∈ Z
n×n
N such

that A
′ − A ∈ Γ . Randomly choose two invertible matrices D and F in Z

n×n
N ,

and compute ⎧
⎨
⎩

B ≡ D−1A
′
(mod N),

G ≡ D−1C (mod N),
H ≡ F−1E (mod N).

(2)

Public Key: The RSA modulus N and three matrices B, G and H .
Private Key: The primes p, q and the matrices D, F and A.
Encryption: The plaintext m is coded into an n-dimensional column vector
(m1, · · · ,mn)

t, where each entrymi is of length of 450 bits. The sender randomly
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chooses two n-dimensional vectors r = (r1, · · · , rn)t and s = (s1, · · · , sn)t over
ZN . The ciphertext is a 2-tuple (u, v) given as follows:

{
u ≡ Bm+Gr + s (mod N),
v ≡ HP1r + P2s (mod N).

(3)

Decryption: Given a ciphertext (u, v), the receiver computes the plaintext m
as follows: ⎧⎪⎪⎨

⎪⎪⎩

t = (t1, . . . , tn)
t ≡ Du+ Fv(mod N),

wi = ti mod p when i is odd,
wi = ti mod q when i is even,
m = A−1(w1, . . . , wn)

t.

3 Attack on the Public Key Encryption Scheme

In this section we present a partial private key recovery attack on the scheme
including: (i) revealing the primes p and q and the secret matrix A by using a lat-
tice basis reduction method. This is done by implicit polynomials recovery; and
(ii) getting partial information of the secret matrices D and F . With such par-
tial private key information in hand, a ciphertxet-only attacker can decrypt any
ciphertext of this cryptosystem by a simple operation only like the decryption
process.

3.1 Recovering Relations on Secret Matrices and Factoring
the RSA Modulus

From Formulas (1) and (2) in the key generation, we have

DG+ FHP1 ≡ C + EP1 (mod N), and DG+ FHP1 ∈ Γ. (4)

Let Di and Fi denote the i-th rows of D and F respectively. Then
{
DiG+ FiHP1 ≡ 0 (mod p) for odd i,
DiG+ FiHP1 ≡ 0 (mod q) for even i.

(5)

Since D + FP2 ∈ Γ by (1), we have

{
DiP

−1
2 + Fi ≡ 0 (mod p) for odd i,

DiP
−1
2 + Fi ≡ 0 (mod q) for even i.

(6)

By the two above equalities we obtain
{
Di(G− P−1

2 HP1) ≡ 0 (mod p) for odd i,
Di(G− P−1

2 HP1) ≡ 0 (mod q) for even i.
(7)

Structure of the Matrix G− P−1
2 HP1:

Let m = n/2. Clearly, W := G − P−1
2 HP1 is a matrix which any attacker

can know from the public key. By the first relation of (7), since D(mod p) is
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invertible over Zp and chosen at random, and p is a large prime of 512 bits, with
a probability very close 1 the remainder of W modulo p has rank m and its first
m rows are linearly independent over Zp. Thus, with this probability we assume

W ≡
(

W1

T1W1

)
(mod p), (8)

where W1 ∈ Z
m×n
p is of rank m over Zp and T1 ∈ Z

m×m
p . Similarly, with a

probability very close 1 we have

W ≡
(

W2

T2W2

)
(mod q), (9)

where the rank of W2 ∈ Z
m×n
q is m over Zq and T2 ∈ Z

m×m
q .

By the Chinese remainder theorem, there is an m×n matrix W̃ over ZN such
that W̃ = W1(mod p) and W̃ = W2(mod q), and there is also an m×m matrix
T over ZN such that T = W1(mod p) and T = W2(mod q). Then from (8) and
(9), we get

G− P−1
2 HP1 ≡

(
W̃

T W̃

)
(mod N). (10)

Relations on the Secret Matrix D:

Consider the block submatrices of D. Let P3 denote an n× n permutation ma-
trix which transforms a column vector (x1, x2, · · · , xn)

t into (x1, x3, · · · , xn−1,
x2, x4, · · · , xn)

t, and Δ be the set of all n × n matrices over ZN such that all
entries in the first m rows are multiples of p and all entries in the last m rows are
multiples of q. Then, an n×n matrix D′ over ZN is in Γ if and only if P3D

′ ∈ Δ.
By (7),

P3D(G− P−1
2 HP1) ∈ Δ. (11)

Evenly partition P3D into

P3D =

(
D(1) D(2)

D(3) D(4)

)
,

where D(1), D(2), D(3), D(4) are four m×m matrices over ZN . Plugging (10) into
(11), we have

(
D(1) D(2)

D(3) D(4)

)(
W̃

T W̃

)
∈ Δ,

and in other words,

{
(D(1) +D(2)T )W̃ ≡ 0 (mod p),

(D(3) +D(4)T )W̃ ≡ 0 (mod q).
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Since W̃ (mod p) and W̃ (mod q) are both of rank m, we have

{
D(1) ≡ −D(2)T (mod p),

D(3) ≡ −D(4)T (mod q).
(12)

Relations Related on the Secret Matrix A:

By the key generation, we have DB − A = A′ − A ∈ Γ and

P3DB − P3A ∈ Δ.

Let

P3A =

(
A(1) A(2)

A(3) A(4)

)
, B =

(
B(1) B(2)

B(3) B(4)

)

be the even partitions of matrices. The above relation says that

(
D(1) D(2)

D(3) D(4)

)(
B(1) B(2)

B(3) B(4)

)
−

(
A(1) A(2)

A(3) A(4)

)
∈ Δ,

and equivalently,

⎧
⎪⎪⎨
⎪⎪⎩

D(1)B(1) +D(2)B(3) ≡ A(1) (mod p),
D(1)B(2) +D(2)B(4) ≡ A(2) (mod p),

D(3)B(1) +D(4)B(3) ≡ A(3) (mod q),

D(3)B(2) +D(4)B(4) ≡ A(4) (mod q).

(13)

Plugging (12) into (13), we have

⎧⎪⎪⎨
⎪⎪⎩

D(2)(B(3) − TB(1)) ≡ A(1) (mod p),

D(2)(B(4) − TB(2)) ≡ A(2) (mod p),

D(4)(B(3) − TB(1)) ≡ A(3) (mod q),
D(4)(B(4) − TB(2)) ≡ A(4) (mod q).

(14)

Again with a probability very close to 1, A(1) and A(2) are invertible over Zp

and over Zq.
Let K = (B(3)−TB(1))−1(B(4)−TB(2)) (mod N), which is an m×m matrix

and can be computed from the public key N,G,H,B. Then the relations in (14)
lead to: {

A(2) ≡ A(1)K (mod p),
A(4) ≡ A(3)K (mod q).

(15)

These are implicit relations related on the secret matrix A and the secret primes
p and q.

Now we go to recover these implicit relations by using the fact that A is a
relatively small matrix, and then find the secret primes. To simplify the notations
and illustrate the principle, below we first consider the simplest case that n = 2.
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The method is similar for other cases of n but involves higher dimensional lattices
and further skills.

Recovering A and Factoring N when n = 2:

For n = 2, P3 is the identity matrix,

P3A =

(
A(1) A(2)

A(3) A(4)

)
= A =

(
a11 a12
a21 a22

)
, P3B =

(
B(1) B(2)

B(3) B(4)

)
= B =

(
b11 b12
b21 b22

)
,

and K = (b21−Tb11)
−1(b22−Tb12) (mod N). From the pair of relations modulo

p and q in (15), we get a relation modulo N as (a12 − Ka11)(a22 − Ka21) ≡
0 (mod N), which is

a11a21K
2 − (a11a22 + a12a21)K + a12a22 ≡ 0 (mod N). (16)

Note that the aij are of length of not exceeding 59 bits, the sizes of the coefficients
in (16) (namely a11a21, a11a22+a12a21, a12a22) are not more than 119 bits, which
are relatively small integers compared with the 1024-bit modulus N . This is a
problem of recovering an implicit polynomial with small coefficients given its
large roots. See Appendix A for its general description and a solution. It can be
regarded as a dual of the problem of finding small roots of a polynomial with
large coefficients, which had been solved by Coppersmith in his seminal paper
[3] in 1996 by the well known lattice basis reduction method. For our problem,
we can recover the small coefficients also by the lattice means as follows.

Construct a matrix as
⎛
⎝
1 0 −K2(mod N)
0 1 K
0 0 N

⎞
⎠

and let L1 be the three-dimensional lattice spanned by its rows. Run the LLL
lattice basis reduction algorithm and get a short lattice vector (a, b, c) in the lat-
tice. Obviously, all lattice vectors (a, b, c) satisfy that aK2−bK+c ≡ 0 (mod N).
Since the lattice is of very low dimension like 3, we almost always obtain the
shortest vector (a, b, c) in L1.

Note that a12/a11(mod N) and a22/a21(mod N) are two roots of (16), from
this we know that (a11a21, a11a22 + a12a21, a12a22) and (a, b, c) are proportional
modulo N . They are relatively very small with respect to N , so they must be
proportional in the usual sense. Assume that (a11a21, a11a22 + a12a21, a12a22) =
t(a, b, c). This t is a small integer, we can exhaust to search it. In fact, t = 1
holds with a probability of about 39 percent (see the corollary in Appendix B).

For each small searched value of t such that ta, tb, tc are of length of not
exceeding 119 bits, factor ta and tc as ta = x1x3 and tc = x2x4 with x1, · · · , x4 of
no more than 59 bits. We note that integers of lengths of less than two hundreds
bits like 119 bits are very easy to factor by using the open source software like
Shoup’s number theoretical library NTL [11] or Magma [2]. From the complete
decomposition of ta and tc, there may be several choices for these xi, and hence
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we test whether x1x4+x2x3 = tb holds or not. If yes, we let (a11, a12, a21, a22) =
(x1, x2, x3, x4) and compute gcd(a12 − Ka11, N). This will generally get p by
gcd(a12 −Ka11, N) = p.

Experimental Result for n = 2: We have implemented the above attack
with the LLL algorithm on a PC with Intel(R) Core(TM) Quad CPU (2.83GHz,
3.25GB RAM, Windows XP). For n = 2, our experiment always successfully
outputs the shortest vector (a, b, c), and amongst 100 instances randomly gener-
ated, there are 40 times that t is equal to 1. The time complexity is very low, all
work including the lattice computation and decomposition test can be finished
within ten seconds.

Recovering A and Factoring N when n = 4:

For n = 4, let

K =

(
k1 k2
k3 k4

)
, A(i) =

(
ai bi
a

′
i b

′
i

)
, 1 ≤ i ≤ 4.

The relations in (15) then become:

⎧⎪⎪⎨
⎪⎪⎩

k1a1 + k3b1 − a2 ≡ 0 (mod p),
k2a1 + k4b1 − b2 ≡ 0 (mod p),
k1a3 + k3b3 − a4 ≡ 0 (mod q),
k2a3 + k4b3 − b4 ≡ 0 (mod q).

(17)

From the pair of relations modulo p and q in (17), we get relations modulo N as

⎧
⎪⎪⎨
⎪⎪⎩

k21(a1a3) + k23(b1b3) + k1k3(a1b3 + a3b1)
−k1(a1a4 + a2a3)− k3(a2b3 + a4b1) + a2a4 ≡ 0 (mod N),
k22(a1a3) + k24(b1b3) + k2k4(a1b3 + a3b1)
−k2(a1b4 + a3a2)− k4(b2b3 + b1b4) + b2b4 ≡ 0 (mod N).

(18)

Obviously, we can get the same relations on a
′
i, b

′
i (1 ≤ i ≤ 4) as (18) from

⎧
⎪⎪⎨
⎪⎪⎩

k1a
′
1 + k3b

′
1 − a

′
2 ≡ 0 (mod p),

k2a
′
1 + k4b

′
1 − b

′
2 ≡ 0 (mod p),

k1a
′
3 + k3b

′
3 − a

′
4 ≡ 0 (mod q),

k2a
′
3 + k4b

′
3 − b

′
4 ≡ 0 (mod q).

(19)

Construct two six-dimensional lattices L2 and L3 which are generated by the
rows of the matrices

⎛
⎜⎜⎜⎜⎜⎜⎝

1 − k21(mod N)
1 − k23(mod N)
1 − k1k3(mod N)
1 k1
1 k3

N

⎞
⎟⎟⎟⎟⎟⎟⎠

and

⎛
⎜⎜⎜⎜⎜⎜⎝

1 − k22(mod N)
1 − k24(mod N)
1 − k2k4(mod N)
1 k2
1 k4

N

⎞
⎟⎟⎟⎟⎟⎟⎠
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respectively.Running theLLLalgorithm,weget a reducedbasis ofL2,{α1, · · · , α6},
and a reduced basis of L3, {β1, · · · , β6} (the vectors in a basis are listed in the in-
creasing length order).

Note that the following vectors which we desire to find
⎧⎪⎪⎨
⎪⎪⎩

(a1a3, b1b3, a1b3 + a3b1, a1a4 + a2a3, a2b3 + a4b1, a2a4) ∈ L2,
(a1a3, b1b3, a1b3 + a3b1, a1b4 + b2a3, b2b3 + b4b1, b2b4) ∈ L3,

(a
′
1a

′
3, b

′
1b

′
3, a

′
2b

′
3 + a

′
3b

′
1, a

′
1a

′
4 + a

′
2a

′
3, a

′
2b

′
3 + a

′
4b

′
1, a

′
2a

′
4) ∈ L2,

(a
′
1a

′
3, b

′
1b

′
3, a

′
2b

′
3 + a

′
3b

′
1, a

′
1b

′
4 + b

′
2a

′
3, b

′
2b

′
3 + b

′
4b

′
1, b

′
2b

′
4) ∈ L3

(20)

are of sizes less than 2118 ·√3 · 12 + 3 · 22 < 2120, which are relatively very short
vectors compared with most vectors in L2 and L3 with 1024-bit components.

Let{
(a1a3, b1b3, a1b3 + a3b1, a1a4 + a2a3, a2b3 + a4b1, a2a4) = x1α1 + · · ·+ x6α6,
(a1a3, b1b3, a1b3 + a3b1, a1b4 + b2a3, b2b3 + b4b1, b2b4) = y1β1 + · · ·+ y6β6,

(21)
where xi, yi ∈ Z, 1 ≤ i ≤ 6. In our experiment (see below), we observe that to
search short vectors x1α1 + · · ·+ x6α6 and y1β1 + · · ·+ y6β6 in the lattices, only
the first three or four coefficients in the two tuples of coefficients, x1, · · · , x6 and
y1, · · · , y6 are not zero and they are always very small integers like ones with
absolute values less than 50. This is reasonable because under the increasing
length order, the last two vectors, α5 and α6, or β5 and β6, are obviously much
longer than the first several vectors α1, α2, α3, α4 and β1, β2, β3, β4. Do an ex-
haust lexicographical-like search for the integral coefficient vector (x1, · · · , x6)
with x6 and x5 being set to 0 prior and all other components starting from 0 to
a small number like 50 (in absolute value sense), and find all linear combinations
x1α1 + · · · + x6α6 of length less than 2120. More precisely, we require that the
first, second and last components of these vectors are all of length not exceeding
118 bits and the other components are of length not exceeding 119 bits.

Further, note that for the desired two vectors in (21), let (c1 · · · , c6) be either
one of them, then c23 − 4c1c2 = (a1b3 + a3b1)

2 − 4a1a3b1b3 = (a1b3 − a3b1)
2 and

similarly c24−4c1c6, c
2
5−4c2c6 are complete square numbers over integers. If one of

c23−4c1c2, c
2
4−4c1c6, c

2
5−4c2c6 is not a complete square number, then the vector

(c1 · · · , c6) is not a desired vector of the form (21). Otherwise, by continuing to
find square roots of the completely square numbers, we get the intended values
for a1b3 and a3b1 from the values of a1b3 + a3b1 and a1b3 − a3b1, and similarly
get the intended values for a1a4, a3a2, b1a4, b3a2, a1b4, a3b2, b1b4, b3b2. All these
values obtained should be of length not exceeding 118 bits, if any one of such
requirements invalidates, then the vector (c1 · · · , c6) can not be a desired vector
of the form (21).

Search all linear combinations x1α1 + · · · + x6α6 satisfying all requirements
mentioned above, and let them form a set S2. Similarly in the lattice L3, search
all vectors y1β1 + · · ·+ y6β6 with the same restrictions and then form a set S3.
Typically in our experiment, the cardinalities of S2 and S3 are less than 500.

Now for the desired two vectors in (21), the first three components are pair-
wisely identical. This tells us that by simply finding “projective collisions” of S2
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and S3, we will find all vectors in S2 such that their first three components are
equal to the corresponding components of some vectors in S3. In our experiment,
there are typically less than 200 such collisions. For any one of such three dimen-
sional vectors, if it is a desired one which can be the projection of the vectors in
(21), then the values obtained for a1a3, b1b3, a2a4, b2b4 and the intended values
obtained for a1b3, a3b1, a1a4, a3a2, b1a4, b3a2, a1b4, a3b2, b1b4, b3b2 should satisfy
many division relations like the following

a1a3| gcd(a1b3, a1a4, a1b4) · gcd(b1a3, a2a3, b2a3).

If any one of such relations invalidates, then we discard the collision. Otherwise,
we can further try to find the values for a1, · · · , a4, b1, · · · , b4 as follows.

By using the fact that a1 divides gcd(a1a3, a1b3, a1a4, a1b4) and many similar
relations hold, factoring some of 14 products for

a1a3, b1b3, a2a4, b2b4, a1b3, a3b1, a1a4, a3a2, b1a4, b3a2, a1b4, a3b2, b1b4, b3b2,

which are all of lengths not exceeding 118 bits and are easy to factor as shown
in the previous subsection about the case of n = 2, we will get at once the values
for a1, · · · , a4, b1, · · · , b4 and distill out improper candidates that the values for
a1, · · · , a4, b1, · · · , b4 are not less than 259. Finally, we get all proper candidates
for a1, · · · , a4, b1, · · · , b4. In our experiment, there are typically less than 100
such candidates.

Nowwe have found out all candidate tuples for (a1, a2, a3, a4, b1, b2, b3, b4). From
any such tuple, we get the factorization ofN by computing p = gcd(k1a1 + k3b1 −
a2, N).These candidate tuples are also suitable for (a′1, a

′
2, a

′
3, a

′
4, b

′
1, b

′
2, b

′
3, b

′
4) since

they both satisfy the completely same requirements, and they can not be distin-
guished. However, fortunately, there are only few such candidate tuples (let the
number of candidate tuples be l), and that means there are at most l(l− 1) choices
for the invertible matrix A. In our experiment, l is always less than 30. Thus, we
have recovered the secret matrix A in the sense that we limit it into a small range.
The l(l − 1) possibilities for A can be further removed out or namely we can fur-
ther fix the choice after doing one or few proper ciphertect-only decryptions, see
Subsection 3.3 below.

As mentioned in the case of n = 2, if the entries of the original (a1, a2, a3, a4, b1,
b2, b3, b4) are small and this vector has a multiple whose all entries are of length
not exceeding 59 bits, then there may be several candidates for A, however,
this happens with a much lower probability than in the case of n = 2 (See the
proposition of Appendix B).

Experimental Result for n = 4: In the search of short vectors in L2, the last
two coefficients of the integral linear combinations x1α1+ · · ·+x6α6, x5 and x6,
are always zero, and in many cases x4 is also zero. While for other coefficients,
they are always less than 50 in absolute values. A similar situation happens
for L3. The whole computation time for finding the (a1, a2, a3, a4, b1, b2, b3, b4)
including lattice computing and factorization is within two hours.
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3.2 Partial Information Recovery of Secret Matrices D and F

When n = 2, p and q are factored out and the matrix A is found, the secret
matrix D can be partially recovered as

{
(D(1), D(2)) ≡ (A(1), A(2))B−1 (mod p),

(D(3), D(4)) ≡ (A(3), A(4))B−1 (mod q),
(22)

by (16). Although we do not completely know what is D, we have gotten its half
information by (22). The similarity does for F by the fact that D + FP2 ∈ Γ ,
and this suffices to mount a ciphertext-only attack. See Subsection 3.3.

For n = 4, p and q are revealed and there are at most l2 − l possibilities for
A, recall the process of key generation, we have

{
Di ≡ AiB

−1 (mod p) when i is odd,
Di ≡ AiB

−1 (mod q) when i is even.
(23)

Once we select some possibility for A, we can get half information of D by (23).
Similarly, since D + FP2 ∈ Γ , we can also obtain its half information of F .

3.3 Ciphertext-Only Attack

Recall the decryption process,

⎧
⎨
⎩

t = (t1, . . . , tn)
t ≡ Du+ Fv (mod N),

wi = ti mod p when i is odd,
wi = ti mod q when i is even.

When n = 2, we have

{
wi =

(
(Di mod p) u+ (Fi mod p) v

)
(mod p) when i is odd,

wi =
(
(Di mod q) u+ (Fi mod q) v

)
(mod q) when i is even,

so theplaintext is completely recoveredasm= (m1, · · · ,mn)
t = A−1(w1, . . . , wn)

t.
For n = 4, although there are probably l(l − 1) choices for the secret matrix

A and for the partial information of D and F , we can try each possibility to
decrypt the plaintext. If a meaningful information for the plaintext is recovered,
then we find out a proper choice for the secret matrices A, D and F . Thus,
by doing one or few proper ciphertext-only decryptions, we in fact recover the
secret matrix A and fix the choice.

4 Conclusion

In this paper, we proposed an efficient partial private key recovery on the com-
binatorial public key cryptosystem recently proposed in [13]. The partial in-
formation recovery of private key is sufficient to decrypt any ciphertext of the
cryptosystem in a simple computation.
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We recover the partial information of private keys in the cryptosystem by
solving a problem of recovering implicit polynomials with small coefficients given
their large roots, and the large roots are derived from the public key. The problem
of recovering an implicit polynomial with small coefficients can be regarded as a
dual of the problem of finding small roots of a polynomial with large coefficients,
and these two problems were solved respectively by Coppersmith in [3] in 1996
and in this paper by the lattice basis reduction method.
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A Recovering Implicit Polynomials with Small
Coefficients

Problem. Assume f(x1, · · · , xn) ∈ Z[x1, · · · , xs] is a polynomial with unknown
coefficients and absolute values of these coefficients are relatively small com-
pared to some large integer N . Given a1, · · · , as ∈ ZN such that f(a1, · · · , as) ≡
0 (mod N). We expect to recover f(x1, · · · , xs).

Solution: Let f(x1, · · · , xs)=
∑

(k1,··· ,ks)

ck1,··· ,ksx
k1
1 · · ·xks

s . Then we have

∑
ck1,··· ,ksa

k1
1 · · · aks

s ≡ 0 (mod N). Construct a lattice L which is generated

by the rows of the matrix

(
I α
0 N

)
, where I is the identity matrix whose num-

bers of rows and columns are equal to the number of nonzero coefficients ck1,··· ,ks

with (k1, · · · , ks) �= (0, · · · , 0), and α is a column vector whose entry at the po-
sition labeled by (k1, · · · , ks) is equal to ak1

1 · · · aks
s (mod N). A lattice vector

(· · · , ãk1,··· ,ks , · · · , ã0,··· ,0) in L satisfies
∑

(k1,··· ,ks) �=(0,··· ,0) ãk1,··· ,ksa
k1
1 · · ·aks

s ≡
ã0,··· ,0 (mod N), it results in a solution for the problem. Running the LLL algo-
rithm for L, we may find out a small solution for the problem.

B Probability That Several Random Integers Are
Coprime

Proposition. Let N be a large positive integer and l ≥ 2 be an integer. The
probability that l integers which are chosen uniformly at random and indepen-
dently in the interval [1, N ] are coprime is about

∏
prime r≤N

(1 − 1
rl
), where the

product is taken over all primes r not exceeding N . If l = 2, then this probability
is about 0.6181. If l = 8, this probability is about 0.9959.

Proof: Set SN = {1, 2, · · · , N} and let Sl
N = SN × · · · × SN be the Descarte-

sian product of l copies of SN . Then the set Sl
N − {(a1, · · · , al) ∈ Sl

N :
gcd(a1, · · · , al) = 1} is equal to

⋃
2≤k≤N

(kS[Nk ])
l. We restrict the index k in the

union is square-free, that is, k is a product of distinct primes. For such integers,
define ρk = (−1)u if k is a product of u distinct primes. By the inclusion-exclusion

principle, the cardinality of the above union is equal to
∑

2≤k≤N (−ρk)
[
N
k

]l
, and

hence, the number of pairs of coprime integers in SN is equal to

N l +
∑

2≤k≤N

ρk
[
N
k

]l ≈ ∑
1≤k≤N

ρk
(
N
k

)l

≈ N l(1− 1
2l

− 1
3l

− 1
5l

+ 1
6l

− 1
7l

+ · · · )
≈ N l

∏
prime r≤N

(1− 1
rl
) ≈ N l

∏
prime r

(1− 1
rl
).
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When l = 2,
∏

prime r

(1− 1
rl
) ≈ 0.6181. When l = 8,

∏
prime r

(1− 1
rl
) ≈ 0.9959.

Corollary. For a random matrix with integral entries independently and uni-
formly chosen in a large interval [1, N ], the probability that its two entries in
each row are coprime is about 0.61812 ≈ 0.3821.
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