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Abstract. In the last years, infant cry recognition has been of particular
interest because it contains useful information to determine if the infant
is hungry, has pain, or a particular disease. Several studies have been per-
formed in order to differentiate between these kinds of cries. In this work,
we propose to use Genetic Selection of a Fuzzy Model (GSFM) for clas-
sification of infant cry. GSFM selects a combination of feature selection
methods, type of fuzzy processing, learning algorithm, and its associated
parameters that best fit to the data. The experiments demonstrate the
feasibility of this technique in the classification task. Our experimental
results reach up to 99.42% accuracy.

Keywords: Infant Cry Classification, Model Selection, Genetic
Algorithms.

1 Introduction

Infant cry is the only initial communication way babies have in their earlier stages
of life. By crying, the baby can express either the cause of the crying (pain, hunger,
etc.) or the presence of physical abnormalities (pathology or disease). Generally,
most parents learn to distinguish causes of crying and interpret the baby’s need,
but it is not easy to distinguish normal from pathological cry, and even less to dis-
tinguish one pathology from another. It has been shown that the acoustic charac-
teristics of the sound of crying are influenced by physical or psychological aspects
of the infant as well as external stimuli [11]]. In this sense, the crying wave contains
useful information to distinguish different states of the infant.

Several studies have been performed around infant cry recognition. In signal
processing Mel Frequency Cepstral Coefficients (MFCC) and Linear Prediction
Coefficient (LPC) techniques have been applied to extract features to represent
the audio signals. Several pattern recognition techniques have been used for the
classification task. Among these techniques, artificial neural networks have been
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one of the most widely used [6J9JT416]. It has also been explored the use of support
vector machines [3[19], hidden Markov models [T2JT3], as well as several hybrid ap-
proaches that combine fuzzy logic with neural networks [I5[2002T22], fuzzy logic
with support vector machines [2] or evolutionary strategies with neural networks
[8]. These works have reported promising results in infant cry recognition. How-
ever, many efforts had to be devoted in the manual design of the classifiers with
the intend to determine the set of adequate parameters for each technique to get
the right classification of infant cry. In order to avoid many drawbacks, alternative
approaches that combine genetic algorithms with fuzzy logic and neural networks
have been proposed [1I17], but most of the works only determine the parameters
for a specific learning algorithm. In this work we propose to explore the use of Ge-
netic Selection of a Fuzzy Model (GSFM) for infant cry classification. GSFM was
recently proposed and it was applied to acute leukemia classification [18]. A ge-
netic algorithm is used in GSFM for selecting the right combination of a feature
selection method, the type of fuzzy processing, a learning algorithm, and their as-
sociated parameters that better fit to a data set.

The rest of the paper is organized as follows: in section 21 we describe the
data set used in our work. In section B our classification approach is described.
Next, in section Ml the experiments and results are shown. Finally, in section
the conclusions and future work are presented.

2 Data Set Description

The infant cry samples were collected directly by specialized physicians. The
samples were labeled in the moment of their recording. Labels contain informa-
tion about the cause of the cry or the pathology presented.

Recordings were divided in segments of one second, each segment is then
taken as an individual sample of cry. Samples were divided in frames of 50
milliseconds. The MFCC technique was applied to the samples and 16 coefficients
were extracted from each frame, getting vectors with 304 coefficients. The Pratt
[5] tool was used to extract the coefficients.

The infant cry corpus has 340 samples of cries of asphyxia, 192 for pain, 350
for hunger, 879 cries of babies who are deaf and 157 of normal cries. Pain and
hunger cries come from normal babies, so they are also part of the normal cries
collection. This corpus was used to build different binary data sets: asphyxia
vs normal and hunger, deaf vs normal and hunger and hunger vs pain. Table
[ shows the different data sets and the number of samples of each case. These
data sets were used in our experiments.

3 Classification Approach

A genetic algorithm, proposed by Holland [10] in the 70s, is a heuristic search
technique which is inspired in the Darwin’s evolutionary theory to solve prob-
lems using computational models. The genetic algorithm is based on the idea
of the survival of the individual’s fitness and, reproduction strategies, where
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Table 1. Description of infant cry data sets

Data set No. Samples Samples by class
Asphyxia vs Normal and Hungry 847 Asphyxia: 340
Normal and Hungry: 507

Deaf vs Normal and Hungry 1386 Deaf: 879

Normal and Hungry: 507
Hungry vs Pain 542 Hungry:350

Pain:192

stronger individuals have a higher chance to create offsprings, and consequently
are considered in the evolution process. Generally, a genetic algorithm has five
basic components: an encoding scheme, in a form of chromosomes or individuals,
that represents the potential solutions to the problem, a form to create potential
initial solutions, a fitness function to measure how close a chromosome is to the
desired solution, selection operations and reproduction operators [7].

In this work we use GSFM for infant cry classification. For each data set,
described in section 2 we applied GSFM to select a model. The obtained model
was trained with a training data set, and this model was used to predict the
testing set. Next, the GSFM technique is described.

3.1 Genetic Selection of a Fuzzy Model

The process of the construction of a fuzzy model is shown in Fig. [Il. A labeled
data set is the input. Given that each sample is described by a set of N features,
and that N is usually large, the first step is to reduce the dimensionality of the
data set. This task is done by applying a feature selection method. Then, the sub-
set of selected features is converted into fuzzy values, which is the fuzzification
step. Next, the parameters of fuzzy membership are fitted to reduce the over-
lapping degree. Finally, with the fuzzy features a fuzzy classifier is built. Given
a pool of feature selection methods, fuzzy processing and learning algorithms,
GSFM selects the combination of them that minimizes the error.

GSFM has the advantage to consider different methods, Table[2describes each
of methods considered by GSFM. Nevertheless, searching across the model space
is computationally intractable. In GSFM, each model (combination of different
methods) is represented by a chromosome, also known as individual. For each
generation in the genetic algorithm, a set of chromosomes is evaluated and these
chromosomes are used to generate new models for the next generation. A fitness
function is required to asses the models, in this case we considered the balance
error rate (BER). However, the error of each model is not known a priori, for
that reason we used 2 fold cross validation over the training set to estimate
it (a detailed description of GSFM can be found in [18]). BER is computed
as follows:
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Fig. 1. Process for building a model
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where j is the number of classes in the data set and e; is the error in the i*" class.

Table 2. Methods considered in GSFM. The combination of feature selection method,
type of fuzzy processing, and fuzzy classifier is done with a genetic algorithm.

Method Number of Parameters Description
Feature Selection

ReliefF 3 Ranking of features based on the ReliefF algorithm.

X2 1 Ranking of features based on the x? statistical test.

InfoGain 1 Features are ranked according to their information
gain.

Correlation 2 A subset of features is selected according to the cor-

relation among themselves.

Fuzzy Processing

NLP 1 Defines the number of linguistic properties. It can
take the values: 3 (Low, Medium, and High), 5 (Very
Low, Low, Medium, High, and Very High), and 7
(Very Low, Low, More or Less Low, Medium, More
or Less High, High, and Very High).

TMF 1 The type of fuzzy membership function. It can take
the values of Trapezoid, Triangle, Gaussian, and Bell.

Fuzzy Classifier

FDT 1 A fuzzy decision tree.

FDF 2 A fuzzy decision forest.

FKNN 2 A fuzzy version of the k nearest neighbor algorithm.
FRNN 5 A fuzzy relational neural network classifier.

4 Experiments and Results

For our experiments we used the Baby chillanto® infant cry data base property
of INAOE-CONACyT, Mexico. This data set has samples of cries from deaf
babies and with asphyxia, hunger, pain, and normal, as described in section
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We performed several experiments considering binary classification. First, we
considered the binary problems identifying between asphyxia and normall cries,
deaf and normal, and finally hungry and pain cries. For each experiment, we
used GSFM to determine the best model.

The evaluation was done using 10 fold cross validation. This technique divides
the data set into 10 disjoint subsets, and in each fold a subset is left apart for
testing and the remaining subsets for training. This process is repeated until all
subsets have been used for testing and training. As evaluation metrics we used
accuracy (ACC), true positive rate (TPR), true negative rate (TNR) and area
under the RO curve (AUC) [4.

Table [B] shows the best obtained results in our experiments and the reported
by Rosales-Pérez et al. [I7]. Even though other works have tackled the infant
cry classification problem, a direct comparison among those is not performed,
because they do not apply 10 fold cross validation. Nonetheless, accuracy per-
centages of 99% and of 95% are reported in [9] and [I9], respectively, for asphyxia
vs normal cries. Table [B] also shows that our approach clearly outperforms the
reported in [17]. However, we performed the Wilcoxon signed rank test [23] to
determine whether the difference is statistically significant or not. This test was
done across the obtained results in each fold. Table[d] shows this test and whether
the difference for each data set is significant or not.

Table 3. Percentual classification results for each experiment. Results are the average
of using 10 fold cross validation. Reported results by Rosales-Pérez et al. [I7] are also
shown. The best result is shown in bold font for each case.

Accuracy TPR TNR AUC
GSFM [17] GSFM [17] GSFM [17] GSFM [17]
1 Asphyxia vs Normal 90.68 88.67 85.29 90.00 94.29 87.78 95.79 92.85
2 Deaf vs Normal 99.42 97.55 100.00 98.75 98.42 95.47 100.00 99.75
3 Hungry vs Pain 97.96 96.03 99.43 95.59 95.26 96.67 98.89 98.35

1D Data Set

Table 4. Statistical test on the infant cry data set. TF is the sum of possitive differ-
ences, T~ is the sum of negative difference and T is the minimum between T and
T~ . The significance level, a, is set to 0.05, for that level T should be less than 8

ID T+ T~ T significant?
1 46 6 6 YES
2 41 7 7 YES
3 40 9 9 NO

Finally, Table Bl describes the obtained models for each case. For each model,
the feature selection method (FSM), type of membership function (TMF), num-
ber of linguistic properties (NLP), the learning algorithm (LA), and its associ-
ated parameters are shown.

! We considered the hungry cries as normal cries.
2 Receiver Operating Characteristic.
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Table 5. Selected models for infant cry data sets using GSFM

ID FSM TMF NLP LA Parameters
1 Correlation Trapezoid 3 FKNN nn =7
sm = correlation
2 InfoGain Bell 7 FDT cv = 0.87
3 InfoGain Gauss 3 FKNN nn =5
sm = chord

5 Conclusion and Future Work

In this work we described the application of GSFM for the task of infant cry
classification. Our approach allows to select an adequate model to differentiate
between each type of cry. Among the main advantages of the adopted approach
we highlight that the user does not have to perform several experiments in order
to determine a good combination of methods. Our experimental results show
that our approach outperforms results reported in the literature from methods
that only consider one learning algorithm.

As a future work we would like to explore the use of other techniques to extract
features from the audio signals, as well as to test strategies such as ensembles of
different models. We will also try infant cry classification as a multiclass problem.
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