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Abstract. Multi-objective problems are characterised by the presence of a set of 
optimal trade-off solutions –a Pareto front–, from which a solution has to be se-
lected by a decision maker. However, selecting a solution from a Pareto front 
depends on large quantities of solutions to select from and dimensional  
complexity due to many involved objectives, among others. Commonly, the se-
lection of a solution is based on preferences specified by a decision maker. 
Nevertheless a decision maker may have not preferences at all. Thus, an in-
formed decision making process has to be done, which is difficult to achieve. In 
this paper, selecting a solution from a Pareto front is addressed as a multi-
objective problem using two utility functions and operating in the objective 
space. A quantitative comparison of stereo correspondence algorithms perfor-
mance is used as an application domain. 

Keywords: Multi-objective problems, Pareto front, decision making, computer 
vision, stereo correspondence, quantitative evaluation.  

1 Introduction 

A Multi-objective Optimisation Problem (MOP) involves several conflicting and 
incommensurable objectives [1]. A MOP can be addressed using a Multi-objective 
Evolutionary Algorithm (MOEA), such as the non-dominated sorting genetic algo-
rithm [2], the strength Pareto approach [3], and the Pareto archived evolutionary strat-
egy [4], among others. In a MOP, a single solution simultaneously optimising all 
objectives may not exist [5]. Thus, a MOEA solves a MOP by computing an approx-
imation to the Pareto front, which is a set of mathematically equally good compro-
mise solutions. As part of a decision making process, a solution from the Pareto front 
has to be selected in order to solve the problem being optimised. This selection is a 
responsibility of a decision maker (DM). However, in most of cases, a Pareto front 
may overload the judging capabilities of a DM, due to factors such as its large cardi-
nality [1], the multidimensional complexity of the problem being solved [6], plus 
inherent limitations of a DM for effectively handling large amounts of data and more 
than several factors at once [7], among others. Although a visualisation of the Pareto 
front may assist a DM, a visualisation becomes complex with several solutions and 
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three objectives or more, as well as visualised information for making a decision may 
become difficult to use [8]. Difficulties in a decision making process may be alle-
viated by introducing preferences [9]. Preferences can be seen as knowledge and/or 
expectations about a problem solution. They can be used as a mechanism to decide if 
a specific solution is preferable than other solutions [10]. Nevertheless, in some cases 
a DM may lack of information for selecting a solution and/or has not preferences 
among all objectives. In the absence of preferences, it is generally assumed that the 
most preferable solution correspond to a region in the maximum convex bulge of a 
Pareto curve/surface, termed as the knee region [8]. However, identifying the knee 
region of a Pareto front requires solving a non-linear optimisation problem, as well as 
some a priori knowledge on a Pareto front. In addition, determining the knee region(s) 
may become prohibitively complex as the dimensionality of a problem increases [11].  

In this paper, without loss of generalisation, a quantitative comparison of stereo 
correspondence algorithms (SCAs) performance [12, 13] is used as an application 
domain. An SCA takes as input a stereo image pair, estimates projections from points 
in 3D space into image plains, and produces as output a disparity map. A quantitative 
comparison of SCAs should be conducted following an evaluation methodology, 
which is composed by a set of evaluation elements and methods interacting in an 
ordered sequence of steps, in order to produce evaluation results. A comparison of 
SCAs is addressed as a MOP in the כۯ Groups evaluation methodology presented in 
[13]. This methodology computes a Pareto front using vectors of error measure 
scores, from which a solution, or solutions, should be selected as part of evaluation 
results interpretation. In this case a methodology user is acting in the role of decision 
maker. Thus, if preferences are introduced at this stage of an evaluation process, it 
may bias results interpretation. 

In this context, a decision making scenario is addressed with the following  
characteristics: 

─ The decision making process is posterior to the search process. 
─ The DM lacks of preferences about the problem for selecting a solution.  
─ It is not possible to assign an importance to involved objective functions. 
─ Although at least one knee region should exist, the selection of a solution is not 

based on the proximity to that region. 
─ The problem on which a solution should be selected involves many objectives. 

The selection of a solution from the Pareto front is seen as a MOP, based on two utili-
ty functions computed over the objective space. The paper is structured as follows. 
Related works are presented in Section 2. The proposed method is introduced in Sec-
tion 3. Experimental validation is included and discussed in Section 4. Final remarks 
are stated in Section 5. 

2 Related Works 

Preferences can be specified by a DM in three ways: a priori, interactive and a post-
eriori. In the a priori way, preferences are specified before the beginning of search 
process by the aggregation of objective function into lexicographic order or into a 
linear/nonlinear combination, among others [9]. A deep knowledge of the problem 
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and a clear understanding of the search space are required. In the interactive way, 
preferences are specified during the search, based on a progressively and interactively 
acquired knowledge of the problem [1]. An intensive effort of a DM is required, 
since, he/she is asked to give preference information at each algorithm’s iteration, 
commonly consisting in specifying aspiration levels for each objective function, clas-
sifying objective functions according to their relevance, or introducing references 
points, among others. However, a DM may have large optimistic or pessimistic aspi-
ration levels. In addition, when there are two or more DMs may arise disagrees about 
preferences. Preferences specified in a priori or interactive way have an impact on 
search results. In the a posteriori way, the search is executed first, and after that, a 
decision method is applied into the Pareto front [14]. In this case, a DM has too many 
choices to select from, and a fair comparison among them is not an easy task to 
achieve due to the inherent dimensional complexity. There are two main approaches, 
to perform a posteriori multi-criteria decision making: utility functions and outrank-
ing methods [5]. Utility functions assign a numerical value to each solution. Outrank-
ing methods are based on pairwise comparisons of all solutions, in order to establish if 
there exists preference, indifference or incomparability. However, commonly used 
methods under these two approaches rely on weights that should be specified by a 
DM [14]. Consequently, these methods cannot be used in the problem context speci-
fied in this paper. Methods such as the average rank, the maximum rank, and the fa-
vour rank do not require weights [10]. The average and the maximum rank can be 
seen as utility functions. The average rank uses multiple ranks considering each ob-
jective independently and a final rank is calculated as the average of previously as-
signed ranks, whilst the maximum rank takes the best rank as the global rank for each 
solution. In the favour rank, a solution x is preferred over a solution y, only if x out-
performs y on more objectives than those on which y outperforms x. However, the 
maximum rank method tends to favour solutions with high performance in some of 
the objectives, but with a poor overall performance. In addition, the average rank and 
the favour rank may produce even ranks, or indifferences, respectively, very often. 
Moreover, none of them considers the magnitude on which a solution outperforms 
another according to the involved objective functions.  

3 A Method for Reducing the Cardinality of the Pareto Front  

Without loss of generalisation, a MOP consists in finding the vector of decision va-
riables  ݔ ൌ ሺݔଵ, ,ଶݔ … , ሻݔ௫ ݂ሺ݊݅ܯ .௡ሻ் that optimises the following equationݔ ൌ ൫ ଵ݂ሺݔሻ, ଶ݂ሺݔሻ, … , ௄݂ሺݔሻ൯்

, (1)

subject to: 

௜݃ሺݔሻ ൑ 0 ݅ ൌ 1, … , ܲ , (2)

௝݄ሺݔሻ ൌ 0 ݆ ൌ 1, … , ܳ , (3)

where ௞݂: Թ௡ ՜ Թ ሺ݇ ൌ 1, … , ሻܭ  are the objective functions, and ݃௜ and ௝݄ : Թ௡ ՜Թ ሺ ݅ ൌ 1, … , ܲ;   ݆ ൌ 1, … , ܳሻ are the constraints of the problem.  
In addition, some key definitions are presented for the sake of completeness. 
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Definition 1 (Pareto dominance relation). Given two solutions ݔ, א ݕ  Թ௡, ݔ is said 
to dominateݕ, denoted as ݔ ط ሻݔif and only if:  ௔݂ሺ ,ݕ ൑ ௔݂ሺݕሻ ׊ ܽ א ሼ1, . . , א ܾ ׌ ሽ andܭ ሼ1, . . , ሻݔሽ where ௕݂ሺܭ ൏ ௕݂ሺݕሻ. 
Definition 2 (Non-dominated solution). A solution א ݔ  Թ௡ is said to be non-
dominated if and only if there does not exist another solution  א ݕ  Թ௡, such that ݕ ط  .ݔ
Definition 3 (Pareto optimal solution). A solution א ݔ F ك  Թ௡, where F is the deci-
sion space, is said to be Pareto optimal if it is non-dominated with respect to F. 
Definition 4 (Pareto optimal set). Let ܲכ be the Pareto optimal set defined as ܲכ ൌ ሼא ݔ F ,  .is Pareto optimalሽ ݔ
Definition 5 (Pareto front). Let ܲכܨ be the Pareto front, defined as ܲכܨ ൌ ሼ ݂ሺݔሻ , Թ௄ א א ݔ  .ሽ  כܲ

In the proposed method, the selection of a solution from the Pareto front is addressed 
as a MOP, based on two utility functions and the Pareto dominance relation. The utili-
ty functions are adapted from [15] in order to avoid the use of weights. They are  
computed over the vectors composing the Pareto front from which a solution should 
be selected. Thus, the proposed method consists in finding the vector ݏ     ൌ ሺ ଵ݂ሺݔሻ, ଶ݂ሺݔሻ, … , ௄݂ሺݔሻሻ்  that optimises the following equation: ݊݅ܯ௦ ݑሺݏሻ ൌ ൫ݑଵሺݏሻ, ሻ൯்ݏଶሺݑ

, (4)

subject to: ݏ א כܨܲ  , (5)

where ݑ௟: Թ௄ ՜ Թ ሺ݈ ൌ 1, 2ሻ are the objective functions. 
Let ݑଵ be the sum of ranks assigned to ௞݂: Թ௡ ՜ Թ ሺ݇ ൌ 1, … ,  :ሻ in the Pareto frontܭ

ሻݏଵ ሺݑ ൌ ෍ ܴܽ݊݇ሺ ௞݂ሺݔሻሻ௄
௞ୀଵ . (6)

Let ݑଶ be the sum of ratios of ௞݂: Թ௡ ՜ Թ ሺ݇ ൌ 1, … ,  :ሻ in the Pareto frontܭ

ሻݏଶ ሺݑ ൌ ෍ ሺ ௞݂ሺݔሻ െ ሺ݊݅ܯ ௞݂ሺݔሻሻሻሺݔܽܯሺ ௞݂ሺݔሻ െ ሺ݊݅ܯ ௞݂ሺݔሻሻሻ௄
௞ୀଵ , (7)

where ݊݅ܯሺ ௞݂ሺݔሻሻ and ݔܽܯሺ ௞݂ሺݔሻሻ, are the minimum and the maximum score of 
the kth objective, respectively. The lowest sum of ranks is associated with the solution 
that, comparatively with other solutions in the Pareto front, minimises most of in-
volved objectives, whilst the lowest sum of ratios is associated with the solution with 
the best objective function values. The selection of a final solution may be based on 
the above criteria, which are problem context independent. Thus, the set of possible 
solutions to select from is turned into a set of a small cardinality, or even into a single 
solution, depending on data, by the proposed method. The set that corresponds to a 
reduction of the original ܲכܨ set is denoted as ܴܲכܨ . In addition, the reduction of 
cardinality allows the use of a parallel coordinates plotting diagram [6] as a visualisa-
tion tool for assisting a solution selection. Moreover, the values computed by the ݑଶ function can be used for plotting the diagram. 
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4 Experimental Validation 

In the application domain context, the  כۯ Groups evaluation methodology [13] con-
ceives the comparison of SCAs as a MOP. In the evaluation model of the  כۯ Groups 
methodology, the decision space is a discrete and finite set composed by the SCAs 
under comparison, whilst the objective space is a set composed by a set of vectors of 
error scores, calculated according to selected evaluation elements and methods. In this 
problem, a user of the methodology requires, not only the set of SCAs composing the 
Pareto front −denoted in the methodology as the Aଵכ  set−, but also an impartial inter-
pretation of results and assistance for selecting a single solution (i.e. in an intra-
technique comparison), or solutions (i.e. in an inter-technique comparison). Thus, the 
discussed evaluation scenario is mathematically equivalent to the scenario which 
arises using an a posteriori MOEA, for addressing a MOP. Three evaluation scenarios 
are considered for validating the proposed method. All of them use a test-bed of four 
images (the Tsukuba, the Venus, the Teddy and the Cones stereo image pairs) [12] 
and the SCAs repository available in [16], as well as a combination of different evalu-
ation criteria and evaluation measures. In regard to evaluation criteria, the depth  
discontinuity areas −disc−, the non-occluded areas −nonocc−, and the entire image 
−all− are used as evaluation criteria.  Three error measures are used as evaluation 
measures. The percentage of Bad Matched Pixels (BMP) measures the quantity of 
disparity estimation errors exceeding a threshold δ (equals to 1 pixel) [12]. The Sig-
ma-Z-Error (SZE) measures the impact of estimation errors on a 3D reconstruction 
based on the distance between the real depth and the estimated depth, based on 
ground-truth disparity and estimated disparity, respectively [17]. The Mean Relative 
Error (MRE) is based on the ratio between the absolute difference of estimated dispar-
ity against ground-truth disparity, and ground-truth disparity [18]. 

4.1 Evaluation Scenario Suited for Semi-dense Disparity Maps 

The first evaluation scenario is devised for selecting the best performance algorithm 
from the SCAs repository using the disc and the nonocc criteria. In addition, the BMP 
and the SZE, which are conceptually different measures, are used, for a total of 16 
objectives. The cardinality of the Pareto front (Aଵכ ሻ and the reduced Pareto front ሺܴܲכܨሻ sets, for the first evaluation scenario, are shown in the first column of Table 
1. It can be observed that the proposed method reduces in 96.0% the cardinality of the 
Pareto front. This reduction considerably alleviates the judging overload of a DM. 
The SCAs composing the ܴܲכܨ set and the utility function values are also shown in 
Table 1. It can be observed that, in this case, a decision should be taken between the 
SubPixelDoubleBP and the GC+SegmBorder algorithms [16]. However, the two solu-
tions show similar sum of ratios values. This similarity may influence a DM in order 
to make a decision based on the sum of ranks. The parallel coordinates plotting dia-
gram associated to the obtained ܴܲכܨ set is shown in Fig 1. It allows to a DM an 
analysis of the achieved trade-off in objective functions by solutions to finally select 
from. 
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4.2 Evaluation Scenario Suited for Dense Disparity Maps 

The second evaluation scenario is based on the all, the disc, and the nonocc evalua-
tion criteria. The BMP and the MRE measures are used, for a total of 24 objectives. 
These measures may be conflicting since the MRE considers the inverse relation be-
tween depth and disparity. The cardinality of the Aଵכ  and the ܴܲכܨ sets, as well as the 
SCAs composing the ܴܲכܨ set and utility function values are shown in Table 1. It can 
be observed that the proposed method reduces in 95.6% the cardinality of the Pareto 
front. In this case, a decision should be taken between the CoopRegion and the 
GC+SegmBorder algorithms [16]. The parallel coordinates plotting diagram asso-
ciated to the obtained ܴܲכܨ set is shown in Fig 2. 

4.3 Evaluation Scenario of the Middlebury’s Evaluation Methodology  

The third evaluation scenario is devised in the same way that the one used in [16]. It 
considers the all, the disc and the nonocc evaluation criteria, and the BMP measure, 
for a total of 12 objectives. The cardinality of the Aଵכ , and the ܴܲכܨ sets, as well as 
the single element composing the ܴܲכܨ set and utility function values are shown in 
the third column of Table 1. It can be observed that the proposed method reduces in a 
95.0% the cardinality of the Pareto front. In this case, the proposed method reports a 
single solution, the ADCensus algorithm [16]. The parallel coordinates plotting dia-
gram associated to the obtained ܴܲכܨ set is shown in Fig 3. 

5 Final Remarks 

In this paper, a challenging decision making scenario is addressed, in which decisions 
are taken a posteriori, and the DM lacks of preferences and information about the 
importance of many involved objectives. As innovative aspect, it addresses the selec-
tion of a solution from a Pareto front as a MOP, based on two utility functions and the 
Pareto dominance. The considered utility functions do not require weight specifica-
tions by a DM. A quantitative comparison of SCAs, using an evaluation model which 
produces as output a Pareto front, was used as an application domain. The experimen-
tal validation shows that the proposed method significantly reduces the cardinality of 
the Pareto front, even to a single solution, depending on data. Moreover, this cardinal-
ity reduction makes possible the use of conventional aids for making decision such as 
visualisation tools. The proposed method may alleviate the judging overload of a DM.  
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