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Abstract. Many commercial job scheduling strategies in multi process-
ing systems tend to minimize waiting times of short jobs. However, long
jobs cannot be left aside as their impact on the performance of the
system is also determinant. In this work we propose a job scheduling
strategy that maximizes resources utilization and improves the overall
performance by allowing jobs to adapt to variations in the load. The
experimental evaluations include both simulations and executions of real
workloads. The results show that our strategy provides significant im-
provements over the traditional EASY backfilling policy, especially in
medium to high machine loads.
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1 Introduction

Modern computational clusters tend to have thousands of execution units [5]. In
order to make these investments profitable, such clusters must have many users
(clients). This leads to a large amount of job submissions that often exceeds the
cluster capacity. Figure [Il shows a typical weekly load of the Marenostrum ma-
chine [I]. Many of these clusters are composed by nodes of multi-core processors.
Multi-core processors have two or more complete computational cores integrated
in the same chip. As a processing core can act as an independent processor or
CPU, in this work terms core and CPU are synonyms.

A job scheduling strategy (JSS) is an algorithm that allocates resources to
submitted jobs while applying system’s administrative policies and priorities. A
JSS has to deal with a wide variety of applications, from sequential to highly
parallel codes, with execution times that varies from minutes to days. This sce-
nario converts the comparison of two JSS into a difficult task. The high cost
of the clusters usually makes user satisfaction the main objective for improving
performance of the JSSs. For this reason, waiting times of short jobs that exceed
by far their execution times are inadmissible. However, long jobs also play an
important role in the performance which finally affect short jobs as well.
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Fig. 1. Marenostrum load and wait queue during a week [I]
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Fig. 2. Job scheduling under : (a) FCFS, (b) EASY backfilling and (c) FCFS-malleable

To quantify the performance of JSSs, this work uses three metrics, namely the
response time, slowdown and fragmentation. The first two metrics depend on the
waiting and execution times of jobs while the last one measures the utilization
of the computing system. The following classification of job flexibility is com-
monly accepted in the literature [I4]: rigid jobs, which are compiled to be run
with a specific and fixed number of processes; moldable jobs can be executed on
multiple CPU partition sizes, but once the execution starts, these sizes cannot
be modified; malleable, if the size of the assigned partition can also be modified
during the execution. Moldable and malleable jobs would increase system utiliza-
tion. However, they are not the common case in production systems. This paper
presents a JSS, called First Come First Served-malleable (FCFS-malleable), that



A Job Scheduling Approach for Multi-core Clusters Based on VM 193

minimizes waiting times by maximizing system utilization no matter the jobs’
execution time, nor their flexibility type. The proposed JSS is based on the idea
of Virtual Malleability (VM)[24]. VM allows jobs to adapt to changes in the
number of CPUs at runtime preserving the original number of processes. Fig-
ure ] exemplifies two JSSs from literature, FCFS and EASY backfilling, and
FCFS-malleable on a hypothetical machine of 10 CPUs where the x- and y- axis
represent time and number of CPUs respectively. Each rectangle is labeled with
the name of the job it represents (e.g. J1) and the number of processes per CPU
(e.g., 8x1 means that each of the 8 processes is assigned to a different CPU).
The jobs arrived to the wait queue in the following order: J1,J2,J3, J4, J5, J6
with execution times equal to 2,1,1,2,2,1 time units respectively.

Figure shows the execution of the workload under FCFS. The execution
of each job is delayed till there are enough CPUs for it. Meanwhile a group of
available CPUs is not used even though there are jobs in the wait queue. For
example, 2 CPUs are idle when J1 is running and 6 CPUs are idle when J5 is
running which generates fragmentation.

Figure shows how EASY backfilling [16] works. To alleviate the delayed
execution and fragmentation problem it tries to forward jobs ahead in the queue
when there are enough resources for them to be executed and provided they
don’t delay the first job in the queue. For example, J3 can start together with
J1. However, EASY backfilling does not always find a suitable hole for a waiting
job so fragmentation is not always eliminated (e.g. after J1 and J3 finish).

Figure demonstrates how the JSS proposed in this paper behaves. As
there are jobs in the wait queue, VM is applied to J1 (the oldest) so it starts
its execution shrunk in 4 CPUs together with J2 and J3. Even shrinking J2 and
J3, there are not enough CPUs for J4, so it has to wait and J2 and J3 can run
expanded. This restriction is due to the fact that in this work VM can reduce the
number of CPUs only up to half of the total assigned number. After J2 and J3
finish, J4 and J5 can start their executions shrunk. Finally, J6 starts expanded
as there are no jobs in the wait queue [.

The experimental results showed that FCFS-malleable overcomes EASY back-
filling by 28% in average slowdown and 31% in average response time.

The main contributions of this work are as follows:

— A new JSS based on the concept of VM. The algorithm is easy to imple-
ment and does not require neither application recompilation nor any previous
knowledge about the application.

— A study of the impact on the performance when applying VM to individual
applications, taking into account intranode contention.

— Evaluations and comparison of the proposed JSS using both simulator and
a runtime system.

! We assume that two processes are executed twice slower on a single CPU than on
two separated CPUs. Different studies indicate that this time could be by far less
then twice [22][26], since computation and communication can be overlapped.
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2 Related Work

The problem of scheduling and allocating resources to jobs in parallel systems
has been addressed in previous research from two perspectives. While some works
focus on providing support, libraries and runtime systems, to make individual
applications malleable [2007USITTI24T5] others attempt to integrate heuristics or
new techniques to backfilling or FCFS policies [23IT0J9I21].

In [20] the moldability is applied in conjunction with folding [18] to reduce wait
times. They create as many threads as the available number of CPUs and execute
the job in the assigned partition. As the load increments, the partition of the
latest arrived job is reduced to a half, freeing CPUs. The folding must be done at
explicit synchronizing points in the source code. This generates additional wait
time and requires extra effort from programmers and system support.

In [7] the authors modify the number of used CPUs at predetermined points of
execution. The evaluation was carried out using workloads of only up to 10 jobs
of NAS Benchmarks, with small classes like A and B. The inclusion of dynamic
malleability support using a resource manager was also studied in [8IIT] They
all require applications to be malleable or code modifications.

Certain levels of oversubscription improve resources utilization. The schedul-
ing of jobs on the assigned CPUs can be done explicitly as in Gang Scheduling
[13]. A static schedule of parallel communicating processes must be computed a
priori, and a global context switch is used to coschedule these communicating
processes. In this way, these processes have the illusion of running on a dedi-
cated (but slower) system. These schemes usually require long time quanta to
amortize the high context switch and synchronization costs, making the system
less responsive for interactive and I/O-intensive applications. Furthermore, they
keep the CPU idle while a process is performing I/O or is waiting for a message
within its allotted time quantum. In [27] they propose an alternative to overcome
this problem by matching pairs of processes: compute bound with I/0 bound to
share a time slice. The idea looks interesting, but they still have synchronization
costs and extra effort to find, if possible, the correct matching. On the other
hand, the experiments use applications with no more than 16 processes.

Implicit coscheduling [6I28] tries to overcome the drawbacks of explicit
coscheduling by relying on local schedulers, so that interactive and I/O-bound
jobs are properly handled. They use the communication behavior of parallel pro-
cesses to make scheduling decisions. Compared to explicit coscheduling, these
strategies are easier to implement on clusters, and have better scalability and
reliability characteristics basing exclusively on local knowledge.

In [25] it is shown that when a job shares CPUs with itself response time
and stability are improved. The fact of oversubscribing CPUs was recently re-
addressed in multi-core systems [15]. Using several applications from different
programming models they demonstrated that oversubscribing up to 8 tasks to
each single CPU improves throughput over pure space sharing.

The most commonly used backfilling strategies are EASY backfilling and Con-
servative backfilling [19]. Conservative backfilling prioritizes predictability in re-
sponse times and fairness, while EASY backfilling provides better response times,
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especially for short jobs. Many previous related works focus on making backfilling
strategies more flexible by integrating moldability with them [23]. The partition
size for a job is selected based on its scalability and turnaround time by applying
the Downey model [I0]. Results demonstrate a gain in performance over pure
backfilling and pure moldability [9] on individual applications. In [21] they pro-
pose a relaxation of conservative backfilling by allowing all waiting jobs to be
delayed but only to some extent which improved response time predictability and
resource utilization. Bounded slowdown obtained worse results than backfilling.
The JSS presented in this paper has the following advantages over state-of-art:
no predefined synchronization points are required to vary the number of CPUs;
jobs are unaware of the changes in the number of assigned CPUs and consequently
there is no overhead derived from data redistribution, process creation or elim-
ination at runtime; no need for recompilation; no job classification is required;
no prior knowledge of the job is needed; all the jobs are candidate to be shrunk
and moldability is not required. Finally, evaluations were done using both real
executions with workloads made from benchmarks with large variations in data
size, number of processes and communication degree. Simulations use well-known
workload traces rather than synthetic workloads with few jobs and CPUs.

3 The FCFS-Malleable Job Scheduling Strategy

First, this section describes our JSS and defines the metrics that are used for
the comparisons of JSSs. After that, a brief description of the implementation
of the runtime system is provided. A deeper description can be found in [26].

3.1 FCFS-Malleable Algorithm

Algorithm 1. Code executed at job arrival
1: GetJobFromWaitQueue(J)

2: if FreeCpus > J.cpusRequested then

3: J.cpusAllocated < J.cpusRequested

4:  Execute(J) //This function updates FreeCpus

5: else

6:  listOfOrderedJobs = SortByArrivalTime(listO f RunningJobs)
7: //Selects as many jobs as required to execute J

8:  listOfCandidates = SelectCandidateJobs(listO fOrderedJobs, J)
9: if listNotEmpty(listO fCandidates) then

10: J.epusAllocated = J.cpusAllocated/2;

11: for V = JobsInList(listO fCandidates) do

12: V.cpusAllocated = V.cpusAllocated /2

13: Shrunk(V') //This function updates FreeCpus and NumdJobsShrunk
14: end for

15: Execute(J)

16:  end if

17: end if
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FCFS-malleable combines FCFS with VM. Applying VM to a job consists on
running it on a pool of CPUs with a size less than or equal to the number of pro-
cesses. In the case the number of CPUS is smaller than the number of processes,
each CPU will have binded a queue of processes belonging to the same job. The
size of this queue is called multiprogramming level (MPL). The maximum MPL
was set to 2. This maximum level was chosen based on: memory bandwidth, num-
ber of CPUs per node, number of entry points to the interconnection network.

FCFS-Malleable is an event driven algorithm executed at job arrival and at
job ending. Algorithm [ shows the code executed when a new job arrives. At
that event, the algorithm evaluates whether it is possible to start a new job
depending on the available CPUs. If so, it starts the job with as many CPUs as
requested (lines 3-4). Otherwise, the JSS tries to free CPUs and execute the job
by applying VM to some jobs that are already running, including J if necessary.
When a job finishes execution, if the wait queue is not empty, Algorithm [ is
applied, otherwise, running shrunk jobs are expanded to the newly freed CPUs.
Several criteria to decide which job to shrink or expand first were evaluated: the
oldest first, the one with less CPU utilization, the longest first and, the shortest
first. Our experiments showed that the oldest one first is the best option. Line
8 of Algorithm [ implements this option.

Metrics Used for Evaluations. In order to quantify the performance of our
technique and make comparisons with others JSSs from bibliography three met-
rics were used: average response time, average slowdown and fragmentation.

Response time, is the time elapsed between the job submission and termina-
tion. This metrics evidences long jobs performance and is calculated by averaging
the response times of all the jobs across a workload. For example, the average
response times of the example shown in Figures [2(a)| [2(b)l and [2(c)| are equal
to 4.66,4.33 and 3.66 time units respectively.

Slowdown relates execution and wait time as it is shown in formula (). This
metrics indicates short jobs performance and is calculated by averaging the slow-
down of all the jobs across a workload. It is important to note that to calculate
the value of the average slowdown for the FCFS-malleable policy, the execution
time in numerator of formula[llis obtained using VM (i.e. with the overheads of
running shrunk included). The average slowdown in Figures [2(a)] 2(b)} and [2(c)|
are equal to 3.5,3.16 and 2.5 time units respectively. The utilization of the sys-
tem is usually addressed as the percentage of CPUs that are busy running jobs.
As we are concerned only when there are jobs in the wait queue, we will use
the fragmentation concept instead (see formula (2])). In the example provided
in introduction, the fragmentation values are equal to 30% for Figures and

2(b)land 0% for [2(c)|

WaitTime + ExecutionTime

Slowdown = 1
FExecutionTimeFExpanded (1)
t=start to termination
whenWaitQueueNotEm freeCPUs

Fragmentation = 2 uhenw f@ NotEmpty (2)

WorkloadT otalTime x TotalC PU s
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3.2 Runtime System Implementation

Let us now describe the runtime system and relevant details of implementation of
the experimental framework. The runtime system is composed by a job scheduler
(JS) and a runtime library. The JS receives as input a trace file and the JSS to
apply. The trace file has identifications of the jobs, their arrival times and the
number of requested CPUs [4]. The JS tracks information about node allocation,
jobs in the wait queue, and already finished jobs.

The implementation of FCFS-malleable uses a library (VM library) that im-
plements the concept of VM. The VM library was constructed using the Message
Passing Interface [2], MPI, interposition mechanism. MPI was selected for being
the most widely used and for its portability across shared and distributed memory
architectures. The VM library is linked dynamically with jobs and communicates
with the JS via TCP/IP sockets. This avoids the necessity of job recompilation.
The library is in charge of CPU allocation and scheduling of processes. Process
migrations are only allowed within a node and when VM is applied. Otherwise,
processes remain binded to their assigned CPUs. The whole mechanism is trans-
parent to the user. A job is said to run shrunk when is executed on a CPUs par-
tition smaller than its number of processes. Processes belonging to the same job
compete with themselves for the use of CPUs. A job is said to run expanded when
is executed on a CPUs partition equal to its number of processes.

The scheduling of processes on a CPU is done by applying implicit coschedul-
ing (see Section [ for more details): only local knowledge (e.g. local communi-
cation events) is taken into account to make scheduling decisions. In particular
Self co-scheduling [25] is applied. A running process yields the CPU and blocks
immediately every time it executes a blocking operation (e.g. wait for a message
that has not arrived yet). This type of scheduling promotes the overlapping of
communication and computation phases.

The experiments were performed on a multi-core cluster with 10240 IBM
Power PC 970MP cores at 2.3 GHz (2560 JS21 blades), 20 TB of main memory,
2510 nodes, and interconnection networks: Myrinet and Gigabit Ethernet. The
operating system is Linux: SuSe Distribution. Each node has 4 cores sharing
memory and each L2 cache is shared by every 2 cores.

4 Simulator

An event-driven simulator was constructed to extensively evaluate and compare
JSSs. The simulator uses trace files in format of [4] as input and output. The
following information about jobs is required to do the simulations: execution
time, requested CPUs, requested time, CPU utilizationd. Notice that FCFS-
malleable may vary the number of CPUs of jobs at runtime. Thus, for FCFS-
malleable we know only the expanded execution time of jobs. Next we provide a
model to estimate the execution time of jobs when VM is applied to them.

2 The field ”CPU utilization” is used only by FCFS-malleable. In this work we refer
to CPU utilization of a job to the average CPU time used by all its processes. That
is the time when the CPU is doing useful work (i.e. computation).
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Formula (B]) arises from empirical observations. It estimates the execution
time of a job when it runs isolated on different number of CPUs using the VM
library. The value of MPL can vary during the execution time and is greater
than 1 every time the job runs shrunk and is equal to 1 every time the job runs
expanded. The parameter C PUUtil is the percentage of CPU utilization when
the job runs expanded. The parameter execTime corresponds to the expanded
execution time of the job. The parameter OV represents the overhead generated
by the contention suffered when using the interconnection network. In our simu-
lations, OV was set to random values between 0 and 1 as trace files have neither
information about the communication-computation ratio nor the message sizes.
We validated the proposed model by comparing results of simulations with real
executions of several synthetic workloads.

estimated]splatedExecTime = 3)
t=termination o vecTime x MPL(t) « CPUUil

t=start

Our final model is described by formula (@]).

estimatedExecTime = estimatedl solated ExecTime-+
execTime x OV

(4)

4.1 Validation of the Simulator

A synthetic workload trace was constructed to validate the simulator by applying
the model in [I7]. The trace was adjusted to have 150 jobs to be launched during
2 hours with average machine loads from 30% to 90%.

Table 1. Comparison of average wait times, response times and slowdowns between
simulator and runtime system

EASY backfilling FCFS-malleable
Avg wait Avgresp Avgsld Avgwait Avgresp Avgsld
%load S R S R S R S R S R S R
30 55.0 60.0 107.0113.0 2.1 2.1 16 1.3 735 733 12 14
50 69.6 74.0 121.3 125.0 6.5 6.5 13.2 13.8 93.5 93.0 3.2 3.2
70 93.0 100.0 145.2 152.0 10.7 10.3 36.8 32.0 118.3 113.0 6.0 5.7
90 175.0 162.0 228.0 214.0 19.0 16.0 118.0 111.0 220.0 198.9 10.8 9.6

In order to execute the trace generated with [17] in the runtime system, we
substituted applications in the trace for real applications. Applications in the
trace were matched according to their execution time and number of processes.
In this way interarrival times were kept with the same characteristics as of the
original trace. We used the NAS Parallel Benchmarks [3] classes A, B, C and D
and number of processes varying from 1 to 128. We chose these benchmarks as
they include widely used kernels. We executed the synthetic traces under FCFS-
malleable and EASY backfilling JSSs both on simulator and runtime system.
Table[dl provides the average waiting time, response time and slowdown obtained
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with the simulator (S) and with the real execution (R). The average relative error
of the simulator compared to the runtime system is equal to 7%. Considering
that the average gain of FCFS-malleable over EASY backfilling in the runtime
system is around 30% we concluded that this error is acceptable.

5 Results and Analysis

Cleaned traces from Parallel Workload Archive [] were used in our experiments.
A cleaned trace does not contain flurries of activity by individual users which
may not be representative of normal usage. Table 2] summarizes the workloads
characteristics.

The columns show the names of the used workloads, total number of CPUs
in the machine, number of jobs in the workload, average CPU utlization, aver-
age CPU utilization by long jobs and the ratio between the average number of
requested CPUs by the machine capacity. For example, the workload in figure [I]
has this ratio equal to 2. We have classified long jobs as the ones with number
of processes greater than 64 and execution times greater than 8 hours and short
jobs as the ones with execution times less than 10 minutes.

Table 2. Description of the workload log traces used for simulation

Workload Cpus Jobs Avg CPU Util Avg long jobs CPU Util Req.Cpus/Cpus

CTC 430 20K-25K 57 % 70% 5.8
SDSC Blue 1152 20K-25K 23 % 70% 3.8
SDSC 128 40K-45K 66 % 90% 8.8

The CTC trace contains records from IBM SP2 located at the Cornell Theory
Center. SDSC and SDSC Blue traces are from the San Diego Supercomputing
Center. We now present the experimental results obtained from simulations using
the workloads traces from Table

5.1 Experimental Results

Figures |3(a)), [3(b)}, [3(c)| and |3(d)| show the average wait time, execution time,
response time and slowdown respectively for CTC, SDSC and SDSC Blue work-
loads under FCFS-malleable and EASY backfilling J ssdd.

FCFS-malleable JSS obtained better average response time in all the traces,
especially in trace SDSC Blue. This workload contains jobs with low CPU uti-
lization, which leads to higher degree of overlap of communication and commu-
nication. In addition, this workload has no sequential jobs, thus all the jobs are
eligible for applying VM.

3 Variations of backfilling policies are used in most of the Top50 machines[I2]. EASY
backfilling is used as a reference for performance comparison in almost every job
scheduling research. That is why we chose EASY backfilling for our comparisons.
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As it was expected, average execution times are larger under FCFS-malleable
due to the reduction on the number of CPUs. However, these execution times
are not twice larger than the execution times in EASY backfilling.

FCFS-malleable obtains substantially better average slowdowns in CTC and
SDSC Blue but not in SDSC. This means that the performance of short jobs
is degraded in that workload. Analyzing this penalization we found that it was
due to the strong presence of sequential jobs and the high CPU utilization of
long jobs. EASY backfilling outperformed FCFS-malleable only on jobs with
execution time less than 3 minutes and number of processes less than 16. EASY
backfilling failed to find a suitable hole to forward long sequential jobs or with
high degree of parallelism. This study can be found in [26].

50000 14000 | mEASY-backfilling -
- B EASY-backfilling v 12000
L g I FCFS-malleabl
@ 40000 -— . FCFS-malleable £ matieable
£ < 10000 -
5
% 30000 g 8000 |
S o
o 20000 — ¢ 6000 - —
‘D.P [
- [ 4 4 -
5 10000 — g 000
o 2000 -+ —
. = 2
0 < 0 ‘
CTC  SDSCBlue SDSC CTC  SDSCBlue SDSC
(a) Average wait time (b) Average execution time
__ 50000 350
= M EASY-backfilling 200 m EASY-backfilling
- c +— — —
g 40000 —  FCFS-malleable s FCFS-malleable
= S 250 —
T
/]
2 30000 — 3 200 -
g_ )
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Fig. 3. Average wait, execution, response time and slowdown for CTC, SDSC and
SDSC Blue under FCFS-malleable and Easy backfilling

The CPU utilization for long jobs is the highest for the SDSC workload (see
Table[2]). We re-simulated the SDSC workload trace varying the average value of
CPU utilization of long jobs between 60% and 100%. We observed that for long
jobs with CPU utilization under 90% the average slowdown for FCFS-malleable
is smaller than for EASY backfilling. Due to lack of space we omitted that study
here, but it can be found in [26].
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Table 3. Average MPL

Workload EASY backfilling FCFS-malleable

CTC 0.75 0.91
SDSC Blue 0.76 0.98
SDSC 0.89 1.47

FCFS-malleable managed to eliminate fragmentation in all the workloads
while EASY backfilling had fragmentation percentages from 6 for CTC to 14 for
SDSC. Table 3 shows the average MPL of the three workloads for EASY back-
filling and FCFS-malleable. MPL was calculated by averaging the total number
of processes in the system per CPU. FCFS-malleable has average MPL below
2 (the maximum). This means that the workloads have variations so that jobs
could expand from time to time decreasing in this way the average value of MPL.
The value of the average MPL for the SDSC trace means that half of the CPUs
run shrunk jobs all the time.

6 Conclusions and Future Work

In this work we proposed a new job scheduling strategy (JSS) for multi-core clus-
ters: FCFS-malleable. Evaluations on the target architecture were carried out
using a job scheduler and a runtime system implemented for that purpose. In ad-
dition, to extend evaluations to workloads from production systems, a simulator
was constructed. Experimental results showed that FCFS-malleable outperforms
EASY backfilling by 28% in average slowdown and by 31% in average response
time. In addition, our JSS reduces fragmentation thanks to its capability to
adapt jobs to available resources by shrinking and expanding them.

Although in this work we compete with backfilling, our JSS can be combined
with it to take the most of both strategies. We are currently evaluating this
approach. Memory bandwidth was not taken into account in the current study.
We are working on an accurate estimation of the overhead caused by limited
memory bandwidth.
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