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Abstract. Recent investigations illustrate that view-based methods, with pose 
normalization pre-processing get better performances in retrieving rigid models 
than other approaches and still the most popular and practical methods in the 
field of 3D shape retrieval [9,10,11,12]. In this paper we present an improve-
ment of the BF-SIFT method proposed by Ohbuchi et al [1]. This method is 
based on bag-of-features to integrate a set of features extracted from 2D views 
of the 3D objects using the SIFT (Scale Invariant Feature Transform [2]) algo-
rithm into a histogram using vector quantization which is based on a global  
visual codebook. In order to improve the retrieval performances, we propose to 
associate to each 3D object its local visual codebook instead of a unique global 
codebook. The experimental results obtained on the Princeton Shape Bench-
mark database [3] show that the proposed method performs better than the orig-
inal method. 

Keywords: 3D Content-based Shape Retrieval, bag-of-features, SIFT, vector 
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1 Introduction 

Currently, there are an increasing number of 3D objects on the web, including large 
databases, thanks to recent digitizing and modeling technologies. The need of effi-
cient methods for 3D shape-content based retrieval, in order to ease navigation into 
related large databases, and also to structure, organize and manage this new multime-
dia type of data, has become an active topic in various research communities such as 
computer vision, computer graphics, mechanical CAD, and pattern recognition. 

One major challenge in 3D objects indexation is to design an efficient canonical 
characterization of the objects. In the literature, this characterization is referred to as a 
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descriptor or a signature. Since the descriptor serves as a key in the search process, it 
is a critical kernel with a strong influence on the searching performances (i.e. compu-
tational efficiency and relevance of the results). 

Various 3D shape description methods have been proposed in the literature. The 
reader may refer to a very good survey in [4] and a comparative study of 3D retrieval 
algorithms [5, 6, 7, 8]). Those algorithms can be clustered into two main families: 
2D/3D approaches and 3D/3D approaches. For 2D/3D approaches, the description 
model is obtained through different 2D projections of the 3D shape, whereas for the 
3D/3D approaches, the description model is obtained from the 3D information direct-
ly extracted from the 3D shape. Recent investigations illustrate that view-based me-
thods with pose normalization pre-processing get better performance in retrieving 
rigid models than other approaches and still the most popular and practical methods in 
the field of 3D shape retrieval [9, 10, 11, 12]. 

Our work presented in this paper is inspired by the BF-SIFT method (Ohbuchi et al 
[13]), which is based on a global codebook (visual dictionary) used to describe each 
3D objects in the database. We propose an improvement of the method by using local 
codebooks, since we think that using a unique global codebook badly influences the 
retrieval performance. On the Princeton Shape Benchmark (PSB) [3], that contains 
various shapes with more geometric details, experimental results show that our  
variant performs better and provides more accurate results. 

The rest of the paper is organized as follows. Section 2 presents a description of the 
BF-SIFT algorithm. In section 3, we present our variant of the BF-SIFT method.  
Experimental results are provided and analyzed in Section 4. Section 5 opens some 
perspectives and concludes the paper.  

2 The BF-SIFT Method 

The BF-SIFT (Bag-of-Features - Scale Invariant Feature Transform) method proposed 
by Ohbuchi et al [13] compares 3D shapes using thousands of local visual features per 
model. A 3D model is rendered into a set of depth images, and from each image, local 
visual features are extracted by using the Scale Invariant Feature Transform (SIFT) 
algorithm of Lowe [2]. To efficiently compare among a large set of local visual fea-
tures, the algorithm uses bag-of-features (BoF) approach in order to integrate, for 
each model, the local features into a vector of features. The BoF approach vector 
quantifies (or encodes) the SIFT features into a representative vector (or “visual 
word”), using a global codebook. The global codebook is generated with thousands of 
features extracted from a set of models in the retrieval database. In the following, we 
present an overview of the BF-SIFT algorithm: 

• Pose normalization (position and scale): The BF-SIFT performs pose normali-
zation only for position and scale, so that the model is rendered with an appro-
priate size in each of the multiple-view images. Pose normalization is not  
performed for rotation. 

• Multi-view rendering: in this step, a set of depth-buffer views of a 3D object are 
captured uniformly in all directions in order to catch up all symmetries. 
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• SIFT feature extraction: a 3D object can be approximately represented by a set 
of depth-buffers from which salient SIFT descriptors are extracted using the 
SIFT algorithm [2].  

• Vector quantization: each 3D model is associated with thousands of local fea-
tures. Each SIFT feature extracted from 3D models is quantified as a vector or 
visual word by using a global visual codebook. The vector quantification is to 
find frequencies of visual words (local features) generated from a model in the 
visual codebook which is learned, by using a clustering algorithm type (e.g. k-
means, kd-tree, ERC-tree, and Locality sensitive hashing).  

• Histogram generation: quantified local features or “visual words” are  
accumulated into a histogram with Nv bins (Nv is considered as the size of the 
codebook). The histogram becomes the feature vector of the corresponding 3D 
model. 

• Distance computation: Dissimilarity among pairs of feature vectors (the histo-
grams) is computed by using Kullback-Leibler Divergence (KLD). 
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Where x = (xi) and y = (yi) are the features vectors and Nv the dimension of the  
vectors. 

3 Proposed Improvements Based on Local Codebooks 

The construction of the visual codebook is one of the sensitive stages. Indeed, the 
descriptor of each object in the database will be calculated using the visual words in 
the codebook. For that, it is important to generate codebooks as representative as 
possible. 

We propose to construct a visual codebook for each 3D object in the database. In 
this case, the vector quantification is based on local codebooks instead of a unique 
global codebook as the BF-SIFT method. We associate each 3D object with its code-
book, which is learned from the features extracted from the 3D model. This is the 
fundamental difference between the two methods, but all other steps are similar. 

After the construction of the visual codebook of each 3D object in the 3D models 
database, we calculate the corresponding descriptors using the codebook of each ob-
ject its nearest neighbor in the codebook. This consists in finding the visual words 
appearance frequencies in the codebook for each 3D object. Thus, each object is asso-
ciated with a histogram bins. By searching for the nearest neighbor in the codebook, a 
local descriptor is assigned to each 3D object. 

After the vector quantification, the code vectors frequencies, also called “visual 
words”, are counted to create a histogram for each 3D model, whose number of bins 
equals the size of the codebook. The histogram is the features vector of the 3D model. 

Finally, to compare two 3D objects, using our method, we calculate the descriptor 
of the 3D object query following the same steps described above and illustrated in 
Figure 1. We use the codebook of the 3D model with the query well be compared, to 
vector quantize, the feature vector of 3D object-query. 
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Using the descriptor, the 3D object query is compared with features vector of a 3D 
model in the database. The feature vector of the query is calculated every time an 
occurrence is found in order to be compared with a 3D model in the database. 

 

Fig. 1. Processing of comparison between a 3D object-query and a 3D model in database bas-
ing on local codebook of the 3D model 

4 Experiments and Results 

Our tests are made on the Princeton 3D Shape Benchmark database [3] with a set of 
different and rigid shapes. To fairly compare the retrieval effectiveness and perfor-
mance of our improvement of the BF-SIFT method, we show the top 10 objects 
matched between the query models and the retrieved models, both for the original BF-
SIFT original and our variant. 

For both implementation (original BF-SIFT and our variant), we proceed as fol-
lows: 

• To extract local feature from a depth-buffer view, the SIFT is implemented 
with the VLFeat MATLAB source of Veldaldi [19]. 

• To learn the codebook, we use the k-means MATLAB implementation, also 
in the VLFeat MATLAB source of Veldaldi [19, in order to cluster the set of 
local features by setting Nv to the size of vocabulary. 

• For vector quantification, we use the MATLAB implementation of the linear 
k-nearest neighbor (KNN) search. 

On figure 2, we report the top 6 objects. Experimental results show that as our method 
performs better than the BF-SIFT basing on global codebook but at the expense of 
more computational cost.  
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Fig. 2. The 6 top 3D objects retrieved from different “Class” query, using the BF-SIFT and our 
method 

5 Conclusion and Perspectives 

In this paper the principal object was to improving the retrieval performance of BF-
SIFT. We presented an improvement of the 3D shape retrieval method using Bag-of-
Features and SIFT. The key idea is to use local codebooks to vector quantization of 
salient local features, extracted from a given 3D object, basing on its associated code-
book. We are compared the performance of the original BF-SIFT method with our 
improvement basing on the top-k result of the retrieval in Shape Benchmark database. 
Experimental results show that our method performs better than BF-SIFT. 
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