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Abstract. This paper addresses the problem of recognizing signs generated by a 
person to guide a robot. The proposed method is based on video color analysis 
of a moving person making signs. The analysis consists of segmentation of the 
middle body, arm and forearm location and recognition of the arm and forearm 
positions. The proposed method was experimentally tested on videos with dif-
ferent target colors and illumination conditions. Quantitative evaluations indi-
cate 97.76% of correct detection of the signs in 1807 frames. 
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1 Introduction 

Human – Robot interaction (HRI) is an ongoing area that has become increasingly 
important because robots have expanded their presence on human activities. HRI can 
be considered as the interdisciplinary study of the dynamic interaction among humans 
and robots [1]. HRI involve researches and specialists from different areas like engi-
neering, computer science, social and human sciences, among other [1]. From the 
human-robot relation point of view, the human user may be classified in several  
levels. The higher level corresponds to the specialist followed by skilled workers, 
unskilled workers, handicap, general public and children [2]. Rogers [3] proposes 
another classification for human-robot relation based on three taxonomies: numeric 
relation, spatial relation and authority relation. Still another type of classification is 
based on the human responsibility of the robot functionality [4]. This classification 
involves the following categories: manual control, manual control with intelligent 
assistance, negotiated control and supervised control.  

The HRI relations aforementioned are found in areas like; person-operator interac-
tion, automation, science fiction [3], cooperative work, cognitive science [5], etholo-
gy, emotion and personality. The person-operator relation involves two types of  
classification; man-centered [6] and machine-centered [7]. Cognitive science in robot-
ic is related to the study of how and individual (person/ robot) may acquire informa-
tion or abilities from other individual. A highly inspired work environment based on 
ethology, psychology and cognitive development was built to design motivational 
systems for autonomous robots [8].  

Some tools and techniques used for HRI in these days are; keyboards, touch-
screens, written symbols, sound commands, helmets, gloves, pressure sensors, EEG 
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signals, voice commands, body signs, etc. Most of these techniques have been made 
possible thanks to the evolution of personal computers [9]. From the previous tech-
niques body signs recognition using vision systems is a research area with an increas-
ing interest because it offers a natural and robust interaction. Besides, it provides a 
more human-like communication form. Another advantage of using body signs rec-
ognition by vision systems is that it avoids the use of artificial devices. Some works 
following the previous have been reported in the literature. Horain and Bomb [3] 
present a vision system to detect gestures. Khan et al. [4] developed a stereo vision 
system for face identification and arm gesture detection. Salti et al. [9], proposed an 
algorithm to detect the arms using color skin analysis. Motion detection based on 
human body descriptors is reported by Hsuan et al. ,[6] and Siddiqui and Medioni [7] 
presented an algorithm to detect and track arms, hands and faces based on color face 
detection. 

Research on HRI is a paramount issue considering that currently there not exists a 
robot with a complete autonomous capacity. Therefore, advances on HRI area rely on 
the development of new investigation. The work reported in this paper deals with the 
recognition of human signs generated with arm positions to guide a robot. The work is 
based on video color analysis to detect a person, segmentation of the middle body and 
recognition of arm and forearm positions. After an initialization stage, the output 
elements of the proposed method are used to guide a robot in real time activating its 
hardware mechanisms. The remainder of this paper is structured as follows. Section 2 
establishes the experimental framework. Section 3 describes the middle body detec-
tion and sign recognition methods. Finally Section 4 and 5 analyze the results and 
comments the conclusions of this research. 

2 Experimental Framework 

The data base for experimental analysis consists of 9 videos with persons in front of 
the camera at a distance between 1.5 and 3 meters and using a resolution of 240x320 
pixels.  Six videos were acquired with the Sony Cybershot camera in an environment 
with poor illumination. The other 3 videos were acquired with the webcam Microsoft 
VX-600 in an office environment with good illumination. Figure 1 shows representa-
tive frames of some videos as well as the number of frames in it. It is assumed that in 
each video a person is continuously doing signs. Therefore, there is not absence of the 
person in any video frame. Also, a transition state can be detected during the change 
of one sign to another. This state was considered by default as a stop sign. 

3 Middle Body Detection and Sign Recognition  

The proposed method consists of 4 stages, image preprocessing, middle body segmen-
tation, feature extraction and sign recognition. The first step consists on the location 
of the person’s middle body using color information and Mahalanobis distance [3]. 
Once the middle body is located, the arms and shoulders are detected based on  
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modifications of conditions reported in [4] and [10]. Once the previous body parts are 
detected their relative positions are measured and the sign is determined based on 
these positions. 

 
Video Sample Video Sample Video Sample 

Video 
1 

210 
frames 

 

Video 
3 

233 
frames 

Video 
9 

196 
frames 

Fig. 1. Video data base samples 

3.1 Image Preprocessing 

This initialization stage includes a training step which corresponds to manually indi-
cate to the algorithm a sample of the color region, R, which will be used in the seg-
mentation step. Based on R a binary mask M(x,y) of the same size as the video resolu-
tion is derived from this region                   
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where  p(x,y) denotes a pixel. Figure 2 illustrates this process. Before executing the 
next steps a space color transformation, RGB to HSV, is achieved. 

   

               
a)                                      b)                                        c) 

Fig. 2. Mask generation, a) Original frame, b) Region sample R, c) M(x,y) 

The color pixel values of the HSV planes are extracted from R and stored as follows 
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where nm is the number of pixels in M(x,y). Next, the Mahalanobis distance between 
the frame pixels and the mean of R is computed by 
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where C-1 is the covariance matrix of the pixel in R. Dmh tends to decrease as the im-
age pixels become more alike to the training region R and vice versa. In the distance 
image IDMh(x,y) similar color pixels are mapped to black. 

In order to segment the image IDMh(x,y) must first be binarized. The threshold τ 
used for the binarization is determined as the right minimum value of the Mahalano-
bis histogram distances of the pixels inside R. Applying this threshold to IDMh(x,y) the 
binary image IB(x,y), (5) is obtained, Figure 3. 
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                            a)                                         b)                                    c) 

Fig. 3. a) Original frame, b) Mahalanobis distance, c) Binarization of IDMh(x,y) 

3.2 Middle Body Segmentation 

The segmentation process works with the image IB(x,y) obtained in the preprocessing 
stage. The first operation in this part is to clean up IB(x,y) of possible noisy  regions no 
corresponding to the middle body, and to fill hole regions. Noisy regions are eliminat-
ed using a threshold area of 1250 pixels. This threshold is determined according to the 
visual field of the camera and the distance of the person to the camera as explained in 
Section 3.1. This process is shown in Figure 4. 

  
a)                                        b)                                      c) 

Fig. 4. a) Original frame, b) Binary image, c) Area thresholding 

The resultant binary image of the threshold operation is next processed by the fol-
lowing three morphologic operations: dilation by a disk of radius 3, hole filling and 
opening.  Despite these three operations some videos still showed unwanted regions, 
therefore a new additional process is applied. This process consisted in keeping as 
desirable only the region closer to the center of the image. This was accomplished by 
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measuring the distances of the regions centroids to the center of the view field. Final-
ly, in order to obtain only the region of the middle body a new opening operation is 
performed with a rectangular element of 40 x 20. The complete process is illustrated 
in Figure 5. 

3.3 Arm and Forearm Detection 

Arm detection starts with the shoulder location based on the middle body center of mass. 
The shoulders are considered to be in a specific orientation with respect to the middle 
body center of mass and their distance is proportional to the area of the middle body. 

 

 
                                a)                                        b)                                    c)                                            

Fig. 5. a) Distance to the field of view center calculation, c) Extra region eliminated, d) Detec-
tion of the middle body 

Main body points used for body analysis are the ones described in [11]. In this 
work, only the body upper points are used, shoulders, elbow and wrist. The informa-
tion of distance used to determine relative positions of shoulder – elbow and elbow – 
wrist were defined from analysis of 20 frames in each of the 9 videos. In Table 1 a 
summary of the previous distances with respect to the middle body area is presented. 
The shoulder locations using the information of Table 1 is shown in Figure 6. The 
arm is located by a modification of the method proposed in [4]. Instead the proposed 
blocks used in [4], the arm is located by tracing a set of lines with the length defined 
in Table 1. The first step to approximate the arm position is using a line L1 of length 
D2 as shown in Figure 7a. L1 starts in the shoulder oriented to the right to find out the 
right elbow and oriented to the left to find out the left elbow. The search process is 
done by tracing L1 in a range of different angles φ2, from -70o to 90o in steps of 5o, 
this is shown in Figure 7b. 

Table 1. Shoulder, elbow and wrist distances with respect to the middle body area 

Middle body area 
Distance  

Shoulders centroid Shoulder -elbow Elbow- wrist 

>2700 26 25 21 

>2400 24 22 19 

>1500 22 20 17 

<1501 19 17 14 
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Fig. 8. Arm and elbow location 
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Fig. 10. Forearm and wrist location 
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3.4 Benchmark Signs for Recognition 

Five different signs, taken from the works reported in [8] and [12], were considered 
for recognition: forward, back, stop, right and left. The definitions of the five signs 
are presented in Table 2. The signs are determined by the angles of the arm and fo-
rearm, where φ2d , φ2i , φ1d and φ1i  are the angles with respect the horizontal of the 
right arm, left arm, right forearm and left forearm respectively.  

Table 2. Sign definition 
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4 Experimental Results 

The proposed method was implemented in MATLAB running in a personal computer 
with CORE 2 DUO E4 400 processor at 2 GHz and Windows XP 32 bits. Figure 11 
illustrates several cases including the different steps of the method: segmentation, 
centroid and shoulder location, forearm location and sign recognition. The perfor-
mance of the method was computed by the analysis of 1807 frames. Also, in Figure 
11 some results with respect the arms and forearms detection as well as the sign rec-
ognition is shown. It is considered that there is a sign present in each frame. The per-
centage value corresponds to hits conditions (good recognition). The complement of 
the percentage value is the miss rate (failure recognition). When a frame contains a 
transition state, that is, a body position in transition from one sign to another is also 
considered as a stop sign. Results shown in Table 3 correspond to the numerical per-
formance of the method; they indicate a good sign recognition performance consider-
ing the wide variety of scene conditions present in the video. Regarding the 
processing time, the average time was 0.0645 seconds per frame with a maximum of 
0.1 seconds and a minimum of 0.058 seconds. Considering the average time, the algo-
rithm can do the processing of 15 frames per second which allows real time 
processing in some applications. 



 

       a)                          

Fig. 11. a) Original frame, b) C

Table

 Frames 
  L

Video 1 210 1

Video 2 238 1
Video 3 233 1
Video 4 125 1
Video 5 125 1
Video 6 246 1
Video 7 212 1
Video 8 198 1
Video 9 196 1
Average  1
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     b)                                c)                                d) 

Centroid and arm location, c) Forearm location, d) Sign recognitio

e 3. Performance of the proposed method 

Detection rate 
Left arm Left forearm Right arm Right forearm Sign 

100% 99.52% 100% 99.05% 99.05%

100% 100% 100% 100% 100% 

100% 100% 100% 100% 100% 

100% 100% 100% 100% 100% 

100% 100% 100% 100% 100% 

100% 100% 100% 91.46% 91.46%

100% 100% 100% 100% 100% 

100% 98.48% 100% 95.96% 95.96%

100% 96.94% 98.4% 96.43% 93.37%

100% 99.44%    99.83% 98.10% 97.76%
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5 Conclusions 

The paper presented a new approach for human sign recognition based on color video 
analysis and arm and forearm location. Accordingly to the presented results, the me-
thod turned to be efficient with respect to the computation time performance as well 
as with its capability for recognition. The proposed method was implemented to guide 
a mobile robot with acceptable results in real time.  
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