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Abstract. Regular expressions are widely used, but they are inherently hard to
understand and (re)use, which is primarily due to the lack of abstraction mecha-
nisms that causes regular expressions to grow large very quickly. The problems
with understandability and usability are further compounded by the viscosity, re-
dundancy, and terseness of the notation. As a consequence, many different regular
expressions for the same problem are floating around, many of them erroneous,
making it quite difficult to find and use the right regular expression for a particular
problem. Due to the ubiquitous use of regular expressions, the lack of understand-
ability and usability becomes a serious software engineering problem.

In this paper we present a range of independent, complementary representa-
tions that can serve as explanations of regular expressions. We provide methods
to compute those representations, and we describe how these methods and the
constructed explanations can be employed in a variety of usage scenarios. In ad-
dition to aiding understanding, some of the representations can also help identify
faults in regular expressions. Our evaluation shows that our methods are widely
applicable and can thus have a significant impact in improving the practice of
software engineering.

1 Introduction

Regular expressions offer a limited but powerful metalanguage to describe all kinds of
formats, protocols, and other small textual languages. Regular expressions arose in the
context of formal language theory, and a primary use has been as part of scanners in
compilers. However, nowadays their applications extend far beyond those areas. For
example, regular expressions have been used in editors for structured text modifica-
tion [19]. They are used in network protocol analysis [24] and for specifying events
in a distributed system [18]. Regular expressions are used for virus detection using
signature scanning [15], in mining the web [14], and as alternatives types for XML
data [13]. Moreover, there are many uses of regular expressions outside of computer sci-
ence, for example, in sociology (for characterizing events that led to placing of a child
in foster care) [21] or biology (for finding DNA sequences) [16]. In addition to spe-
cific applications, many generic types of information, such as phone numbers or dates,
are often presented and exchanged in specific formats that are described using regular
expressions.

Despite their popularity and simplicity of syntax, regular expressions are not without
problems. There are three major problems with regular expressions that can make their
use quite difficult.
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– Complexity. Regular expressions are often hard to understand because of their terse
syntax and their sheer size.

– Errors. Many regular expressions in repositories and on the web contain faults.
Moreover, these faults are often quite subtle and hard to detect.

– Version Proliferation. Because many different versions of regular expressions are
stored in repositories for one particular purpose, it is in practice quite difficult to
find or select the right one for a specific task.

A major source of these problems is the lack of abstraction in regular expressions, leav-
ing the users no mechanism for reuse of repeated subexpressions. By obscuring the
meaning, this also contributes to the explosion of regular expressions that are just vari-
ations of others, often with errors.

It is easy to see that lack of abstraction causes regular expressions that do anything
non-trivial to grow quite large. We have analyzed all the 2799 regular expressions in
the online regular expression repository at regexplib.com and found that 800 were at
least 100 characters long. Some complex expressions actually exceeded 4000 charac-
ters, and the most complex expressions had more than ten nested levels. It is very hard
for users to look through what essentially are long sequences of punctuation and under-
stand what such an expression does. That this is a real problem for programmers can be
seen, for example, from the fact that the popular website stackoverflow.com has over
2000 questions related to regular expressions. (Of those, 50 were asking for variations
of dates and 100 questions are about how to validate emails with regular expressions.)

As an example consider the following regular expression. It is far from obvious which
strings it is supposed to match. It is even more difficult to tell whether it does so correctly.

<\s*[aA]\s+[hH][rR][eE][fF]=f\s*>\s* <\s*[iI][mM][gG]\s+[sS][rR][cC]

=f\s*>[^<>]*<\s*/[iI][mM][gG]\s*>\s*<\s*/[aA]\s*>

This complexity makes it very hard to understand non-trivial regular expressions
and almost impossible to verify them. Moreover, even simple modifications become
extremely prone to errors.

To address these problems and offer help to users of regular expressions, we have
developed an ensemble of methods to explain regular expressions. These methods reveal
the structure of regular expressions, identify the differences between represented data
and format, and can provide a semantics-based annotation of intent.1 In addition to
aiding users in their understanding, our explanations can also be employed to search
repositories more effectively and to identify bugs in regular expressions.

The rest of the paper is structured as follows. In Section 2 we discuss shortcomings
of regular expressions to reveal the opportunities for an explanation notation. Specif-
ically, we illustrate the problems with complexity and understandability mentioned
above. Based on this analysis we then develop in Section 3 a set of simple, but effective
explanation structures for regular expressions and demonstrate how these can be com-
puted. We present an evaluation of our work in Section 4 with examples taken from a
public repository. Finally, we discuss related work in Section 5 and present conclusions
in Section 6.

1 A first explanation of the above example is given in Figure 1, and a more comprehensive
explanation follows later in Figure 2.

http:\\regexplib.com
http:\\stackoverflow.com
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2 Deficiencies of Regular Expressions

There are many different forms of regular expressions and many extensions to the basic
regular expressions as defined in [12]. Perl regular expressions provide the largest ex-
tension set to the above. However, the extensions offered by Perl go far beyond regular
languages and are very hard to reason about. Therefore, we have chosen the POSIX
regular expression extensions [20] as the basis of our work along with short forms for
character classes, which provide a good coverage of the commonly used regular expres-
sion syntax while still avoiding the complexity of Perl regular expression syntax.2

Some principal weaknesses of the regular expression notation have been described
by Blackwell in [1]. Using the cognitive dimensions framework [2] he identifies, for
example, ill-chosen symbols and terse notation as reasons for the low understandability
of regular expressions. Criticism from a practical perspective comes, for example, from
Jamie Zawinsky, co-founder of Netscape and a well-known, experienced programmer.
He is attributed with the quote “Some people, when confronted with a problem, think:
‘I know, I’ll use regular expressions.’ Now they have two problems.” [11].

In the following we point out some of the major shortcomings of regular expressions.
This will provide input for what explanations of regular expression should accomplish.

(1) Lack of Abstraction. A major deficiency of regular expressions is their lack of an
abstraction mechanism, which causes, in particular, the following problems.

– Scalability. Regular expressions grow quite large very quickly. The sheer size of
some expressions make them almost incomprehensible. The lack of a naming mech-
anism forces users to employ copy-paste to represent the same subexpression at
different places, which impacts the scalability of regular expressions severely.

– Lack of structure. Even verbatim repetitions of subexpressions cannot be factored
out through naming, but have to be copied. Such repetitions are very hard to detect,
but knowledge about such shared structure is an important part of the meaning of
a regular expression. Therefore, regular expressions fail to inform users on a high
level about what their commonalities and variabilities are.

– Redundancy. The repetition of subexpression does not only obscure the structure
and increase the size, it also creates redundancies in the representations, which can
lead to update anomalies when changing regular expressions. This is the source of
many faults in regular expressions and has a huge impact on their maintainability.

– Unclear intent. Both of the previously mentioned problems make it very hard to
infer the intended purpose of a regular expression from its raw syntax. Without
such knowledge it is impossible to judge a regular expression for correctness, which
also makes it hard to decide whether or not to use a particular regular expression.
Moreover, the difficulty of grasping a regular expression’s intent makes it extremely
hard to select among a variety of regular expressions in a repository and find the
right one for a particular purpose.

All these problems directly contribute to a lack of understandability of regular expres-
sions and thus underline the need for explanations. The problem of unclear intent also
points to another major shortcoming of regular expressions.

2 For simplicity we do not consider Unicode.
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(2) Inability to Exploit Domain Knowledge. Abstract conceptual domains are struc-
tured through metaphorical mappings from domains grounded directly in experience [3].
For example, the abstract domain of time gets its relational structure from the more con-
crete domain of space. Children learning arithmetic for the first time commonly rely
on mapping the abstract domain of numbers to their digits [7]. The abstract concepts
are easier to pick up if users are provided with a mapping to a less abstract or more
familiar domain. One of the difficulties with regular expressions is that it is a formal
notation without a close mapping [2] to the domain that the user wants to work with,
which makes it difficult for new users to pick up the notation [1]. Moreover, there is no
clear mental model for the behavior of the expression evaluator.

(3) Role Expressiveness. A role expressive notational system must provide distinctive
visual cues to its users as to the function of its components [2]. Plain regular expressions
have very few beacons to help the user identify the portions of regular expressions that
match the relevant sections of input string. The users typically work around this by using
subexpressions that correspond to major sections in the input, and by using indentation
to indicate roles of subexpressions visually.

(4) Error Proneness. Regular expressions are extremely prone to errors due to the fact
that there is no clear demarcation between the portions of regular expression that are
shared between the alternatives, and those portions that are not, and thus have a higher
contribution towards the variations that can be matched.

In the next section we will address the problems of scalability, unclear structure,
and redundancy through explanation representations that highlight their compositional
structure and can identify common formats.

3 Explanation Representations and Their Computation

The design of our explanation representations is based on the premise that in order to
understand any particular regular expression it is important to identify its structure and
the purpose of its components. Moreover, we exploit the structures of the domain that a
particular regular expression covers by providing semantics-based explanations that can
carry many syntactic constraints in a succinct, high-level manner. Two other explanation
structures that are obtained through a generalization process are briefly described in the
Appendix.

3.1 Structural Analysis and Decomposition

Large regular expressions are composed of smaller subexpressions, which are often very
similar to each other. By automatically identifying and abstracting common subexpres-
sions, we can create a representation that directly reveals commonalities. Our method is
a variation of a rather standard algorithm for factoring common subexpressions. We il-
lustrate it with the example given in the introduction. We begin by grouping maximally
contiguous sequences of characters that do not contain bracketed expressions such as
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(· · ·), [· · ·] or | into bracketed expressions. This step is not necessary if the expression
does not contain |. It preserves the meaning of the regular expression because brackets
by themselves do not change the meaning of a regular expression.

For example, here are the first several subsequences identified in that way for the
introductory example (each separated by white space).

<\s* [aA] \s+ [hH] [rR] [eE] [fF] =f\s*>\s*<\s* [iI] [mM] [gG]

\s+ [sS] [rR] [cC] =f\s*> [^<>]* . . .

This step essentially amounts to a tokenization of the regular expression character
stream.

The next step is to introduce names for sequences (not containing space specifica-
tions) that are recognized as common entities that appear more than once in the expres-
sion.

In the extraction of subexpressions we make use of a number of heuristics for gen-
erating names for the subexpressions since the choice of names has a big influence on
the understandability of the decomposed expression [4, 8]. For example, a plain name
represents the regular expression that matches the name, such as img = img. Since many
applications of regular expressions involve the description of keywords whose capital-
ization does not matter, we also use the convention that underlined names represent
regular expressions that match any capitalization of that name, such as a = [aA] or img
= [iI][mM][gG].

In the example, common expressions are expressions that represent upper- or lower-
case characters, such as [aA], which will therefore be replaced by their names. After
this replacement, the token sequence for our example looks as follows.

<\s* a \s+ h r e f =f\s*>\s*<\s* i m g \s+ s r c =f\s*> [^<>]* . . .

This grouping process can now be iterated until no more groups can be identified for
naming. In the example we identify several new names as follows.

<\s* a \s+ href =f\s*>\s*<\s* img \s+ src =f\s*> [^<>]* . . .

The advantage of the described naming conventions is that they provide an implicit nam-
ing mechanism that simplifies regular expressions without introducing any overhead.

Another naming strategy is to generate names from equivalent POSIX character class
names, such as alpha = [a-zA-Z], alphas = alpha*, digit = [0−9], and digits = digit*.
In the case of sequence of one or more matches, we capitalize the word, that is, Alphas=
alpha+ and Digits = digit+. We also replace sequences that are identified as matching
a continuous sequence of numbers with a range notation. For example, [0 .. 12] =
[0-9]|1[0-2] and [00 .. 99]= [0-9][0-9].

Finally, we also use the convention that a blank matches \s*, that is, a sequence of
zero or more spaces, and that a boxed space � matches \s+, that is, a sequence of one
or more spaces. Redundant brackets that do not enclose more than one group are also
removed in this step. Applying some of these simplifications, we finally obtain for our
example expression the decomposition shown in Figure 1.
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< a�href =f > < img�src=f >[^<>]*< /img > < /a >

Fig. 1. Decomposition for the embedded image regular expression

This representation makes it much clearer what the original regular expression does,
namely matching an image tag embedded in a link that matches the same file name f.
This is a common pattern frequently used in programs and scripts that scan web pages
for pictures and download the image files.

Our decomposition method can also identify parameterized names for subexpres-
sions that are variations of one another. Although, this technique can further reduce
redundancy, it also makes explanations more complex since it requires understanding
of parameterized names (which are basically functions) and their instantiation (or ap-
plication). Since it is not clear at this point whether the gained abstraction warrants the
costs in terms of complexity, we ignore this feature in this paper.

Although the overall structure of regular expressions is revealed through decomposi-
tion, the approach described so far is only partially satisfying. In particular, the different
functions of format and data expressions are not yet distinguished, and opportunities for
semantic grouping have not been exploited yet. We will address these two issues next.

3.2 Format Analysis

Most non-trivial regular expressions use punctuation and other symbols as separators
for different parts of the expression. For example, dates and phone numbers are often
presented using dashes, or parts of URLs are given by names separated by periods. We
call such a fixed (sub)sequence of characters that is part of any string described by a
regular expression a format. Since all strings contain the format, it does not add anything
to the represented information. Correspondingly, we call the variable part of a regular
expression its data part.

By definition the individual strings of a format must be maximal, that is, in the origi-
nal regular expression there will always be an occurrence of a (potentially empty) data
string between two format strings. The situation at the beginning and end of a format is
flexible, that is, a format might or might not start or end the regular expression.

A format can thus be represented as an alternating sequence of format strings inter-
spersed with a wildcard symbol “•” that stands for data strings. For example, possible
formats for dates are •-•-• and •/•/•, and the format for our embedded image tag ex-
pression is the pattern <•=f><•=f>•</•></•>. The wildcard symbol matches any num-
ber of characters so long as they are not part of the format. This notion of a format can
be slightly generalized to accommodate alternative punctuation styles, as in the case for
dates. Thus a regular expression can have, in general, a set of alternative formats. Note
that because there is no overlap between the format and data strings, identifying the
format also helps with the structuring of the data.

The computation of formats can be described using a simple recursive definition of a
function format, which computes for a given regular expression e a set of formats. The
function is defined by case analysis of the structure of e. A single constant c is itself
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a format, and the format for a concatenation of two expressions e · e′ is obtained by
concatenating the formats from both expressions (successive • symbols are merged into
one). We cannot derive a format in the above defined sense from a repetition expression
since it cannot yield, even in principle, a constant string.3 The formats of an alternation
e|e′ are obtained by merging the formats of both alternatives, which, if they are “similar
enough”, preserves both formats, or results in no identification of a format (that is, •)
otherwise.

format(c) = {c}
format(e · e′) = { f · f ′ | f ∈ format(e)∧ f ′ ∈ format(e′)}
format(e|e′) = ∪ f∈format(e), f ′∈format(e′)align( f , f ′)

format(e∗) = •

Two formats are similar when they can be aligned in a way so that the positions of
the wild-cards and the fixed strings align in both expressions. If this is the case, the
function align will return both formats as result, otherwise it will return a wildcard. For
example, the formats f = •-•-• and f ′ = •/•/• are similar in this sense, and we have
align( f , f ′) = {•/•/•,•-•-•}.

3.3 User-Directed Intent Analysis

Our analysis of repositories revealed that many regular expressions have subexpres-
sions in common. Sometimes they share exact copies of the same subexpression, while
sometimes the expressions are very similar.

This indicates that there is a huge need, and also an opportunity, for the reuse of
regular expressions. Specifically, the commonality can be exploited in two ways. First,
if someone wants to create a new regular expression for a specific application, it is
likely that some parts of that expression exist already as a subexpression in a repository.
The problem is how to find them. If the names used in the decompositions produced
as part of our explanations were descriptive enough, then these domain-specific names
could be used to search or browse repositories. This will work increasingly well over
the middle and long run, when explanations with descriptive names have found their
way into existing repositories.

The purpose of user-directed intent analysis is to provide explanations with more
descriptive names, which aids the understanding of the regular expression itself, but
can also be exploited for searching repositories as described. As an example, consider
the following regular expression for dates.

(((0[13578]|[13578]|1[02])/([1-9]|[1-2][0-9]|3[01]))|((0[469]|[469]|11)

/([1-9]|[1-2][0-9]|30))|((2|02)-([1-9]|[1-2][0-9])))/[0-9]{4}

3 Although we have considered the notion of repetition formats, we did not include them since
they would have complicated the format identification process considerably. On the other hand,
our analysis presented in Section 4 seems to indicate that the lack of repetition formats can
limit the applicability of format analysis.
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The fact that it describes dates is not inherent in the regular expression itself. How-
ever, once we are given this piece of information, we try to match its subexpres-
sions to annotated date (sub)expressions in the repository. In this case, we find that
0[13578]|[13578]|1[02] is used to describe months that have 31 days. At this point,
this is just a guess, which can be communicated to the user. Once the user confirms the
interpretation, this information can be exploited for an explanation.

Specifically, we can apply decomposition with a name that reflects this information.
Moreover, we can suggest potential improvements to the expression. For example, in
this case we can suggest to replace the first two alternatives 0[13578]|[13578] by an
optional prefix, that is, by 0?[13578]. If we continue the interpretation, we can identify
two other components, months with 30 days and February, the month with 29 days.
Accepting all suggested interpretations, decomposition will thus produce the following
explanation.

((month-with-31-days/31-days)| (month-with-30-days/30-days)| (february/29-days))/year
where

month-with-31-days = 0?[13578]|1[02]

month-with-30-days = 0?[469]|11

february = 2|02

31-days = [1 ... 31]

30-days = [1 ... 30]

29-days = [1 ... 29]

year = [0-9]{4}

From our analysis of online repositories and discussion sites of regular expressions we
found that the majority of regular expressions that are actively used and that users ask
about are taken from 30 or so categories, which shows that with limited annotation effort
one can have a big impact by providing improved regular expression decomposition
using intention analysis.

3.4 Combined Explanations

The different explanation representations explored so far serve different purposes and
each help explain a different aspect of a regular expression. Ultimately, all the different
representations should work together to provide maximal explanatory benefit. To some
degree this cooperation between the explanations is a question of GUI design, which is
beyond the scope of the current paper.

We therefore employ here the simple strategy of listing the different explanations
together with the regular expression to be explained. We add one additional represen-
tational feature, namely the color coding of identified subexpressions. This enhances
the explanation since it allows us to link subexpressions and their definitions to their
occurrence in the original regular expression. As an example, consider the explanation
of the embedded image regular expression shown in Figure 2.

For coloring nested definitions, we employ a simple visualization rule with prefer-
ence to the containing color. This leaves us with non-nested colors. This rule can be
seen in action in Figure 3 where the occurrence of the subexpression 29-days as part
of the expressions representing 30-days and 31-days is not color coded in the original
regular expression.
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�REGULAR EXPRESSION

<\s*[aA]\s+[hH][rR][eE][fF]=f\s*>\s*<\s*[iI][mM][gG]\s+[sS][rR][cC]=f\s*>

[^<>]*<\s*/[iI][mM][gG]\s*>\s*<\s*/[aA]\s*>

�STRUCTURE

< a�href=f > < img�src=f >[^<>]*< /img > < /a >

�FORMAT(S)

<•=f><•=f>•</•></•>

Fig. 2. Combined explanation for the embedded image regular expression

4 Evaluation

We have evaluated our proposed regular expression explanations in two different ways.
First, we analyzed the explanation notation using the cognitive dimensions framework
[2]. The results are presented in Section 4.1. Then in Section 4.2, we show the result of
analyzing the applicability of our approach using the regexplib.com repository.

4.1 Evaluating the Explanation Notation Using Cognitive Dimensions

Cognitive Dimensions [2] provide a common vocabulary and framework for evaluat-
ing notations and environments. The explanation notation was designed to avoid the
problems that the original regular expression notation causes in terms of usability and
understandability. The cognitive dimensions provide a systematic way of judging that
effort. Here we discuss a few of the cognitive dimensions that immediately affect the
explanation notation.

Viscosity. The concept of viscosity measures the resistance to change that often results
from redundancy in the notation. High viscosity means that the notation is not support-
ive of changes and maintenance.

While regular expressions score very high in terms of viscosity, our explanation
structures for regular expressions have low viscosity since the abstraction provided by
naming and decomposition allows redundancy to be safely eliminated. Moreover, the
automatic decomposition identifies and removes duplicates in regular expressions. For
example, consider an extension of the regular expression for dates, shown in Figure 3,
that uses either / or - as a separation character. Using raw regular expressions, we need
to duplicate the entire expression, and add it as an alternative at the top level. In con-
trast, the explanation representation can safely factor out the commonality and avoid
the redundancy.

http:\\regexplib.com
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�REGULAR EXPRESSION

((((0[13578]|[13578]|1[02])/([1-9]|[0-2][0-9]|3[01]))|((0[469]|[469]|11)/

([1-9]|[0-2][0-9]|30))|((2|02)/([1-9]|[0-2][0-9])))/[0-9]{4}

�STRUCTURE

((month-with-31-days/31-days)|(month-with-30-days/30-days)|(february/29-days))/year
where

month-with-31-days = 0?[13578]|1[02]

month-with-30-days = 0?[469]|11

february = 2|02

31-days = [1 .. 31]

30-days = [1 .. 30]

29-days = [1 .. 29]

year = [0-9]{4}

�FORMAT(S)

•/•/•

Fig. 3. Combined explanation for the date expression

Closeness of Mapping. Any notation talks about objects in some domain. How closely
the notation is aligned to the domain is measured in the dimension called closeness of
mapping. Usually, the closer the notation to the domain is, the better since the notation
then better reflects the objects and structures it talks about.

In principle, regular expressions are a notation for a rather abstract domain of strings,
so considering closeness of mapping might not seem very fruitful. However, since in
many cases regular expressions are employed to represent strings from a specific do-
main, the question actually does matter. Our notation achieves domain closeness in two
ways. First, intent analysis provides, in consultation with the user, names for subexpres-
sions that are taken from the domain and thus establish a close mapping that supports
the explanatory value of the regular expression’s decomposition. While this obviously
can be of help to other users of the expression, this might also benefit the user who
adds the names in the decomposition in gaining a better understanding by moving the
expression’s explanation closer to the domain. Second, explanations employ a specific
notation for numeric ranges that is widely used and can thus be assumed to be easily
understood. Again, Figure 3 provides an example where the ranges and their names
for 30 days, 31 days, and 29 days are closer to the intended list of numbers than the
corresponding original parts of the regular expressions.

Role Expressiveness. This dimension tries to measure how obvious the role of a com-
ponent is in the solution as a whole. In our explanation notation the formats produced by
format analysis separate the fixed strings from the data part, which directly points to the
roles of the format strings. The format also identifies more clearly a sequence of match-
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Table 1. Regular expression in different domains in the regexplib.com repository

Type Selected Type Selected
Email 38 URI 74
Numbers 107 Strings 91
Dates and Times 134 Address and Phone 104
Markup or code 63 Miscellaneous 173

ings, which supports a procedural view of the underlying expression. Moreover, roles
of subexpressions are exposed by structure analysis and decomposition techniques.

4.2 Applicability of Explanations

We have evaluated the potential reach and benefits of our methods through the following
research questions.

RQ1: Is the method of systematic hierarchical decomposition applicable to a signifi-
cant number of regular expressions?

RQ2: How effective is our method of computing formats?
RQ3: Can we accurately identify the intended meanings of subexpressions in a regular

expression given the context of the regular expression?
RQ4: How well does error detection work? In particular, can we identify inclusion

errors for the regular expressions in real-world expressions?

The fourth research question came up during our work on RQ3. We noticed subtle
differences in similar regular expressions and suspected that these were responsible for
inaccuracies. We have developed a method of regular expression generalization that
generates candidates of compatible regular expressions that can then be inspected for
inclusion/exclusion errors, that is, strings that are incorrectly accepted/rejected by a
regular expression.

Setup. The publicly available online regular expression repository at regexplib.com
was used for all our evaluations. This repository contains a total of 2799 user-supplied
regular expressions for a variety of matching tasks. For our evaluations we manually
eliminated eight syntactically invalid regular expressions as well as 18 expressions that
were longer than 1000 characters to simplify our inspection and manual annotation
work, leaving a total of 2773 regular expressions for analysis. Of these, 800 have been
assigned to different domains. The total numbers of regular expressions in each domain
are given in Table 1.

Test Results. For the evaluation of the first research question, we identified the subex-
pressions using our decomposition algorithm. For each expression we recorded the
number of its (non-trivial)4 subexpressions and averaged these numbers over regular
expressions of similar length. That is, average was taken over intervals of 100 charac-
ters each. These are given by the long bars in Figure 4 on the left. The short bars show
the averaged number of common subexpressions (that is, subexpression that occurred
at least twice).

4 A basic subexpressions was identified as the longest sequence of tokens that does not contain
another group or subexpression.

http:\\regexplib.com
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100 1 8

200 2 15

300 5 22

400 11 33

500 12 35

600 12 48

700 12 31

800 12 35

900 4 15

1000 7 25

(a) Frequency of subexpressions

100 1

200 1.7

300 4

400 3.5

500 6.2

(b) Degree of sharing

Fig. 4. Subexpression and Sharing Statistics. There was almost no sharing in expressions that are
longer than 500 characters.

Considering one category in more detail, of the 134 regular expressions in the date-
time category, 103 contained subexpressions. The maximum number of subexpressions
was 11, and on average each expression contained about 3.25 subexpressions. The max-
imum number of nesting levels was 10, and on average expressions had 4 levels of
nesting. The numbers in the other categories are very similar. We also determined the
degree of sharing, that is, the number of times each identified subexpression occurred in
the regular expression. The average degree of sharing, again averaged over expressions
within a certain length range, is shown in Figure 4 on the right.

The most repeated single subexpression occurred 21 times. The total number of re-
peated subexpressions per regular expression was on average 3.9, the regular expression
that contained the most repetitions had 42 repeated subexpressions. These numbers
show that (1) there is quite a variety in number and repetitions of subexpressions, and
(2) that decomposition has much structure to reveal and is widely applicable.

Table 2. Analysis Applicability

Property Found (Total)
Formats 55 (100)
Intentions 440 (1513)
Inclusion errors 39 (280)

Since the evaluations of the second, third, and fourth
research questions all required manual verification, we
had to limit the scope of the considered regular expres-
sions. For the second research question we used a ran-
domized sample of 100 regular expressions selected
from the complete repository. Format analysis was able
to identify formats for 55 of those. The results are also
shown in Table 2. We would have expected a larger number of formats. We suspect the
rather low number is due to our ignoring repetition formats. A follow-up study should
investigate how many more formats can be identified by using repetition formats.

For the evaluation of the third research question, we chose all of the 134 regular
expressions from the date-time category. We applied our algorithm to identify the intent
of each of the 1513 subexpressions that were contained in the 134 expressions. We
could identify 440 subexpressions as having a specific intent. These results are also
shown in Table 2. We believe that this number is quite encouraging and demonstrates
that intent analysis can be widely applicable.

With regard to the fourth research question, we chose a randomized sample of 100
regular expressions from the date-time category. These regular expressions contained
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280 subexpressions that we could identify from the context. We could detect 39 inclu-
sion errors in these samples, but no exclusion errors. These results are summarized in
Table 2. We believe that finding 39 (potential) faults in 134 regular expressions as a
by-product of an explanation is an interesting aspect. Some of these are false positives
since the intent provided by our analysis might be overly restrictive and not what the
creator of the regular expression under consideration had in mind. Still, warnings about
even only potential faults make users think carefully about what regular expression they
are looking for, and they can thus further the understanding of the domain and its regular
expressions.

4.3 Threats to Validity

The limited sample size may skew our results if the samples are not representative. An-
other threat to the validity is that the website regexplib.commay not be representative.
A different threat to our research findings could be in our estimation of effectiveness of
our techniques using cognitive dimensions framework rather than a user study.

5 Related Work

The problems of regular expressions have prompted a variety of responses, ranging from
tools to support the work with regular expressions to alternative language proposals.

Prominent among tools are debuggers, such as the Perl built-in regular expression
debugger and regex buddy (see regexbuddy.com). The Perl debugger creates a listing
of all actions that the Perl matching engine takes. However, this listing can become
quite large even for fairly small expressions. Regex buddy provides a visual tool that
highlights the current match. There are also many tools that show subexpressions in
a regular expression. The best known is rework [23], which shows the regular expres-
sion as a tree of subexpressions. However, it does not support naming or abstraction of
common subexpressions. Several tools, such as Graphrex [6] and RegExpert [5], allow
the visualization of regular expressions as a DF. All these approaches share the same
limitations with respect to providing high-level explanations. Specifically, while these
approaches help users understand why a particular string did or did not match, they do
not provide any explanations for what the general structure of the regular expression is
and what kind of strings the regular expression will match in general.

In the following we discuss a few alternatives that have been proposed to regular
expressions.

Topes provides a system that allows a user to specify a format graphically without
learning an arcane notation such as regular expressions [22]. The system internally con-
verts specifications to augmented context-free grammars, and a parser provides a graded
response to the validity of any string with respect to an expected format. The system
also allows programmers to define “soft” constraints, which are often, but not necessar-
ily always true. These constraints help in generating graded responses to possibly valid
data that do not conform to the format.

Blackwell proposes a visual language to enter regular expressions [1]. It also pro-
vides a facility to learn regular expressions from given data (programming by example).

http:\\regexbuddy.com
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The system does provide multiple graphical notations for representing regular expres-
sions. However, it is not clear how well this notation will scale when used for more
complex regular expressions.

Lightweight structured text processing is an approach toward specifying the struc-
ture of text documents by providing a pattern language for text constraints. Used in-
teractively, the structure of text is defined using multiple relationships [17]. The text
constraint language uses a novel representation of selected text as collections of rect-
angles or region intervals. It uses an algebra over sets of regions where operators take
region sets as arguments and generate region sets as result.

While most of these (and other) approaches arguably provide significant improve-
ments over regular expressions, the fact that regular expressions are a de facto standard
means that these tools will be used in only specific cases and that they do not obviate
the need for a general explanation mechanism.

We have previously investigated the notion of explainability as a design criterion
for languages in [9]. This was based on a visual language for expressing strategies
in game theory. A major guiding principle for the design of the visual notation was
the traceabilty of results. A different, but related form of tracing was also used in the
explanation language for probabilistic reasoning problems [10].

Since regular expressions already exist, we have to design our explanation structures
as extensions to the existing notation. This is what we have done in this paper. In par-
ticular, we have focused on structures that help to overcome the most serious problems
of regular expressions—the lack of abstraction and structuring mechanisms. In future
work we will investigate how the notion of traceability in the context of string matching
can be integrated into our set of explanation structures.

6 Conclusions

We have identified several representations that can serve as explanations for regular
expressions together with algorithms to automatically (or semi-automatically in the case
of intention analysis) produce these representations for given regular expressions.

By comparing raw regular expressions with the annotated versions that contain de-
composition structures, formats, and intentional interpretations, it is obvious—even
without a user study—that our methods improve the understanding of regular expres-
sions. The use of the developed explanation structures is not limited to explain in-
dividual regular expression. They can also help with finding regular expressions in
repositories and identifying errors in regular expressions. This demonstrates that expla-
nation structures are not simply “comments” that one might look at if needed (although
even that alone would be a worthwhile use), but that they can play an active role in sev-
eral different ways to support the work with regular expressions. Our evaluation shows
that the methods are widely applicable in practice.

The limitations of regular expressions have prompted several designs for improved
languages. However, it does not seem that they will be replaced with a new representa-
tion anytime soon. Therefore, since regular expressions are here to stay, any support that
can help with their use and maintenance should be welcome. The explanation structures
and algorithms developed in this paper are a contribution to this end.
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