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#### Abstract

In this paper, we provide a matrix-analytic solution for randomized load balancing models (also known as supermarket models) with phase-type ( PH ) service times. Generalizing the service times to the phase-type distribution makes analysis of the supermarket models more difficult and challenging than that of the exponential service time case which has been extensively discussed in the literature. We describe the supermarket model as a system of differential vector equations, provide a doubly exponential solution to the fixed point of the system of differential vector equations, and analyze the exponential convergence of the current location of the supermarket model to its fixed point.


## 1 Introduction

In the past few years, a number of companies (e.g., Amazon, Google and Microsoft) are offering the cloud computing service to enterprises, and many content publishers and application service providers are increasingly using Data Centers to host their services. This emerging computing paradigm allows service providers and enterprises to concentrate on developing and providing the own services/goods without worrying about computing system maintenance or upgrade, and thereby significantly reduce their operating cost. For companies that offer cloud computing service in the data centers, they can take advantage of the variation of computing workloads from these customers and achieve the computational multiplexing gain. One of the important technical challenges that they have to address is how to utilize these computing resources in the data centers efficiently since many of these servers can be used. There is a growing interest to examine simple and robust load balancing strategies to efficiently utilize the computing resource of the server farms.

Randomized load balancing is a simple and effective mechanism to fairly utilize computing resources. It can deliver surprisingly good performance measures such as reducing collisions, waiting times and backlogs. In a supermarket model, each arriving job randomly picks a small subset of servers and examines their instantaneous workload, and the job is routed to the least loaded server. When

[^0]a job is committed to a server, jockeying is not allowed and each server uses the first-come-first-service (FCFS) discipline to process all jobs, e.g., see Mitzenmacher [7]. For the supermarket models, most of recent research applied density dependent jump Markov processes to deal with the simple case with Poisson arrival processes and exponential service times, and illustrated that there exists a fixed point which decreases doubly exponentially. Readers may refer to, such as, a simple supermarket model by [714]; simple variations by [8|11|4; load information by [210]; fast Jackson network by Martin and Suhov [61512]; and general service times by Bramson, Lu and Prabhakar [1]. When the arrival processes or the service times are more general, the available results of the supermarket models are few up to now. The purpose of this paper is to provide a novel approach for studying a supermarket model with PH service times, and show that the fixed point decreases doubly exponentially. Also, the PH approximation of order 2 gains new numerical insights on practical applications of the general service times to supermarket models.

The remainder of this paper is organized as follows. In the next section, we describe the supermarket model with the PH service times as a system of differential vector equations based on density dependent jump Markov processes. In Section 3, we set up a system of nonlinear equations satisfied by the fixed point, provide a doubly exponential solution to the system of nonlinear equations, and compute the expected sojourn time of a tagged arriving customer. In Section 4, we study exponential convergence of the current location of the supermarket model to its fixed point.

## 2 Supermarket Model

In this section, we describe a supermarket model with a Poisson arrival process and PH service times as a system of differential vector equations based on density dependent jump Markov processes.

Let us formally describe the supermarket model, which is abstracted as a multi-server multi-queue stochastic system. Customers arrive at a queueing system of $n>1$ servers as a Poisson process with arrival rate $n \lambda$ for $\lambda>0$. The service time of each customer is of phase type with irreducible representation $(\alpha, T)$ of order $m$. Each arriving customer chooses $d \geq 1$ servers independently and uniformly at random from the $n$ servers, and waits for service at the server which currently contains the fewest number of customers. If there is a tie, servers with the fewest number of customers will be chosen randomly. All customers in every server will be served in the FCFS manner. Please see Figure 1 for an illustration of the supermarket model.

For the supermarket models, the PH distribution allows us to model more realistic systems and understand their performance implication under the randomized load balancing strategy. As indicated in [3], the process lifetime of many parallel jobs, in particular, jobs to the data centers, tends to be non-exponential. For the PH service time distribution, we use the following irreducible representation: $(\alpha, T)$ of order $m$, the row vector $\alpha$ is a probability vector whose $j$ th entry is the probability that a service begins in phase $j$ for $1 \leq j \leq m ; T$ is an


Fig. 1. The supermarket model: each customer can probe the loading of $d$ servers
$m \times m$ matrix whose $(i, j)^{t h}$ entry is denoted by $t_{i, j}$ with $t_{i, i}<0$ for $1 \leq i \leq m$, and $t_{i, j} \geq 0$ for $1 \leq i, j \leq m$ and $i \neq j$. Let $T^{0}=-T e \nsupseteq 0$, where $e$ is a column vector of ones with a suitable dimension in the context. The expected service time is given by $1 / \mu=-\alpha T^{-1} e$. Unless we state otherwise, we assume that all the random variables defined above are independent, and that the system is operating in the stable region $\rho=\lambda / \mu<1$.

We define $n_{k}^{(i)}(t)$ as the number of queues with at least $k$ customers and the PH service time in phase $i$ at time $t \geq 0$. Clearly, $0 \leq n_{k}^{(i)}(t) \leq n$ for $k \geq 1$ and $1 \leq i \leq m$. Let

$$
X_{n}^{(0)}(t)=\frac{n}{n}=1
$$

and $k \geq 1$

$$
X_{n}^{(k, i)}(t)=\frac{n_{k}^{(i)}(t)}{n}
$$

which is the fraction of queues with at least $k$ customers and the service time in phase $i$ at time $t \geq 0$. We write

$$
\begin{gathered}
X_{n}^{(k)}(t)=\left(X_{n}^{(k, 1)}(t), X_{n}^{(k, 2)}(t), \ldots, X_{n}^{(k, m)}(t)\right), \quad k \geq 1, \\
X_{n}(t)=\left(X_{n}^{(0)}(t), X_{n}^{(1)}(t), X_{n}^{(2)}(t), \ldots\right) .
\end{gathered}
$$

The state of the supermarket model may be described by the vector $X_{n}(t)$ for $t \geq 0$. Since the arrival process to the queueing system is Poisson and the service time of each server is of phase type, the stochastic process $\left\{X_{n}(t), t \geq 0\right\}$ is a Markov process whose state space is given by

$$
\Omega_{n}=\left\{\left(g_{n}^{(0)}, g_{n}^{(1)},, g_{n}^{(2)} \ldots\right): g_{n}^{(0)}=1, g_{n}^{(k)} \geq g_{n}^{(k+1)} \geq 0\right.
$$

and $n g_{n}^{(k)}$ is a vector of nonnegative integers for $\left.k \geq 1\right\}$.
Let

$$
s_{0}(n, t)=E\left[X_{n}^{(0)}(t)\right]
$$

and $k \geq 1$

$$
s_{k}^{(i)}(n, t)=E\left[X_{n}^{(k, i)}(t)\right] .
$$

Clearly, $s_{0}(n, t)=1$. We write

$$
S_{k}(n, t)=\left(s_{k}^{(1)}(n, t), s_{k}^{(2)}(n, t), \ldots, s_{k}^{(m)}(n, t)\right), \quad k \geq 1
$$

As shown in Martin and Suhov [6] and Luczak and McDiarmid 4], the Markov process $\left\{X_{n}(t), t \geq 0\right\}$ is asymptotically deterministic as $n \rightarrow \infty$, this is due to the fact that from a block-structured point of view, the PH distribution can keep many excellent properties of the exponential distribution. Thus $\lim _{n \rightarrow \infty} E\left[X_{n}^{(0)}(t)\right]$ and $\lim _{n \rightarrow \infty} E\left[X_{n}^{(k, i)}\right]$ always exist by means of the law of large numbers. Based on this, we write

$$
S_{0}(t)=\lim _{n \rightarrow \infty} s_{0}(n, t)=1,
$$

for $k \geq 1$

$$
\begin{gathered}
s_{k}^{(i)}(t)=\lim _{n \rightarrow \infty} s_{k}^{(i)}(n, t), \\
S_{k}(t)=\left(s_{k}^{(1)}(t), s_{k}^{(2)}(t), \ldots, s_{k}^{(m)}(t)\right)
\end{gathered}
$$

and

$$
S(t)=\left(S_{0}(t), S_{1}(t), S_{2}(t), \ldots\right)
$$

Let $X(t)=\lim _{n \rightarrow \infty} X_{n}(t)$. Then it is easy to see from the Poisson arrivals and the PH service times that $\{X(t), t \geq 0\}$ is also a Markov process whose state space is given by

$$
\Omega=\left\{\left(g^{(0)}, g^{(1)}, g^{(2)}, \ldots\right): g^{(0)}=1, g^{(k)} \geq g^{(k+1)} \geq 0 \text { for } k \geq 1\right\}
$$

If the initial distribution of the Markov process $\left\{X_{n}(t), t \geq 0\right\}$ approaches the Dirac delta-measure concentrated at a point $g \in \Omega$, then its steady-state distribution is concentrated in the limit on the trajectory $S_{g}=\{S(t): t \geq 0\}$. This indicates a law of large numbers for the time evolution of the fraction of queues of different lengths. Furthermore, the Markov process $\left\{X_{n}(t), t \geq 0\right\}$ converges weakly to the fraction vector $S(t)=\left(S_{0}(t), S_{1}(t), S_{2}(t), \ldots\right)$, or for a sufficiently small $\varepsilon>0$,

$$
\lim _{n \rightarrow \infty} P\left\{\left\|X_{n}(t)-S(t)\right\| \geq \varepsilon\right\}=0
$$

where $\|a\|$ is the $L_{\infty}$-norm of vector $a$.
In what follows we provide a system of differential vector equations in order to determine fraction vector $S(t)$. To that end, we introduce the Hadamard Product of two matrices $A=\left(a_{i, j}\right)$ and $B=\left(b_{i, j}\right)$ as follows:

$$
A \odot B=\left(a_{i, j} b_{i, j}\right)
$$

Specifically, for $k \geq 2$ we have

$$
A^{\odot k}=\underbrace{A \odot A \odot \cdots \odot A}_{k \text { matrix } A} .
$$

To determine the fraction vector $S(t)$, we need to set up a system of differential vector equations satisfied by $S(t)$. To that end, we provide a heuristic description in terms of a concrete example, and indicate how to derive the differential vector equations.

In the supermarket model with $n$ servers, we determine the expected change in the number of queues with at least $k$ customers over a small time period of length $\mathrm{d} t$. The probability vector that during the time period $[0, \mathrm{~d} t)$, any arriving customer joins a queue with $k-1$ customers is given by

$$
n\left[\lambda S_{k-1}^{\odot d}(n, t)-\lambda S_{k}^{\odot d}(n, t)\right] \mathrm{d} t
$$

Similarly, the probability vector that during the time period $[0, \mathrm{~d} t)$, a customer leaves a server queued by $k$ customers is given by

$$
n\left[S_{k}(n, t) T+S_{k+1}(n, t) T^{0} \alpha\right] \mathrm{d} t
$$

Therefore we can obtain

$$
\begin{aligned}
\mathrm{d} E\left[n_{k}(n, t)\right]= & n\left[\lambda S_{k-1}^{\odot d}(n, t)-\lambda S_{k}^{\odot d}(n, t)\right] \mathrm{d} t \\
& +n\left[S_{k}(n, t) T+S_{k+1}(n, t) T^{0} \alpha\right] \mathrm{d} t
\end{aligned}
$$

which leads to

$$
\begin{equation*}
\frac{\mathrm{d} S_{k}(n, t)}{\mathrm{d} t}=\lambda S_{k-1}^{\odot d}(n, t)-\lambda S_{k}^{\odot d}(n, t)+S_{k}(n, t) T+S_{k+1}(n, t) T^{0} \alpha \tag{1}
\end{equation*}
$$

Taking $n \rightarrow \infty$ in both sides of Equation (1), we have

$$
\begin{equation*}
\frac{\mathrm{d} S_{k}(t)}{\mathrm{d} t}=\lambda S_{k-1}^{\odot d}(t)-\lambda S_{k}^{\odot d}(t)+S_{k}(t) T+S_{k+1}(t) T^{0} \alpha \tag{2}
\end{equation*}
$$

Using a similar analysis to Equation (2), we obtain a system of differential vector equations for the fraction vector $S(t)=\left(S_{0}(t), S_{1}(t), S_{2}(t), \ldots\right)$ as follows:

$$
\begin{gather*}
S_{0}(t)=1 \\
\frac{\mathrm{~d}}{\mathrm{~d} t} S_{0}(t)=-\lambda S_{0}^{d}(t)+S_{1}(t) T^{0}  \tag{3}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} S_{1}(t)=\lambda \alpha S_{0}^{d}(t)-\lambda S_{1}^{\odot d}(t)+S_{1}(t) T+S_{2}(t) T^{0} \alpha \tag{4}
\end{gather*}
$$

and for $k \geq 2$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} S_{k}(t)=\lambda S_{k-1}^{\odot d}(t)-\lambda S_{k}^{\odot d}(t)+S_{k}(t) T+S_{k+1}(t) T^{0} \alpha \tag{5}
\end{equation*}
$$

Note that the above derivations or the ordinary differential equations (ODE) descriptions are the approximation to the large scale stochastic system. One can be made the formal derivation using the "mean field" or the "stochastic density jump Markov process" techniques. While it is in form of ODE, we believe readers can easily understand the ODE of the above equations since the supplementary variable method are extensively used in the study of stochastic systems.

## 3 A Matrix-Analytic Solution

In this section, we provide a doubly exponential solution to the fixed point of the system of differential vector equations (3), (4) and (5).

A row vector $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ is called a fixed point of the fraction vector $S(t)$ if $\lim _{t \rightarrow+\infty} S(t)=\pi$. In this case, it is easy to see that

$$
\lim _{t \rightarrow+\infty}\left[\frac{\mathrm{d}}{\mathrm{~d} t} S(t)\right]=0
$$

Therefore, as $t \rightarrow+\infty$ the system of differential vector equations (3), (4) and (5) can be simplified as

$$
\begin{gather*}
-\lambda \pi_{0}^{d}+\pi_{1} T^{0}=0  \tag{6}\\
\lambda \alpha \pi_{0}^{d}-\lambda \pi_{1}^{\odot d}+\pi_{1} T+\pi_{2} T^{0} \alpha=0 \tag{7}
\end{gather*}
$$

and for $k \geq 2$,

$$
\begin{equation*}
\lambda \pi_{k-1}^{\odot d}-\lambda \pi_{k}^{\odot d}+\pi_{k} T+\pi_{k+1} T^{0} \alpha=0 \tag{8}
\end{equation*}
$$

In general, it is more difficult and challenging to express the fixed point of the supermarket models with more general arrival processes or service times. Fortunately, we can derive a closed-form expression for the fixed point $\pi=$ $\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ for the supermarket model with PH service times by means of a novel matrix-analytic approach.

Noting that $S_{0}(t)=1$ for all $t \geq 0$, it is easy to see that $\pi_{0}=1$. It follows from Equation (6) that

$$
\begin{equation*}
\pi_{1} T^{0}=\lambda \tag{9}
\end{equation*}
$$

To solve Equation (9), we denote by $\omega$ the stationary probability vector of the irreducible Markov chain $T+T^{0} \alpha$. Obviously, we have

$$
\begin{gather*}
\omega T^{0}=\mu \\
\frac{\lambda}{\mu} \omega T^{0}=\lambda \tag{10}
\end{gather*}
$$

Thus, we obtain $\pi_{1}=\frac{\lambda}{\mu} \omega=\rho \cdot \omega$. Based on the fact that $\pi_{0}=1$ and $\pi_{1}=\rho \cdot \omega$, it follows from Equation (7) that

$$
\lambda \alpha-\lambda \rho^{d} \cdot \omega^{\odot d}+\rho \cdot \omega T+\pi_{2} T^{0} \alpha=0
$$

which leads to

$$
\pi_{2} T^{0}=\lambda \rho^{d} \omega^{\odot d} e
$$

Let $\theta=\omega^{\odot d} e$. Then it is easy to see that $\theta \in(0,1)$, and

$$
\pi_{2} T^{0}=\lambda \theta \rho^{d}
$$

Using a similar analysis to Equation (10), we have

$$
\begin{equation*}
\pi_{2}=\frac{\lambda \theta \rho^{d}}{\mu} \omega=\theta \rho^{d+1} \cdot \omega \tag{11}
\end{equation*}
$$

Based on $\pi_{1}=\rho \cdot \omega$ and $\pi_{2}=\theta \rho^{d+1} \cdot \omega$, it follows from Equation (8) that for $k=2$,

$$
\lambda \rho^{d} \cdot \omega^{\odot d}-\lambda \theta^{d} \rho^{d^{2}+d} \cdot \omega^{\odot d}+\theta \rho^{d+1} \cdot \omega T+\pi_{3} T^{0} \alpha=0
$$

which leads to

$$
\pi_{3} T^{0}=\lambda \theta^{d+1} \rho^{d^{2}+d}
$$

Using a similar analysis on Equation (10), we have

$$
\begin{equation*}
\pi_{3}=\frac{\lambda \theta^{d+1} \rho^{d^{2}+d}}{\mu} \omega=\theta^{d+1} \rho^{d^{2}+d+1} \cdot \omega \tag{12}
\end{equation*}
$$

Based on Equations (11) and (12), we may infer that there is a structured expression $\pi_{k}=\theta^{d^{k-2}+d^{k-3}+\cdots+d+1} \rho^{d^{k-1}+d^{k-2}+\cdots+d+1} \cdot \omega$ for $k \geq 1$. To that end, the following theorem states this important result.

Theorem 1. The fixed point $\pi=\left(\pi_{0}, \pi_{1}, \pi_{2}, \ldots\right)$ is given by

$$
\pi_{0}=1, \quad \pi_{1}=\rho \cdot \omega
$$

and for $k \geq 2$,

$$
\begin{equation*}
\pi_{k}=\theta^{d^{k-2}+d^{k-3}+\cdots+1} \rho^{d^{k-1}+d^{k-2}+\cdots+1} \cdot \omega \tag{13}
\end{equation*}
$$

or

$$
\pi_{k}=\theta^{\frac{d^{k-1}-1}{d-1}} \rho^{\frac{d^{k}-1}{d-1}} \cdot \omega=\rho^{d^{k-1}}(\theta \rho)^{\frac{d^{k-1}-1}{d-1}} \cdot \omega
$$

Proof: By induction, one can easily derive the above result.
It is clear that Equation (13) is correct for the cases with $l=2,3$ according to Equations (11) and (12). Now, we assume that Equation (13) is correct for the cases with $l=k$. Then it follows from Equation (8) that for $l=k+1$, we have

$$
\begin{aligned}
& \lambda \theta^{d^{k-2}+d^{k-3}+\cdots+d} \rho^{d^{k-1}+d^{k-2}+\cdots+d} \cdot \omega^{\odot d}-\lambda \theta^{d^{k-1}+d^{k-2}+\cdots+d} \rho^{d^{k}+d^{k-1}+\cdots+d} \cdot \omega^{\odot d} \\
& \quad+\theta^{d^{k-2}+d^{k-3}+\cdots+1} \rho^{d^{k-1}+d^{k-2}+\cdots+1} \cdot \omega T+\pi_{k+1} T^{0} \alpha=0
\end{aligned}
$$

which leads to

$$
\pi_{k+1} T^{0}=\lambda \theta^{d^{k-1}+d^{k-2}+\cdots+d+1} \rho^{d^{k}+d^{k-1}+\cdots+d}
$$

By a similar analysis to (10), we have

$$
\begin{aligned}
\pi_{k+1} & =\frac{\lambda \theta^{d^{k-1}+d^{k-2}+\cdots+d+1} \rho^{d^{k}+d^{k-1}+\cdots+d}}{\mu} \omega \\
& =\theta^{d^{k-1}+d^{k-2}+\cdots+d+1} \rho^{d^{k}+d^{k-1}+\cdots+d+1} \cdot \omega
\end{aligned}
$$

This completes the proof.

Now, we compute the expected sojourn time $T_{d}$ that a tagged arriving customer spends in the supermarket model. For the PH service times, a tagged arriving customer is the $k$ th customer in the corresponding queue with probability vector $\pi_{k-1}^{\odot d}-\pi_{k}^{\odot d}$. When $k \geq 1$, the head customer in the queue has been served, and so its service time is residual and is denoted as $X_{R}$. Let $X$ be of phase type with irreducible representation $(\alpha, T)$. Then $X_{R}$ is of phase type with irreducible representation $(\omega, T)$. Clearly, we have

$$
E[X]=\alpha(-T)^{-1} e, \quad E\left[X_{R}\right]=\omega(-T)^{-1} e
$$

Thus it is easy to see that the expected sojourn time of the tagged arriving customer is given by

$$
\begin{align*}
E\left[T_{d}\right] & =\left(\pi_{0}^{d}-\pi_{1}^{\odot d} e\right) E[X]+\sum_{k=1}^{\infty}\left(\pi_{k}^{\odot d}-\pi_{k+1}^{\odot d}\right) e\left\{E\left[X_{R}\right]+k E[X]\right\} \\
& =\rho^{d} \theta(\omega-\alpha)(-T)^{-1} e+\alpha(-T)^{-1} e\left(1+\sum_{k=1}^{\infty} \theta^{\frac{d^{k}-1}{d-1}} \rho^{\frac{d^{k+1}-d}{d-1}}\right) \tag{14}
\end{align*}
$$

When the arrival process and the service time distribution are Poisson and exponential, respectively, it is clear that $\alpha=\omega=\theta=1$ and $\alpha(-T)^{-1} e=1 / \mu$, thus we have

$$
E\left[T_{d}\right]=\frac{1}{\mu} \sum_{k=0}^{\infty} \rho^{\frac{d^{k+1}-d}{d-1}},
$$

which is the same as Corollary 3.8 in Mitzenmacher [7].
In what follows we consider an interesting problem: When using the PH approximation, how many moments of the service time distribution are needed to obtain a better accuracy for computing the fixed point or the expected sojourn time. It is well-known from the theory of probability distributions that the first three moments are basic for analyzing such an accuracy. Also, we can construct a PH distribution of order 2 by using the first three moments. Telek and Heindl [13] provided a fitting procedure for matching a PH distribution of order 2 in terms of the first three moments exactly. It is necessary to list the fitting procedure as follows:

For a nonnegative random variable $X$, let $m_{n}=E\left[X^{n}\right], n \geq 1$. We take a PH distribution of order 2 with the canonical representation $(\alpha, T)$, where $\alpha=(\eta, 1-\eta)$ and

$$
T=\left(\begin{array}{cc}
-\xi_{1} & \xi_{1} \\
0 & -\xi_{2}
\end{array}\right),
$$

$0 \leq \eta \leq 1$ and $0<\xi_{1} \leq \xi_{2}$. Note that the three unknown parameters $\eta, \xi_{1}$ and $\xi_{2}$ can be obtained from the first three moments $m_{1}, m_{2}$ and $m_{3}$.

In Table $1, c_{X}^{2}=m_{2} / m_{1}^{2}-1$ which is the squared coefficient of variation. If the moments do not satisfy these conditions in Table 1, then we may analyze the following four cases:

Table 1. Specific Bounds of the First Three Moments

| Moment | Condition | Bounds |
| :---: | :---: | :---: |
| $m_{1}$ |  | $0<m_{1}<\infty$ |
| $m_{2}$ |  | $1.5 m_{1}^{2} \leq m_{2}$ |
| $m_{3}$ | $0.5 \leq c_{X}^{2} \leq 1$ | $3 m_{1}^{3}\left(3 c_{X}^{2}-1+\sqrt{2}\left(1-c_{X}^{2}\right)^{\frac{3}{2}}\right) \leq m_{3} \leq 6 m_{1}^{3} c_{X}^{2}$ |
|  | $1<c_{X}^{2}$ | $\frac{3}{2} m_{1}^{3}\left(1+c_{X}^{2}\right)^{2}<m_{3}<\infty$ |

(a.1) if $m_{2}<1.5 m_{1}^{2}$, then we take $m_{2}=1.5 m_{1}^{2}$;
(a.2) if $0.5 \leq c_{X}^{2} \leq 1$ and $m_{3}<3 m_{1}^{3}\left(3 c_{X}^{2}-1+\sqrt{2}\left(1-c_{X}^{2}\right)^{\frac{3}{2}}\right)$, then we take $m_{3}=3 m_{1}^{3}\left(3 c_{X}^{2}-1+\sqrt{2}\left(1-c_{X}^{2}\right)^{\frac{3}{2}}\right)$;
(a.3) if $0.5 \leq c_{X}^{2} \leq 1$ and $m_{3}>6 m_{1}^{3} c_{X}^{2}$, then we take $m_{3}=6 m_{1}^{3} c_{X}^{2}$; and
(a.4) if $1<c_{X}^{2}$ and $m_{3} \leq \frac{3}{2} m_{1}^{3}\left(1+c_{X}^{2}\right)^{2}$, then we take $m_{3}=\frac{3}{2} m_{1}^{3}\left(1+c_{X}^{2}\right)^{2}$.

Let $c=3 m_{2}^{2}-2 m_{1} m_{3}, d=2 m_{1}^{2}-m_{2}, b=3 m_{1} m_{2}-m_{3}$ and $a=b^{2}-6 c d$. If the first three moments satisfy their specific bounds shown in Table 1 or the exceptive four cases, then the three unknown parameters $\eta, \xi_{1}$ and $\xi_{2}$ can be computed in the following three cases.
(1) If $c>0$, then

$$
\eta=\frac{-b+6 m_{1} d+\sqrt{a}}{b+\sqrt{a}}, \xi_{1}=\frac{b-\sqrt{a}}{c}, \xi_{2}=\frac{b+\sqrt{a}}{c} .
$$

(2) If $c<0$, then

$$
\eta=\frac{b-6 m_{1} d+\sqrt{a}}{-b+\sqrt{a}}, \xi_{1}=\frac{b+\sqrt{a}}{c}, \xi_{2}=\frac{b-\sqrt{a}}{c} .
$$

(3) If $c=0$, then

$$
\eta=0, \xi_{1}>0, \xi_{2}=\frac{1}{m_{1}}
$$

From the above discussion, we can construct a PH distribution of order 2 to approximate an arbitrarily given general distribution under the same first three moments. In fact, such an approximation achieves a better accuracy in computations of the fixed point and the expected sojourn time.

For the PH distribution of order 2, we have

$$
T+T^{0} \alpha=\left(\begin{array}{cc}
-\xi_{1} & \xi_{1} \\
0 & -\xi_{2}
\end{array}\right)+\binom{0}{\xi_{2}}(\eta 1-\eta)=\left(\begin{array}{cc}
-\xi_{1} & \xi_{1} \\
\xi_{2} \eta & -\xi_{2} \eta
\end{array}\right)
$$

which leads to

$$
\omega=\left(\frac{\xi_{2} \eta}{\xi_{1}+\xi_{2} \eta}, \frac{\xi_{1}}{\xi_{1}+\xi_{2} \eta}\right)
$$

and

$$
\theta=\frac{\xi_{1}^{d}+\xi_{2}^{d} \eta^{d}}{\left(\xi_{1}+\xi_{2} \eta\right)^{d}}
$$

Note that the PH distributions are dense in the set of all nonnegative random variables, we can numerically provide necessary understanding for the role played by the general service times in performance analysis of the supermarket model by means of the PH approximation of order 2 . At the same time, all computations involved in the PH approximation of order 2 are very simple to implement.

In the remainder of this section, we provide two examples to illustrate that our approach is effective and efficient in analyzing the doubly exponential solution of supermarket models with non-exponential service requirements.
Example one (PH Distribution) Let $\lambda=1, d=5, m=3, \alpha(1)=(1 / 3,1 / 3,1 / 3)$ and $\alpha(2)=(1 / 12,7 / 12,1 / 3)$,

$$
T=\left(\begin{array}{ccc}
-10 & 2 & 4 \\
3 & -7 & 4 \\
0 & 2 & -5
\end{array}\right)
$$

Table 2 shows how the doubly exponential solution ( $\pi_{1}$ to $\pi_{4}$ ) depends on the vectors $\alpha$ (1) and $\alpha(2)$, respectively.

Table 2. The doubly exponential solution depends on the vector $\alpha$

|  | $\alpha=\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right)$ | $\alpha=\left(\frac{1}{12}, \frac{7}{12}, \frac{1}{3}\right)$ |
| :---: | :---: | :---: |
| $\pi_{1}$ | $(0.0741,0.1358,0.2346)$ | $(0.0602,0.1728,0.2531)$ |
| $\pi_{2}$ | $(5.619 \mathrm{e}-05,1.030 \mathrm{e}-05,1.779 \mathrm{e}-04)$ | $(7.182 \mathrm{e}-05,2.063 \mathrm{e}-04,3.020 \mathrm{e}-04)$ |
| $\pi_{3}$ | $(1.411 \mathrm{e}-20,2.587 \mathrm{e}-20,4.469 \mathrm{e}-20)$ | $(1.739 \mathrm{e}-19,4.993 \mathrm{e}-19,7.311 \mathrm{e}-19)$ |
| $\pi_{4}$ | $(1.410 \mathrm{e}-98,2.586 \mathrm{e}-98,4.466 \mathrm{e}-98)$ | $(1.444 \mathrm{e}-92,4.148 \mathrm{e}-92,6.074 \mathrm{e}-92)$ |

Example two (Expected Sojourn Time) We consider an $m$-order PH distribution with irreducible representation $(\alpha, T)$, where $m=2, \alpha=(1 / 2,1 / 2)$ and

$$
T=\left(\begin{array}{cc}
-4 & 3 \\
2 & -7
\end{array}\right)
$$

Let $\lambda=1, \mu=2.7500$ and $d=2$. Figure 2 provides a comparison for the expected sojourn times between the exponential service time and the PH service time when they have a same expected service time. This figure shows that the PH service time makes the lower expected sojourn time.

## 4 Exponential Convergence to the Fixed Point

In this section, we study exponential convergence of the current location $S(t)$ of the supermarket model to its fixed point $\pi$.

We provide some notation for comparison of two vectors. Let $a=$ $\left(a_{1}, a_{2}, a_{3}, \ldots\right)$ and $b=\left(b_{1}, b_{2}, b_{3}, \ldots\right)$. We write $a \prec b$ if $a_{k}<b_{k}$ for some $k \geq 1$ and $a_{l} \leq b_{l}$ for $l \neq k, l \geq 1$; and $a \preceq b$ if $a_{k} \leq b_{k}$ for all $k \geq 1$.

The following proposition analyzes how the current location $S(t)$ of the supermarket model can be affected by the initial point $S(0)$ for $t>0$.


Fig. 2. The expected sojourn times correspond to the exponential and PH distributions

Proposition 1. If $S(0) \preceq \widetilde{S}(0)$, then $S(t) \preceq \widetilde{S}(t)$.
It follows from the system of differential vector equations (3), (4) and (5) that for $d \geq 2$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} S(t)=S^{\odot d}(t) Q_{1}+S(t) Q_{2} \tag{15}
\end{equation*}
$$

where

$$
Q_{1}=\left(\begin{array}{ccccc}
-\lambda I & \lambda I & & & \\
& -\lambda I & \lambda I & & \\
& & & -\lambda I & \lambda I \\
& & & \ddots & \\
& & & \ddots
\end{array}\right), \quad Q_{2}=\left(\begin{array}{cccc}
0 & & & \\
T^{0} \alpha & T & & \\
& & T^{0} \alpha & T \\
& & & \ddots
\end{array}\right)
$$

It follows from (15) that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} S^{\odot(1-d)}(t)=e Q_{1}+S^{\odot(1-d)}(t) Q_{2}
$$

Let $W(t)=S^{\odot(1-d)}(t)$. Then

$$
\frac{\mathrm{d}}{\mathrm{~d} t} W(t)=e Q_{1}+W(t) Q_{2}
$$

Hence we obtain

$$
W(t)=\left[W(0)+e \int_{0}^{t} \exp \left\{Q_{2} x\right\} \mathrm{d} x\right] \exp \left\{Q_{1} t\right\}
$$

Since $W(t)=S^{\odot(1-d)}(t)$, we have

$$
W(0)=S^{\odot(1-d)}(0)
$$

and

$$
S(t)=\left[S^{\odot(1-d)}(t)\right]^{\odot \frac{1}{1-d}}=[W(t)]^{\odot \frac{1}{1-d}}
$$

Therefore, the solution to the system of differential vector equations (3), (4) and (5) is given by

$$
\begin{equation*}
S(t)=\left\{\left[S^{\odot(1-d)}(0)+e \int_{0}^{t} \exp \left\{Q_{2} x\right\} \mathrm{d} x\right] \exp \left\{Q_{1} t\right\}\right\}^{\odot \frac{1}{1-d}} \tag{16}
\end{equation*}
$$

Note that $\int_{0}^{t} \exp \left\{Q_{2} x\right\} \mathrm{d} x>0$ and $\exp \left\{Q_{1} t\right\}>0$, it is easy to see from (16) that if $S(0) \preceq \widetilde{S}(0)$, then $S(t) \preceq \widetilde{S}(t)$ for $t>0$. This completes the proof.

Based on Proposition 1 the following theorem shows that the fixed point $\pi$ is an upper bound of the current location $S(t)$ for all $t \geq 0$.

Theorem 2. For the supermarket model, if there exists some $k$ such that $S_{k}(0)=$ 0 , then the sequence $\left\{S_{k}(t)\right\}$ has an upper bound sequence which decreases doubly exponentially for all $t \geq 0$, that $i s, S(t) \preceq \pi$ for all $t \geq 0$.

Proof: Let $\widetilde{S}_{k}(0)=\pi_{k}$ for $k \geq 1$. Then for each $k \geq 1, \widetilde{S}_{k}(t)=\widetilde{S}_{k}(0)=\pi_{k}$ for all $t \geq 0$, since $\widetilde{S}(0)=\left(\widetilde{S}_{1}(0), \widetilde{S}_{2}(0), \widetilde{S}_{2}(0), \ldots\right)$ is a fixed point in the supermarket model. If $S_{k}(0)=0$ for some $k$, then $S_{k}(0) \prec \widetilde{S}_{k}(0)$ and $S_{j}(0) \preceq$ $\widetilde{S}_{j}(0)$ for $j \neq k, j \geq 1$, thus $S(0) \prec \widetilde{S}(0)$. It is easy to see from Proposition 1 that $S_{k}(t) \preceq \widetilde{S}_{k}(t)=\pi_{k}$ for all $k \geq 1$ and $t \geq 0$. Thus we obtain that for all $k \geq 1$ and $t \geq 0$

$$
S_{k}(t) \leq \theta^{\frac{d^{k-1}-1}{d-1}} \rho^{\frac{d^{k}-1}{d-1}} \cdot \omega .
$$

This completes the proof.
To show the exponential convergence, we define a Lyapunov function $\Phi(t)$ as

$$
\Phi(t)=\sum_{k=1}^{\infty} w_{k}\left[\pi_{k}-S_{k}(t)\right] e
$$

in terms of the fact that $S_{k}(t) \preceq \pi_{k}$ for $k \geq 1$ and $\pi_{0}=S_{0}(t)=1$, where $\left\{w_{k}\right\}$ is a positive scalar sequence with $w_{k+1} \geq w_{k} \geq w_{1}=1$ for $k \geq 2$.

The following theorem illustrates that the distance between the fixed point and the current location quickly comes close to zero with exponential convergence.

Theorem 3. For $t \geq 0, \Phi(t) \leq c_{0} e^{-\delta t}$, where $c_{0}$ and $\delta$ are two positive constants. In this case, the potential function $\Phi(t)$ is exponentially convergent.

Proof: Note that

$$
\Phi(t)=\sum_{k=1}^{\infty} w_{k}\left[\pi_{k}-S_{k}(t)\right] e
$$

we have

$$
\frac{d}{d t} \Phi(t)=-\sum_{k=1}^{\infty} w_{k} \frac{d}{d t} S_{k}(t) e
$$

It follows from Equations (3) to (5) that

$$
\begin{aligned}
\frac{d}{d t} \Phi(t)= & -w_{1}\left[\lambda S_{0}^{d}(t) \alpha-\lambda S_{1}^{\odot d}(t)+S_{1}(t) T+S_{2}(t) T^{0} \alpha\right] e \\
& -\sum_{k=1}^{\infty} w_{k}\left[\lambda S_{k-1}^{\odot d}(t)-\lambda S_{k}^{\odot d}(t)+S_{k}(t) T+S_{k+1}(t) T^{0} \alpha\right] e
\end{aligned}
$$

By means of $S_{0}(t)=1$ and $T e=-T^{0}$, we can obtain

$$
\begin{align*}
\frac{d}{d t} \Phi(t)= & -w_{1}\left[\lambda-\lambda S_{1}^{\odot d}(t) e-S_{1}(t) T^{0}+S_{2}(t) T^{0}\right] \\
& -\sum_{k=2}^{\infty} w_{k}\left[\lambda S_{k-1}^{\odot d}(t) e-\lambda S_{k}^{\odot d}(t) e-S_{k}(t) T^{0}+S_{k+1}(t) T^{0}\right] . \tag{17}
\end{align*}
$$

We take some nonnegative constants $c_{k}(t)$ and $d_{k}(t)$ for $k \geq 1$ such that

$$
\lambda=f_{1}(t) S_{1}(t) T^{0}
$$

for $k \geq 1$

$$
\lambda S_{k}^{\odot d}(t) e=c_{k}(t)\left[\pi_{k}-S_{k}(t)\right] e
$$

and

$$
S_{k}(t) T^{0}=d_{k}(t)\left[\pi_{k}-S_{k}(t)\right] e
$$

Then it follows from (17) that

$$
\begin{aligned}
\frac{d}{d t} \Phi(t) & =-\left\{\left[\left(w_{2}-w_{1}\right)\right] c_{1}(t)+w_{1}\left[f_{1}(t)-1\right] d_{1}(t)\right\} \cdot\left[\pi_{1}-S_{1}(t)\right] e \\
& -\sum_{k=2}^{\infty}\left[\left(w_{k+1}-w_{k}\right) c_{k}(t)+\left(w_{k-1}-w_{k}\right) d_{k}(t)\right] \cdot\left[\pi_{k}-S_{k}(t)\right] e
\end{aligned}
$$

For a constant $\delta>0$, we take

$$
\begin{gathered}
w_{1}=1 \\
{\left[\left(w_{2}-w_{1}\right)\right] c_{1}(t)+w_{1}\left[f_{1}(t)-1\right] d_{1}(t) \geq \delta w_{1}}
\end{gathered}
$$

and

$$
\left(w_{k+1}-w_{k}\right) c_{k}(t)+\left(w_{k-1}-w_{k}\right) d_{k}(t) \geq \delta w_{k} .
$$

In this case, it is easy to see that

$$
w_{2} \geq 1+\frac{\delta+1-f_{1}(t)}{c_{1}(t)}
$$

and for $k \geq 2$

$$
w_{k+1} \geq w_{k}+\frac{\delta w_{k}}{c_{k}(t)}+\frac{d_{k}(t)}{c_{k}(t)}\left(w_{k}-w_{k-1}\right)
$$

Thus we have

$$
\frac{d}{d t} \Phi(t) \leq-\delta \sum_{k=0}^{\infty} w_{k}\left[\pi_{k}-S_{k}(t)\right] e=-\delta \Phi(t)
$$

which can leads to

$$
\Phi(t) \leq c_{0} e^{-\delta t}
$$

This completes the proof.
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