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Abstract. Web logs are an important source of information to describe
and understand the traffic of the servers and its characteristics. The
analysis of these logs is rather challenging because of the large volume of
data and the complex relationships hidden in these data. Our investiga-
tion focuses on the analysis of the logs of two Web servers and identifies
the main characteristics of their workload and the navigation profiles of
crawlers and human users visiting the sites. The classification of these
visitors has shown some interesting similarities and differences in term of
traffic intensity and its temporal distribution. In general, crawlers tend
to re-visit the sites rather often, even though they seldom send bursts
of requests to reduce their impact on the servers resources. The other
clients are also characterized by periodic patterns that can be effectively
represented by few principal components.

1 Introduction

The Web has become a phenomenon of growing social, economic and cultural im-
portance and an essential component of the modern society that attracts million
of users and accesses daily. On the Web, users distribute and share information
and knowledge, conduct businesses, communicate, socialize and develop relation-
ships. To discover, locate and retrieve the huge amount of information published
on the Web, crawling has emerged as a key enabling technology [17].

Many applications and services rely on crawling. For example, to facilitate
navigation and provide users with up-to-date information, search engines peri-
odically crawl Web sites to index, group and cache Web content. Other applica-
tions crawl the Web for different legitimate or malicious purposes: to maintain
a site, discover Web services, collect email addresses and personal information,
extract business intelligence, exploit vulnerabilities.

Crawling employs programs, known as Web crawlers or robots, that auto-
matically access and download Web pages without continuous involvement of
human users. These programs are expected to comply with the Robot Exclusion
Protocol [11], a standard that allows Web site administrators to specify, in the
robots.txt file, the rules of operation of the crawlers. Nevertheless, some of
them ignore the file and the rules, thus leading to potential performance prob-
lems as well as to privacy and security concerns [24]. It is then important to
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identify the presence of both ethical and malicious crawlers as they might have
a considerable impact on the infrastructures, thus hindering normal user accesses
and causing damages and even economic losses.

Web access logs represent an important source of information to describe and
understand Web server traffic and usage patterns as well as users behavior. Logs
provide useful inputs to a large variety of engineering activities, ranging from
the improvement of the site structure and organization, to the provisioning of
personalized content, the development of recommendation systems, the selection
of prefetching and caching policies, the formulation of content distribution and
replication strategies. Moreover, the multiplicity of statistics, metrics and dia-
grams about the visitor traffic derived by the tools specialized in the analysis of
the content of Web logs, can be used for commercial purposes, to develop, for
example, customized marketing strategies or new business models or to attract
advertisements.

In this paper we study Web servers access logs with the objective of modeling
the access patterns of the visitors and identify typical navigation profiles as well
as clients trying to compromise the servers by issuing malicious requests. The
outcomes of this analysis could be used to develop proactive policies aimed at
enhancing server availability, security and performance as well as to define the
input of load generators used, for example, for benchmarking experiments.

Our study is experimental, that is, based on the analysis of the logs collected
during more than one year on two Web servers. The choice of these servers is
motivated by their characteristics, such as, potential users and traffic, that make
them particularly suitable to assess our methodological approach. One server
hosts an academic site mainly used by students and researchers of Computer
Science [19], whereas the other hosts the European mirror of the SPEC (Standard
Performance Evaluation Corporation) Web site [21] whose content is of interest
for the entire community of IT specialists.

The paper is organized as follows. Section 2 briefly discusses the state of the
art in the area of the analysis of Web workload. The main characteristics of the
two Web servers considered in our study and the results of the preliminary ex-
ploratory analysis of their traffic are presented in Section 3. The methodological
approach applied for the identification of the navigation profiles and its outcomes
are described in Section 4. Finally, Section 5 concludes the paper by pointing
out the major findings and challenges encountered in the analysis of Web logs.

2 Related Work

Logs have been used as the basis of many studies since the early days of the Web
(see e.g., [2,3,8,14,15,20,25]). Most of these studies focused on the characteris-
tics of the workload being processed by the servers and used the information
extracted from their access logs to describe the properties of the workload in
terms of various metrics, such as, document types and popularity, file size dis-
tribution, concentration of references, inter-reference time. In particular, Arlitt
and Williamson presented in [2] ten invariants, i.e., characteristics common to
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all the sites that are likely to persist over time. A more recent paper [25] has
actually shown that, even though the Web traffic has dramatically increased in
ten years, the same invariants can accurately capture its properties.

Other studies focused on the analysis of Web logs with the objective of iden-
tifying the users behavior. Graph-based models were proposed to represent the
navigation profiles of the customers of e-commerce sites [16].

As Web crawlers are responsible of a large fraction of the Web traffic, several
authors addressed specifically their attention to the identification and charac-
terization of this type of traffic (see, e.g., [1,4,13,22,23]). Some of these studies
analyzed its overall characteristics, whereas others took into account some more
specific aspects. For example, Dikaiakos et al. [4] characterized and compared
the behavior of the crawlers of five popular search engines by analyzing access
logs collected on various academic Web servers. The study introduced a set of
metrics that provide a qualitative description of the behavior of these crawlers.
Lee et al. [13] analyzed a very large number of transactions recorded by a com-
mercial server over a 24 hours period to investigate the characteristics of various
Web robots. Metrics associated with HTTP traffic features and resource types
were then used for the classification of the robots.

In [23] Tai and Kumar introduced the concept of Web robot sessions and used
some access features derived from the Web server logs for their identification
and classification. Sessions considered in the framework of search engines were
studied in [6] where a multidimensional approach was applied to Web search logs
to derive a systematic classification of users as humans or robots.

On the contrary, the classification of Web robots presented in [5] took into
account the influence exerted by the goals and the functions performed by robots
on their navigational patterns. Mouse clicks streams were used in [18] to infer
whether the traffic source is a human or a robot.

Our study complements these studies because of the perspective adopted for
the analysis of Web logs. More specifically, starting from the access patterns of
the individual visitors, we apply various types of statistical techniques to high-
light differences, similarities and peculiarities in the behavior of Web crawlers
and human users.

3 Data Sets

The data sets used in our investigation are represented by the logs collected on
two Web servers, hosting an academic site at the University of Pavia in Italy
and the European SPEC mirror site, respectively.

Both servers record the details of the HTTP transactions being processed
according to the Extended Log File Format [7]. In particular, a transaction is
described by the IP address of the client that issued the HTTP request, the
timestamp of the transaction, the method and resource requested, the status
code of the server response, the number of bytes transmitted by the server, the
referrer of the previous site visited by the client, and the user agent, that is, the
browser used by the client to issue the request.
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As a first step, we performed an exploratory analysis of the Web logs to derive
from these large volumes of information some preliminary insights in the charac-
teristics of the workload of these Web servers. Note that the information stored
in the two logs files accounts for about 50Mbytes and 970Mbytes, respectively.

Table 1 summarizes the main characteristics of the transactions processed
by the two servers. As already pointed out, the sites considered in our study

Table 1. Main characteristics of the servers workload

Academic server SPEC server

Measurement interval 14 months 12 months
Total number of transactions 239,081 5,098,621
Total number of 2xx transactions 144,081 3,977,929
Total number of 4xx transactions 27,197 143,863
Total GBytes transmitted 8 129
Number of clients 7,940 19,135
Number of one-time clients 1,034 3,364

differ in terms of potential users, hence, their traffic intensity is quite different.
In a period of approximately 14 months, since April 2009, the academic server
processed some 560 HTTP transactions per day and transmitted 18.5Mbytes of
data. The SPEC server, with its 14,000 transactions per day, was much busier.
In 12 months, it processed more than five million transactions and transmitted
129Gbytes of data in total.

The transactions with status code 2xx refer to the requests of the client suc-
cessfully received, understood and accepted by the server, whereas the 4xx status
code refers to bad requests due to client errors. As can be seen, the large major-
ity, i.e., 78%, of the transactions processed by the SPEC server was successful
and bad transactions were very few: their fraction did not reach the 3%. It is
also worth noting that 1,556 requests could not be processed because of tempo-
rary server errors. On the contrary, for the academic server about 60% of the
requests were successful but a good fraction of requests, i.e., 11.4%, was bad.
Most of these requests were to non-existing resources, e.g., various types of PHP
scripts mainly developed to exploit server vulnerabilities.

Another clear indicator of the different behavior of the two servers is repre-
sented by their hourly traffic. As Fig. 1 shows, the traffic over the 24 hours of
the academic server follows a typical diurnal pattern with its highest peak at
noon, whereas for the SPEC mirror the traffic is basically flat with transactions
evenly distributed and no significant difference between day and night.

As we will explain in more details later on, this is mainly due to the very
strong presence of crawlers that are responsible for the majority of the traffic of
this server.

In what follows, we focus on the analysis of the visitors identified by means of
the IP addresses specified in the logs. Although these addresses do not univocally
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Fig. 1. Percentage of transactions processed by the academic server (a) and by the
SPEC server (b) over the 24 hours

identify individuals because of the dynamic assignment of addresses and of their
management within organizations, they seemed appropriate for the purposes of
our work.

The behavior of the clients in terms of total number of requests and total
number of bytes transmitted by the servers during our measurement interval are
shown in Fig. 2 and in Fig. 3, respectively. Note that the y axes of the plots are
in log scale.

The clients of the academic server issued on average 30 requests each, even
though one of them issued as many as 11,953 requests. Moreover, three-quarter
of the clients sent at most 20 requests, and 13% one request only, that is, they
are the so-called “one-timers”. The clients of the SPEC server exhibit a rather
different behavior: one client is responsible of the 7.2% of the total traffic of this
server and some 30 clients account for half of the traffic. Moreover, three-quarter
of the clients issued 27 requests at most.

In terms of bytes, the number of bytes downloaded by three-quarter of the
clients of both servers did not exceed 375Kbytes, nevertheless, few clients down-
loaded most of the bytes transmitted by the servers. For example, one client
downloaded from the SPEC server as many as 9.2Gbytes. It is worth noting
that about 5% of the clients of the academic server did not download any
byte because their HTTP requests either used a HEAD method or specified
an “If-modified-since” header and the corresponding pages were not trans-
mitted as they were not modified by the server since their latest download. These
requests represent about 4% of the workload of this server. In summary, on aver-
age clients of the academic server downloaded 1Mbytes of data each, compared
to 6.8Mbytes of the SPEC clients.

Before studying the navigational profiles of the clients, we did some pre-
processing of the log files to identify “well-known” crawlers and assess their
impact on the overall traffic of the servers. More precisely, we recognized clients
as being crawlers, either because they accessed the robots.txt file or because
of some explicit information in the user agent field.
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Fig. 2. Total number of transactions per client of the academic server (a) and the
SPEC server (b)

With this pre-processing, we classified as crawlers about 16% of the clients of
the SPEC server, namely, 3,108, and 12% of the clients of the academic server,
namely, 974. It is interesting to outline that in terms of traffic, while crawlers
account for about 15% of the traffic of the academic server, the situation is com-
pletely different on the other server, where crawlers are responsible for the vast
majority of its traffic, namely, for about 4.8 million requests, out of approxi-
mately five million, and of 122Gbytes of data, out of 129Gbytes. The crawlers
of three major search engines, i.e., Google, Microsoft and Yahoo, emerged as
the top crawlers on both servers as they generated about 80% of their traffic.
Table 2 presents the main characteristics of the traffic produced by these three
top crawlers on the SPEC server.
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Fig. 3. Total number of bytes transmitted per client by the academic server (a) and
the SPEC server (b)
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Table 2. Main characteristics of the traffic of the three top crawlers of the SPEC server

Google Microsoft Yahoo

Total number of transactions 1,429,954 2,147,582 238,202
Total number of 2xx transactions 1,156,072 1,434,838 227,640
Total number of 4xx transactions 36,952 34,742 1,150
Total GBytes transmitted 48 46 6
Number of clients 535 958 268

From now on, we investigate separately the behavior of clients identified as
crawlers and of the remaining clients, that might include human users as well
as crawlers that did not identify themselves mainly because of their malicious
intentions.

4 Navigation Profiles

The methodological approach followed for the analysis and characterization of
the navigation profiles of the visitors of the two Web servers is based on the
selection of the parameters that describe their behavior and the application
of various statistical techniques to uncover differences and similarities among
profiles.

The parameters used to describe the navigation profiles of the individual
clients were related to the traffic generated by the clients and their temporal
distribution. More specifically, the inter-reference time, that is, the time elapsed
between two consecutive requests of a given client, is a good metric to describe
the profiles in terms of traffic intensity.

Figure 4 shows the details of the distributions of the inter-reference times
measured on the academic server for all the requests of the crawlers and of the
other clients.

The average inter-reference time of crawlers is much larger than for the other
clients; the 90-th percentile of the distribution is about 310,000 seconds, that is,
more than 86 hours, compared to 22 seconds for the other clients.

This investigation has shown that, whenever the inter-reference time was
larger than 240 seconds for the crawlers and 120 seconds for the other clients,
a navigation session was basically over, that is, the client will start a new ses-
sion. A session is then defined as the sequence of requests issued by a client
and characterized by inter-reference times smaller than the selected thresholds.
As a consequence, the navigation profile of a client can be described in terms
of number of sessions and their duration, number of requests per session and
inter-session time, that is, the time between two consecutive sessions of a given
client. Table 3 presents the average characteristics of the navigation profiles
of the crawlers and of the other clients of the SPEC server in terms of these
parameters.
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Fig. 4. Inter-reference times for the clients identified as crawlers and for the remaining
clients of the academic server

Table 3. Main characteristics of the navigation profiles of the SPEC clients

Crawlers Others

Number of sessions per client 462.44 2.62
Number of transactions per session 29.43 13.68
Session duration [sec] 467.09 22.40
Inter-session time [sec] 18,697.00 468,279.00
Number of one-transaction sessions 869,678.00 14,953.00
Number of one-session clients 485.00 8,752.00

Crawlers sessions were bigger in terms of average duration and average num-
ber of transactions. Nevertheless, these sessions were characterized by a large
variability across clients. The standard deviations of these parameters were an
order of magnitude larger than the corresponding averages. From these results,
it appears that crawlers that identify themselves tend to behave and do not send
their requests in bursts to reduce their impact on the server resources.

In terms of re-visit patterns, crawlers re-visit the site very often: on average
every 31 minutes and with requests distributed across many sessions. This is
mainly related to the use of some sort of distributed crawling policies to speedup
the process. In details, the majority of the crawlers (i.e., 88%) re-visited the
site at least three times, whereas this was the case of very few of the other
clients. It is also interesting to outline that after a session with a large number
of transactions, crawlers were likely to re-visit the site very soon, that is, their
inter-session times were small. For example, clients identified as Google crawlers
sent as many as 6,470 requests each, distributed across as many as 870 sessions
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and spanning over a time period of more than four months. On the other hand,
we have discovered that the number of sessions characterized by one transaction
was not negligible for both crawlers and the other clients, namely, 69% and 44%
of the total number of sessions, respectively, and about one third of the clients
characterized by one session were the so-called “one-timers”.

Another metric used to describe the navigation profiles was related to distri-
bution of the requests across months, days of the month and hours of the day.
In particular, for each client we counted the number of requests issued in each of
these time periods. We then obtained a tuple of N parameters, N being equal to
69 for the academic server and 67 for the SPEC server, because its logs contained
the measurements of 12 months instead of 14.

These parameters allows us to identify clients with similar patterns and dis-
cover periodic patterns, i.e., clients visiting the site regularly, for example, in the
first day of the month at noon or in last day of May and August.

To make this large number of parameters more manageable, we applied various
multivariate statistical techniques in combination [9,10]. The Principal Compo-
nent Analysis was used to linearly transform these correlated parameters into
a much smaller set of uncorrelated parameters, the principal components. The
Correspondence Analysis was used to visually display the clients and the param-
eters used for their description. Finally, the application of hierarchical clustering
techniques allowed us to discover groups of clients with homogeneous behavior.

The rest of this section is dedicated to present the classification of the hourly
patterns of the crawlers and of the other clients of the academic server, each
described in terms of number of requests issued in the various hours of the day,
i.e., 24 parameters. Moreover, to take into account the distribution of the requests
of each client across months and days of the month, we used two additional
parameters, that is, the total number of months and the total number of days
during which the client sent at least one request. Note that for this analysis we
used the FactoMineR package [12].

The application of the Principal Component Analysis to both sets of clients
described by these 26 parameters has shown that few principal components could
summarize very well the variability in the original data. More specifically, the
first two principal components computed for the other clients accounted for
55% of their variance, whereas in the case of crawlers the principal components
could capture their behavior even better. The first two principal components ac-
counted for approximately the 70% of their variance and four principal compo-
nents covered 80% of the variance. The weights associated with the first principal
component are about equal. This means that each of the parameters is equally
represented in the linear composition, i.e., this component represents crawlers
that do not differentiate their traffic among the various hours of the day. On the
contrary, the second principal component represents the contrast between day
traffic and night traffic.

For the other clients, the first principal component mainly describes the traffic
sent during business hours, i.e., between 8am and 5pm, whereas the second
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Fig. 5. Clusters obtained for the other clients (a) and for the crawlers (b) of the
academic server

component represents the difference between day and night traffic and traffic
sent across few months and days.

We then applied hierarchical clustering techniques to the data of both sets of
clients represented in the principal components space. The partitions in three
clusters obtained for both sets are shown in Fig. 5. Each plot represents the
projection of the data in the space of the first two principal components. Thus,
these diagrams highlight the structure of the data and their similarities and
differences. Clients close to each other in this space were similar to each other
in their original data.

From the figure, we can notice that the behavior of the other clients is quite
homogeneous: two of the three clusters consist of one and three clients, respec-
tively, while the remaining clients belong to one big tight group. It is worth
noting that the client belonging to cluster 3 is characterized by requests con-
centrated in one month and in two days. A further analysis of this client has
shown that it was probably a crawler that did not identify itself as being such:
all its HTTP requests used the HEAD method and specified the root of the site
(i.e., /) as resource. On the contrary, the three clients of cluster 2 are actually
human users, whose behavior is fully explained by the first principal component:
all their requests were issued during the working hours only.

For the crawlers, clustering identified one very persistent crawler (belonging
to cluster 3) and two other groups of crawlers with requests distributed over
the 24 hours, sometimes in the day and other times at night. It is interesting to
outline that many of the Google crawlers were grouped in cluster 2.

All these conclusions are also supported by the diagrams of Fig. 6 obtained by
applying the Correspondence Analysis. This geometric representations display
the relationships between clients and parameters. and point out their mutual
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Fig. 6. Correspondence Analysis maps of the other clients (a) and of the crawlers (b)
of the academic server

influence and ease to identify visually clustered observations. As can be seen,
while the diagram obtained for the crawlers does not show any specific associ-
ation between them and the parameters used for their description, there is a
stronger association between some of the other clients and the parameters de-
scribing night traffic. Note that not to clutter the presentation, we did not plot
the identifiers of the clients, represented by red dots.

5 Conclusions

The analysis of Web logs is very useful to discover interesting properties in the
traffic of the servers and in the behavior of their clients. This analysis becomes
rather challenging especially for very busy servers that receive many requests by
many different clients. Our study focused on the characterization of the access
patterns and navigation profiles of the clients of two Web servers. The traffic
of one of the servers was heavily dominated by some very persistent crawlers.
Nevertheless, on both servers we have noticed that, despite the intensity of their
traffic, clients that identify themselves as being crawlers tend to behave and
avoid sending bursts of requests. The application of various statistical techniques
in combination has allowed us to highlight similarities and differences among
the navigation profiles of the clients. The other clients, that is, human users
and unidentified crawlers, are characterized by a rather homogeneous behavior.
Nevertheless, while some clients return to the sites periodically to download the
pages available on the servers, some others visit the site with the only intention
of discovering vulnerabilities and compromising the servers.

This work has a number of possible extensions and improvements. For exam-
ple, it will be necessary to develop more reliable criteria to identify and classify
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clients that visit the sites for malicious purposes. Scrapers are an example of
these clients in that they send legitimate requests with the objective of auto-
matically creating copies of Web sites to be used for malicious purposes, such
as, phishing. Moreover, starting from these results we plan to develop proactive
policies aimed at improving the security of Web sites.
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