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Abstract. This paper proposes an innovative approach to improve the perfor-
mance of Persian text classification. The proposed method uses a thesaurus as a 
helpful knowledge to obtain the real frequencies of words in the corpus. Three 
types of relationships are considered in our thesaurus. This is the first attempt to 
use a Persian thesaurus in the field of Persian information retrieval. Experimen-
tal results show a significant improvement in the case of employing Persian the-
saurus rather common methods.  
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1   Introduction 

In the current century Information Technology is considered as one of the most im-
portant fields (if not the most important field) among the researchers. Because the 
information is growing in a significant rapid way, its appropriate management and 
usage are inevitable. Indeed proper responding to the user queries is crucial in the 
Information Technology [1]. One of the most challenging problems in the field of 
Information Technology is how to do text retrieval and how to employ efficient algo-
rithm on the mass of information. 

In this direction, usage of keywords is very promising way for researchers to han-
dle the job. A very important desire for researchers is to find the best representative 
keywords in the field of information retrieval. One of the most straightforward ways 
is based on frequency based keywords. Although this method is a very handful solu-
tion, the between word relationships are ignored there. It means while two synonym 
words are counted by the algorithm as two different words, it is better for the algo-
rithm to count them as a single word and for its frequency to be equal to sum of fre-
quencies of those two words. 

To response queries of users relevantly, indexing is necessary. In general each con-
text is consisted of two main parts: (a) external part and (b) body part. In library in-
dexing based on first part is descriptive cataloging and based on second part is subject 
cataloging. Indexing needs the cognition of context. If indexing is done by computer, 
this will be automated indexing [2].  

In text retrieval systems, indexing can be produced completely automatically.  
Research on creating or improving indexing methods and the automatic search for  
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information in texts for different languages has always been hot. The most sensitive 
and difficult step in the process during indexing should be automatically selection of 
the words that are used for index construction. In practice, indexing based on all 
words contained in the context has very high overhead. It is worthy to mention that 
indexing based on all the words is unnecessary.  

In information processing, many systems were established. These systems are ca-
tegorized in five main groups, which include: (I) Management Information System, 
(II) Data Base Management System, (III) Decision Support System, (VI) Question 
Answering System and (V) Information Retrieval System. 

Text retrieval systems belong to information retrieval systems. Since a lot of simi-
larities between information retrieval systems and database management systems, 
somebody may confuse the two systems with each other.  

While data processing operations are performed on documents and duty of the  
systems is to store documents, provide and create access to documents or their repre-
sentatives. In text retrieval systems, data input is natural language text (full text or 
selections, or abstract full text) [3]. In information retrieval systems, output in re-
sponse to a search query is in the form of a set of references. These references show 
information about system user favorite items to them [4]. The duty of a database man-
agement system is the storage, the preservation and the retrieval system in a system, 
i.e. the information in this system is not natural language text; it is in the form of 
certain data elements that are stored in tables. 

This paper has been to use existing relationships between words to help build a 
suitable technique for automatic thesaurus-based indexing in the Persian language.  

Rest of this paper is organized as follows. Section 2 is related works. In section 3, 
we explain the proposed method. Section 4 demonstrates results of our proposed 
method against traditional comparatively. Finally, we conclude in section 5. 

2   Related Work 

In 1999, Turney showed that keyword extraction is one of the most important factors 
accelerate and facilitate information retrieval applications, but until then there is no 
attempt to improve quality of extracted keywords [5]. 

Then simultaneously in 1999, Frank et al. who worked in the field of artificial in-
telligence, while they were presenting machine processing algorithm, they tried to 
improve the quality of extracted keywords. Their work was based on Simple Bayes 
algorithm. Their system is named "KEA". In this method, although the quality of the 
extracted words significantly increased, linguistic issues were not considered [6]. The 
general process for extracting keywords was introduced by Liu in 2005. They elected 
the first candidate keywords, and then assigned a weight to each word and finally 
extracted the keywords with the highest weights [7]. Franz in 2002 combined statis-
tical analysis and linguistic analysis [8]. He believed that without considering infor-
mation about linguistic knowledge, statistical analysis considers disadvantageous and 
non-key words [8]. 

In direction of previous researches in 2005, to solve the drawbacks of the extrac-
tion of disadvantageous and non-key words, Freitas et al. modeled the process of 
keyword extraction as a classification problem [9]. Zhang et al. used a decision tree as 
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classifier to recognize the keywords [10]. Halt used n-gram in the context of informa-
tion retrieval [11]. In the first attempt, Deegan used thesaurus in 2004 [12] to improve 
information retrieval efficacy. After that Hyun tried to specialized thesaurus for a 
special query [13]. There are some successive works, tried to improve information 
retrieval efficacy after them [14]-[16]. 

Some of the work done in the field of Persian language is as follows [17]-[21]. 
While there are many methods in the Persian language, there is a lack of employing 
thesaurus in the Persian so far. 

 

 

Fig. 1. Proposed Indexing framework 

 

Fig. 2.  Pre-processing phase of proposed framework 

3   Proposed Framework 

Fig. 1 depicts the proposed framework. The first step of the Fig. 1 is expanded in the 
Fig. 2. As seen in Fig. 2, in preprocessing step, Persian texts are refined to extract 
useful texts along with keywords to be ready for indexing stage. Indeed the  
pre-processing phase of proposed framework consists of three sub-parts. First the 

Omission of Common Words 

Finding the Roots of Words 

Omission of Words with Redundant and 
Common Roots (very versatile words) 

2-Applying Thesaurus
Finding the synonyms and inclusions 

2-Weighting Mechanism

1-Pre-processing
Delete redundant words (stop words) and rooting 
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common words like prepositions are omitted. Then the root of each word is found. 
Third the common roots, like “be”, are omitted. 

In the Fig. 3 assume that the word1, word2 and word3 are synonyms. Using the-
saurus these three words are converted to first word, i.e. the frequency of word1 is 
considered as 3. 

 

 

Fig. 3. A typical text with three words that are synonyms 

So a table is produced from Fig. 3 that the frequencies of words are like Table 1.  

Table 1. Table with frequencies of words of Fig. 3 

word #  

. 

. 

. 

  

word1 3 head 

word2 3  

word3 3  

. 

. 

. 

  

 
So in the table of words frequencies synonym relationship is considered by a 

weight equals to 1, i.e. emerging the synonym of a word is equal to emerging that 
word. Another relationship that is taken into consideration is inclusion. For example a 
word an animal includes a wolf. So if in a text first animal is emerged, emerging a 
word wolf is equal to emerging animal with weight α, where α is less than one and 
vice versa. It means if an inclusion word has been emerged so far, emerging an in-
cluded word is to emerge the included word by weight one, and including word by a 
weight below one. For example consider text of Fig. 4. Assume that word5 is a spe-
cial kind of word4 and word4 is special kind of word3. As before, word1, word2 and 
word3 are synonyms. 
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Fig. 4. A typical text with three words that are synonyms 

Now a table is produced from Fig. 3 that the frequencies of words are like Table 2. 
For simplicity assume that α is 1/4. 

Table 2. Table with frequencies of words of Fig. 4 

word #  

. 

. 

. 

. 

. 

. 

. 

. 

. 
word1 4+1/4+1/4*1/4 head 

word2 4+1/4+1/4*1/4  

word3 4+1/4+1/4*1/4  

word4 1+4*1/4+1/4 head 

word5 1+1/4+4*1/4*1/4 head 

. 

. 

. 

. 

. 

. 

. 

. 

. 

 
In the table 2 word1 is the head for three words, word1, word2 and word3. Because 

the words, word1, word2 and word3, are emerged 4 times, their frequencies are con-
sidered 4 at least. Besides due to emerging the word4 that is a special kind of word3, a 
1/4 is added to their frequencies. Due to emerging the word5 that is a special kind of 
word4, a 1/4*1/4 is added to their frequencies. From another side, the frequency of 
the word4 is at least 1, due to its appearance. Because of four appearances of the 
word1, 4 times 1/4 is added by its one appearance. Besides because of one appearance 
of word5 another 1/4 is added to its frequency. This scenario is valid for word5. It 
means that one appearance of word5, plus 1/4 due to appearance of word4 plus 4 
appearances of word1 that has inclusion relationship with length 2, i.e. 4*1/4*1/4, is 
considered as frequency of word5. 
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4   Experimental Results 

In order to test the proposed method five different categories has been collected from 
Hamshahri [22] newspaper. The detail of the dataset is presented in the Table 3. 

Table 3. Details of used dataset 

 
 
After refinement of dataset, the average number of words in each category is re-

duced as the Table 4. 

Table 4.  Dataset after refinement 

  

After applying refinement phase, we produce a feature space as illustrated in the 
Table 5.  

Table 5. Dataset after refinement 

 

Average # of 
words after 
refinement 

phase 

Average # of 
words 

Topic Row 

149 204 Sport 1 
135 199 Economic 2 
76 123 Rural 3 

115 160 Adventure 4 
124 177 Foreign 5 

 

Average # of 
words 

# of articles Topic Row 

204 146 Sport 1 
199 154 Economic 2 
123 171 Rural 3 
160 89 Adventure 4 
177 130 Foreign 5 
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In Table 5, parameter n is the number of all Head Word which is a head word in an 
article at least. The entity jth column of ith row in Table 5 is equal to frequency value 
of head word j in the ith article. 

By filling the Table 5 values by using thesaurus and without using thesaurus we 
obtain two different datasets. By 4-fold cross validation and 1-neareast neighbour 
classifier, we reach the results in the Table 6. 

Table 6. Accuracy of 1NN classifier with and without thesaurus 

 Without thesaurus With thesaurus 
Accuracy of classification 68.3% 78.4% 

5   Conclusion and Future Works 

In this paper, we have proposed a new method to improve the performance of Persian 
text classification. The proposed method uses a Persian thesaurus to reinforce the fre-
quencies of words. With a simple classifier, it is shown that using thesaurus can im-
prove the classification of Persian texts. We consider two relationships: synonyms and 
inclusion. We use a hierarchical inclusion weighting, and linear synonym weighting.  

As a future work, one can turn to research on the different weighting methods.  
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