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Abstract. We propose a new approach toward evaluation of spoken dialog sys-
tems. The novelty of our method is based on utilization of domain-specific 
knowledge combined with the deterministic measurement of dialog system  
performance on a set of individual tasks within the domain. The proposed 
methodology thus attempts to answer questions such as: “How well is my dia-
log system performing on a specific domain?”, “How much has my dialog sys-
tem improved since the previous version?”, “How much is my dialog system 
better/worse than other dialog systems performing on that domain?” 
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1   Introduction 

Research in the field of conversational and dialog systems has a long tradition starting 
in 1966 with Weizenbaum's Eliza [1]. More recently, research in spoken dialog sys-
tems has tackled more ambitious domains, such as problem solving [2], navigation 
[3], or tutoring systems [4]. 

This paper is organized as follows. In introduction we outline our motivation and 
the principle of the proposed method. In Section 2 we introduce the concept of a  
domain task ontology that can serve as a benchmarking tool for well-known applica-
tion domains. Section 3 describes in detail the proposed ADiEU metric and its  
computation. Section 4 presents a case study in the music management domain and 
demonstrates the application of ADiEU to a real-world task. We discuss practical 
considerations regarding the proposed metric in Section 5, human evaluation in  
Section 6, and conclude in Section 7. 

1.1   Rationale 

Current methods and techniques for measuring performance of spoken dialog systems 
are still very immature. They are either based on subjective evaluation (Wizard of Oz or 
other usability studies) or they are borrowing automatic measures used in speech recog-
nition, machine translation or action classification, which provide only incomplete pic-
ture of the performance of the system. Nowadays, dialog systems are evaluated by 
measures used in speech recognition, such as word error rate (WER) or action classifi-
cation error rate [5], by techniques that measure primarily dialog coherence [6], and by 
systems supporting human judgment-based evaluation, such as PARADISE [7, 8]. What 
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is particularly missing in this area is (1) a measurement of performance for a particular 
domain, (2) possibility to compare one dialog system with others, and (3) evaluation of 
a progress during the development of a dialog system. By the ADiEU1 scoring presented 
herein we attempt to address these three cases. 

1.2   The Elements of ADiEU Metric 

The ADiEU score consists of two ingredients both of which range from 0 to 1: 

A) Domain Coverage (DC) score, 
B) Dialog Efficiency (DE) score. 

 

We describe both scores in the following chapters. Note that the results of domain 
coverage and dialog efficiency may be combined into a single compound score to 
attain a single overall characteristic (the eigen value) of the assessed dialog system.  

The ADiEU score relies on a good understanding of the dialog domain that is de-
scribed in the form of a domain task ontology. The more expert knowledge is pro-
jected into the domain ontology, the more reliable results we expect from the ADiEU 
score. 

2   Capturing Domain Ontology 

The cornerstone of our approach is to evaluate spoken and multi-modal dialog sys-
tems within a predefined, well-known (and typically narrow) domain. In our labs we 
have developed many speech and multimodal applications for various domains, such 
as music selection, TV remote control, in-car navigation and phone control; using 
grammars, language models and natural language understanding techniques. In order 
to compare two spoken dialog systems that deal with the same domain, we first de-
scribe the domain diligently using the task ontology. This restricted ontology repre-
sents the human expert knowledge of the domain and is encoded as a set of tasks with 
two kinds of relations between the tasks: task generalization and aggregation. Indi-
vidual tasks are defined as sequences of parameterized actions. Actions are separable 
units of domain functionality, such as volume control, song browsing or playback.  

Parameters are categories of named entities, such as album or track title, artist 
name or genre. Tasks are labeled by weights, which express the relative importance of 
a particular task with respect to other tasks. The ontology may also define task aggre-
gations which explicitly state that a complex task can be realized by sequencing  
several simpler tasks. Table 1 shows a sample task ontology for the music control 
domain. For example, the task volume control/relative with weight of 2 (e.g. “louder, 
please”) is considered more important in evaluation than its absolute sibling (e.g. “set 
volume to 5”). This may be highly subjective if scored by a single human judge and 
thus a consensus of domain experts may be required to converge to a generally ac-
ceptable ontology for the domain. Once acknowledged by the community, this ontol-
ogy could be used as the common etalon for scoring third-party dialog systems.  

                                                           
1 We call our measurement the Automatic Dialog Evaluation Understudy, ADiEU. 
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Table 1. Speech-enabled reference tasks for the jukebox domain. Tasks are divided into groups. 
Both group as well as tasks within the group are assigned relative importance points by an 
expert. These points are normalized to obtain per-task contribution to the domain’s functional-
ity. ITC shows ideal turn count range for each task. 

        Group Task
Points Share Description Points Contrib. % ITC 
Volume relative 2 6.20 1 

2 15.50% absolute 1 3.10 1 
  mute 2 6.20 1 
Playback play 3 7.75 1 

4 31.01% stop 3 7.75 1 
  pause 1.5 3.88 1 
  resume 1.5 3.88 1 
  next, previous track 1 2.58 1 
  next, previous album 1 2.58 1 
  media selection 1 2.58 1 

Play mode shuffle 1 1.94 1 
0.5 3.88% repeat 1 1.94 1 

Media library browse by criteria 2 3.93 1..2 
6 46.51% play by criteria 4 7.85 1..2 

  search by genre 2 3.93 1 
  search by artist name
    up to 100 artists 1 1.96 1..2 
    more then 100 artists 2 3.93 1..2 
  search by album name
    up to 200 albums 1 1.96 1..2 
    more than 200 albums 2 3.93 1..2 
  search by song title
    up to 250 songs 1 1.96 1..2 
    more than 2000 songs 2 3.93 1..2 
  search by partial names
    words 1 1.96 2 
    spelled letters 1 1.96 2 
 ambiguous entries 2 3.93 2 
  query  
    item counts 0.5 0.98 1 
  favorites  
    browse and play 0.5 0.98 1..2 
    add items 0.3 0.59 1 
  media management
    refresh from media 0.2 0.39 1 
    add or remove media 0.2 0.39 1..2 
    access online content 1 1.96 2..3 
Menu quit 0.5 1.03 1..2 

0.4 3.10% switch among other apps 1 2.07 1..2 
 100%  100  

3   The Proposed Method of ADiEU Evaluation 

The actual dialog system evaluation metric that is in the heart of our method consists 
of two indicators: Domain Coverage (DC) - computed over the task ontology and 
Dialog Efficiency (DE) that quantifies the outcome of user test sessions. The DC 
expresses how the evaluated system covers the set of tasks in the ontology for a par-
ticular domain; while the DE indicates the performance of the evaluated system on 
those tasks supported by the system. 
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3.1   Scoring of Domain Coverage 

The domain coverage (DC) is a sum of weights of tasks supported by the system (S) 
over the sum of weights of all tasks from the ontology (O). 
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Table 1 shows a sample domain task ontology for the music management domain 
that shows the raw points assigned by a domain expert and their normalized versions 
that are used to assess the relative importance of individual tasks. The expert may 
control the weights of whole task groups (such as Playback control) as well as the 
weights of individual tasks that comprise these groups. Generally, the ontology can 
have more than two levels of sub-categorization that are shown in the example. 

3.2   Scoring of Dialog Efficiency 

The actual efficiency of dialog is measured using the number of dialogue turns [9, 10] 
needed to accomplish a chosen task. In spoken dialog systems, a dialog turn corre-
sponds to a pattern of user speech input followed by the system’s response. We intro-
duce a generalized penalty turn count (PTC) that measures overall dialog efficiency 
by incorporating other considered factors: number of help requests, number of rejec-
tions, and user and system reaction times. 

)()()()()()( tSRTtURTtNRPtNHRtTCtPTC SRTURTNRPNHR λλλλ ++++=  (2) 

Where TC is the actual dialog turn count, NHR is the number of help requests, 
URT is user response time and SRT is system response time and the lambdas repre-
sent weights of each contributor to the final penalty turn count (PTC)2. 

The obtained penalty turn count in then compared to an ideal number of turns for a 
particular task. We define a key property, the ideal number of turns (INT), as being 
determined by at least the following factors. The INT is (F1) directly proportional to a 
number of information slots to be filled and (F2) indirectly proportional to a size of 
the block of information slots commonly accepted as coherent. 

coherentasacceptedcommonlyslotsformationinofblockaofsize

filledbetoslotsformationinofnumber
tINT =)(  (3) 

For example, the concept of “date” consists of three information slots (day, month, 
and year) that need to be filled. Here, the number of information slots (F1) is three, 
which is in this case the same as the size of a coherent block expected by the users. 
The INT for the “date” concept is thus 1 (=3/3). In the contemporary art the INT 
property is determined manually by a human judgment.  

                                                           
2 In our experiments, we set λNHR=0.5, λNRP=1, and λURT=λSRT=0 since for the music domain 

the user reaction time was not indicative of dialog quality and both applications responded 
instantly. 
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The actual score of the dialog efficiency (DE score) for an individual task is then 
counted as a fraction of difference between INT and PTC against current PTC, i.e.: 
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To avoid subjective scoring we typically use several human testers as well as sev-
eral trials per one task. For example for task “play by artist” the following set of trials 
can be used: “Play something by Patsy Cline”, “Play some song from your favorite 
interpreter”, or “Play some rock album, make the final selection by the artist name”. 
Each of these trials has assigned its ideal number of turns (this is why INT for tasks in 
the ontology are given by range in the Table 1.) The task dialog efficiency score is 
then computed as an average over all human testers and dialog efficiency for each 
trial. Samples of trials used in the evaluation of music management domain are given 
in Table 2. 

3.3   The ADiEU Score 

The ADiEU score is then counted as a sum of products of domain coverage and dia-
log efficiency for each task in the domain ontology, i.e.: 
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4   Case Study: ADiEU Scores for Music Management Domain 

We applied the ADiEU scoring to our two dialog systems developed at different times 
and both partially covering the music management dialog domain. Both allow their 
users to play music by dynamically generating grammars based on meta tags found in 
users’ mp3 files. The first one, named A-player, is simpler and covers a limited part of 
the music management domain. The second, named Jukebox, covers a larger part of 
the domain and also allows free-form input using a combination of statistical lan-
guage models and maximum entropy based action classifiers. 

For both applications, we collected input from a group of 10 speakers who were 
asked to accomplish tasks listed in Table 2. Each of these user tasks corresponded to a 
task in the domain task ontology and there was at least one user task per each ontol-
ogy task that was supported by either A-player or Jukebox. The subjects were given 
general guidance but no sample English phrases were suggested to them that could be 
used to control the system. In order not to guide users even by the wording of the user 
tasks, the tasks were described to them in their native language. All ten subjects were 
non-native but fluent English speakers. 
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Table 2. Specific tasks to be accomplished by speakers using A-player and Jukebox 

Task A-player Jukebox ITC
Start playback of arbitrary music x x 1 
Increase the volume  x 1 
Set volume to level 10  x 1 
Mute on  x 1 
Mute off  x 1 
Pause  x 1 
Resume  x 1 
Next track x x 1 
Previous track x x 1 
Shuffle x x 1 
Play some jazz song  x 1 
Play a song from Patsy Cline x x 1 
Play Iron Man from Black Sabbath x x 1 
Play the album The Best of Beethoven x x 1 
Play a song Where the Streets Have No Name x x 1 
Play a song Sonata no. 11 (ambiguous) x x 2 
Play a rock song by your favorite artist x x 3 
Reload songs from media x  1 

Table 3. Computation of coverage, task completion score and ADiEU for A-player and Juke-
box 

             Task A-player Jukebox

  sup 

DC 

weight 

DE 

score ADiEU sup 

DC 

weight 

DE 

score ADiEU 

volume relative 0 0 0.000 1 6.2 0.82 0.051
volume absolute 0 0 0.000 1 3.1 0.82 0.025
mute 0 0 0.000 1 6.2 0.82 0.051

play 1 7.75 0.57 0.044 1 7.75 0.32 0.025
stop 1 7.75 1.00 0.078 1 7.75 0.82 0.064
pause 0 0 0.000 1 3.88 0.57 0.022
resume 0 0 0.000 1 3.88 0.50 0.019
next, prev. track 1 2.58 0.80 0.021 1 2.58 1.00 0.026
next, prev. album 0 0 0.50 0.000 1 2.58 0.80 0.021

shuffle 0 0 0.000 1 1.94 0.67 0.013
browse by criteria 0 0 0.000 0.5 1.97 0.52 0.010
play by criteria 1 7.85 0.82 0.064 1 7.85 0.67 0.052
search by genre 0 0 0.67 0.000 1 3.93 0.78 0.030
search by artist 0.000 0.000
  <= 100 artists 1 1.96 0.83 0.016 1 1.96 0.40 0.008
  > 100 artists 1 3.93 0.83 0.033 1 3.93 0.60 0.024
search by album 0.000 0.000
  <= 200 albums 1 1.96 1.00 0.020 1 1.96 0.29 0.006
  > 200 albums 1 3.93 1.00 0.039 1 3.93 0.75 0.029
search by song 0.000 0.000
  <= 250 songs 1 1.96 0.79 0.015 1 1.96 0.61 0.012
  > 2000 songs 1 3.93 0.79 0.031 1 3.93 0.93 0.036
word part. search 0 0 0.000 1 1.96 0.55 0.011
ambiguous entries 0 0 0.000 1 3.93 0.49 0.019
media refresh 1 0.39 0.67 0.003 0 0 0.000

0.34 43.99 82.6 36.3 0.55 83.17 66.7 0.554  

Table 3 shows the computation of the ADiEU score and its components: domain 
coverage (DC) and domain efficiency (DE). For A-player, which is limited in func-
tionality, the weighted domain coverage only reached 43.99%, whereas for Jukebox 
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this was 83.17%. On the other hand, A-player allowed its users to accomplish the 
tasks it supported more quickly than Jukebox; this is documented by the weighted 
dialog efficiency score reaching 82.6% for A-player and 66.7% for Jukebox. This was 
mainly due to Jukebox being more interactive (e.g. asking questions, presenting 
choices) and due to a slightly higher error rate of a dictation-based system as opposed 
to a grammar-based one. The overall ADiEU score was higher for Jukebox (55.4%) 
than it was for A-player (36.3%). This was in accord with the feedback we received 
from users from ongoing evaluations who claimed they had better experience with the 
Jukebox application. The two major reasons were the support of free-form commands 
by the Jukebox and its broader functionality. 

5   Human Evaluation in Progress 

The HCI methodology [10] advocates several factors that human judges collect in the 
process of dialog system evaluation. These key indicators include accuracy, intuitive-
ness, reaction time, and efficiency. When designing the evaluation method we at-
tempted to incorporate the core of these indicators into the scoring method to ensure 
good correlation of the ADiEU metric with the human judgment. We are currently 
collecting data form the evaluation test where the human judges act as personas [11]. 
The results of the evaluation either confirm or reject the assumption of the ADiEU 
scoring correlation with human judgment. 

6   Practical Considerations of the ADiEU Scoring 

The application of the ADiEU scoring to an arbitrary dialog system has several prac-
tical considerations. Generally, there are two possibilities how to evaluate a third-
party dialog system by our metric: 1) agreed API contract supported by the external 
system or 2) rich enough tracing and logging information. Both approaches will typi-
cally require cooperation with the supplier of the measured system. The API approach 
asserts there exists a runtime API that supports e.g.: simulating input to the system, 
changing the dialog state, obtaining notification about dialog state changes with suffi-
cient introspection, possibility to read output of the system. The logging approach 
demands the application to write all the required information to a log file, ideally in a 
format compliant with the ADiEU score measuring tool. This usually means tight 
cooperation with the dialog system engineers, but it is easier and more straight for-
ward than changing the application API in the case it does not provide access to all 
information needed by the ADiEU metric. Having the test run in the form of log has 
the advantage of the possibility to send the logs to the scoring tool hosted as a web 
service and the possibility to evaluate the system against multiple domain ontologies 
or ontology versions of the same domain. We have experimented with both ap-
proaches while evaluation our systems. 

7   Conclusion 

We introduce a method for quantitative evaluation of spoken dialog system that util-
izes the domain knowledge encoded by a human expert. The evaluation results are 
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described in the form of a comparison metric consisting of domain coverage and dia-
log efficiency scores allowing to compare relative as well as absolute performance of 
a system within a given domain. This approach has an advantage of comparing in-
cremental improvements on an individual dialog system that the dialog designer may 
want to verify along the way. In addition, the method allows to cross-check the per-
formance of third-party dialog systems operating on the same domain and immedi-
ately understand the strong and weak points in the dialog design. Human evaluations 
are currently conducted to estimate the correlation between the ADiEU score and 
human judgment. The subjectivity of human scoring and consensus on the ontology 
coverage are subject of further investigation. 
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