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Abstract. In this paper, we propose an efficient algorithm for facial feature lo-
cation on gray intensity face. Complex regions in a face image, such as the eye, 
exhibit unpredictable local intensity and hence high entropy. We use this char-
acteristic to obtain eye candidates, and then these candidates are sent to a classi-
fier to get real eyes. According to the geometry relationship of human face, 
mouth search region is specified by the coordinates of the left eye and the right 
eye. And then precise mouth detection is done. Experimental results demon-
strate the effectiveness of the proposed method.  

Keywords: Facial feature location, image entropy, SVM classifier, maximum-
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1   Introduction 

This paper addresses the problem of locating facial features (eyes, nose, mouth cor-
ners and so on) in images of frontal faces. Locating such features is an important 
stage in many facial image interpretation tasks (such as face verification, face tracking 
or face expression recognition).Generally, there are two types of information avail-
able for facial feature detection [1]: (1) local texture around a given feature, for ex-
ample, the pixel values in a small region around an eye, and (2) the geometric  
configuration of a given set of facial features, e.g. both eyes, nose, mouth and etc. 
Many different methods for modeling these types of information have been proposed. 
In Ref. [1] a method for facial feature detection was proposed which utilizes the Viola 
and Jones face detection method [2], combined with the statistical shape models of 
Dryden and Mardia [3]. In Ref. [4] an efficient method was proposed for eye detec-
tion that used iris geometries to determine the region candidates which possibly con-
tain the eye, and then the symmetry, for selecting the couple of eyes.  In Ref. [5], 
Gabor feature is used to extract eyes. The EOF (entropy of likelihood) feature points 
are found to do feature selection and correspondence for face images in Ref. [6]. 

In this paper, we propose an efficient approach combining image entropy and clas-
sifier to precisely extract the eyes and locate the mouth with the coordinate informa-
tion of eyes. We address the problem of facial feature detection, so our research work 
is based on face detection. The rest of this paper is organized as follows. In Section 2, 
the eye candidates extraction method will be introduced. Eyes verification will be 
presented in Section 3. In Section 4, mouth location algorithm will be introduced. 
Some experimental results will be demonstrated in Section 5 to corroborate the pro-
posed approach. Section 6 concludes the paper. 
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2   Eye Candidates Extraction 

Complex regions in a face image, such as the eyes, exhibit unpredictable local inten-
sity and hence have higher entropy than skin region, as illustrated in Fig. 1. This fact 
leads us to use entropy as a measure for uncertainty and unpredictability. We use this 
characteristic to obtain eye candidates.  
 

 

Fig. 1. Entropy comparison between eye region and skin region. (a) entropy of eye region is 
higher. (b) entropy of skin region is lower. 

2.1   Image Entropy  

The basic concept of entropy in information theory has to do with how much random-
ness there is in a signal or random event. An alternative way to look at this is to talk 
about how much information is carried by the signal.  

Claude E. Shannon [7] defines entropy in terms of a discrete random event x , with 

possible states (or outcomes) n...1  as:    
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Conversion from probability )(ip  to entropy )(ih  is illustrated in Fig. 2, and shows 

that probabilities close to zero or one produce low entropy and intermediate values 
produce entropies near 0.5. 

Shannon shows that any definition of entropy satisfying his assumptions will be of 
the form: 
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where K  is a constant (and is really just a choice of measurement units).  
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Fig. 2. Conversion from probability pi to entropy hi 

The texture of the input image can be characterized by using the entropy which is a 
statistical measure of randomness. 

For an image x , quantised to M levels, the entropy xH  is defined as: 
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where ip ( 1 ... 0 −= Mi ) is the probability of the thi  quantiser level being used 

(often obtained from a histogram of the pixel intensities). For grey image, the value of 
M  is 256. 

2.2   Eye Candidates Extraction 

Our work is focus on facial feature location, so face area is detected by using upright 
frontal face detector [2]. Then eye candidates are extracted on the detected face area.  

A square window moves on the upper part of detected face to extract eye candi-
dates by calculating the entropy value in each window. The size of moving window is 
calculated according to the face size, Eq. (4) gives the relationship.   

6.4/__w facewineyein =  (4)

where eyewin _  is the slide length of moving square window; facewin _  is the 

slide length of detected face region.  
The areas where their local entropy is above average are considered as eye candi-

dates and sent to the eye verifier. Examples of eye candidates extraction are shown in 
Fig. 3. 

In order to detect faces in different scales, the facial image is repeatedly scaled by a 
factor of 1.2. In each scale, all eye pair candidates are extracted and verified by the 
eyes verifier which will be described in the next section. Consequently, all the faces 
in one image can be detected. 
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Fig. 3. Examples of eye candidates extraction 

3   Eye Verification 

After eye candidates are extracted by calculating entropy, an eye verifier is applied to 
obtain real eyes. We train a SVM classifier to do eye verification. 

3.1   Support Vector Machine 

In this paper, we choose the SVM as the classifying function. One distinctive advan-
tage this type of classifier has over traditional neural networks is that SVMs achieve 
better generalization performance.  

SVM is a patter classification algorithm developed by V. Vapnik and his team [8]. 
It is a binary classification method that finds the optimal linear decision surface based 
on the concept of structural risk minimization. Given a set of N examples: 

}1,1{,R N
11 −∈∈ iiNNii y)   x,y), ...(x,y), ...(x,y(x  

In case of linear separable data, maximum margin classification aims to separate 
two classes with hyperplane that maximizes distance of supports vectors. This Opti-
mal Separating Hyperplane can be expressed as following formula: 
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This solution is defined in terms of subset of training samples (supports vectors) 
whose iα is non- zero. 

In the case of linearly non-separable patterns, SVM is to perform non-linear map-
ping of input vector into high dimensional dot product space F . In general, however, 
the dimension of the feature space is very large, so we have the technical problem of 
computing high dimensional spaces. Kernel method gives the solution to this prob-

lem. In Eq. (5), substituting xxT
i  to )()( xxi

T ϕϕ  leads to the following formula: 
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This kernel method is backed up by Mercer’s theorem. Thus the formula for non-
linear SVM with kernel is  
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The requirement on the kernel ),( xxk i  is to satisfy Mercer’s theorem. Within this 

requirement there are some possible inner product kernels. There are Gaussian Radial 
Basis Functions, polynomial functions, and sigmoid polynomials whose decision 
surfaces are known to have good approximation properties. In this paper, we choose 
Gaussian radial basis function as the kernel function. 

3.2   Eye Verifier 

We apply SVM classifier to verify the eye candidates. The training data used for generat-
ing eye verification SVM consists of 600 images of each class (eye and non-eye). Selec-
tion of proper non-eye images is very important to train SVM because performance of 
SVM is influenced by what kind of non-eye images is used. In the initial stage of training 
SVM, we use non-eye images similar to eyes such as eyebrows, nostrils and other eye-
like patches. And we generate non-eye images using bootstrapping method [9].  

4   Mouth Location 

Mouth location is also an important part in facial expression recognition and face 
states recognition. After the real eyes are obtained, mouth is located sequentially. 
Firstly, mouth region is calculated according to the coordinates of left eye and right 
eye so that the searching region for mouth location is effectively reduced. On this 
basis, precise mouth location is done. 

4.1   Mouth Search Region Calculation 

A mouth search region is specified by the positions of the detected eyes regarding the 
geometric information of a face. That is, the eyes and mouth are located statistically 
[10]. 

The mouth search region is represented with two coordinates ( leftM , topM ) and 

( rightM , bottomM ) by equation (8). 
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where ( leftx , lefty ) and ( rightx , righty ) are the coordinates of left eye center and right 

eye center respectively, and
2

rightleft
eye

yy
y

+
= .  

In Fig. 4, each white rectangle windows on the mouth is the mouth region calcu-
lated by two eyes coordinates.  
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Fig. 4. Mouth region extraction 

4.2   Precise Mouth Location 

Once the mouth search region is extracted, precise mouth location can be done by 
further image processing. Because mouth has lower pixel value in mouth search re-
gion, using binary image to segment mouth is feasible. Maximum filter and Minimum 
filter are applied to the mouth region image as in Eq. (9).  

ffMaxFilterMinFilterf −=′ ))((  (9)

where f is original image and 'f  is differential image. 

Then thresholding and close operation is applied to the differential image and 
mouth can be segmented, as shown in Fig. 5(a). Mouth center will be located by cal-
culating gravity center of connected component. Fig. 5(b) shows some mouth location 
results. 

 

             

                                                                  (a)  

           

(b) 

Fig. 5. Mouth Location. (a) mouth segmentation. (b) precise mouth location. 

5   Experimental Results 

The proposed approach was tested on the JAFFE face database and ORL face data-
base. The JAFFE database consists of 213 frontal face images. The ORL database 
consists of 400 frontal face images from 40 individuals. Face is firstly detected, and 
then eyes and mouth are detected. 

To evaluate the precision of eye localization, a scale independent localization crite-

rion [11] is used. This relative error measure compares the automatic location result 
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with the manually marked locations of each eye. Let lC  and rC  be the manually 

extracted left and right eye positions, 'lC  and 'rC  be the detected positions, ld  be 

the Euclidean distance between 'lC and lC , rd  be the Euclidean distance between 

'rC  and rC , lrd  be the Euclidean distance between the ground truth eye centers. 

Then the relative error of this detection is defined as follows: 

lr
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d
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JAFFE contains only female faces and there is no mustache occlusion, the mouth 
detection rate is high. When 1.0<err , the eye detection rate is 99.13%, the mouth 
detection rate is 99.32% based on eye detection. Our algorithm outperforms the Ref. 
[12] and Ref. [13]. Some detection results are shown in Fig. 6 (a). However, some 
faces in ORL dataset contain glasses and mustache. When the glisten of glasses is too 
strong, the eye detection will fail, also when the occlusion on mouth is heavy, the 
mouth detection will fail. When 1.0<err , the eye detection rate is 90.67%, the 
mouth detection rate is 97.76% based on eye detection. Fig. 6 (b) shows some detec-
tion results. 

 

           

(a) 

         

(b) 

Fig. 6. Some location results. (a) results on JAFFE database. (b) results on ORL database. 

6   Conclusions and Future Research 

In this paper, an efficient facial features location method for gray intensity face is pre-
sented. Experimental results show that entropy measure can extract eye candidates 
effectively. Based on the precise eye location, mouth search region can be calculated 
by the coordinates of two eyes. This makes mouth location much easier. The experi-
mental results demonstrate its efficiency. Future work will focus on resolving the oc-
clusion on faces and the influence of face pose to improve the algorithm performance. 
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