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Abstract. Using only shadow trajectories of stationary objects in a scene, we
demonstrate that using a set of six or more photographs are sufficient to ac-
curately calibrate the camera. Moreover, we present a novel application where,
using only three points from the shadow trajectory of the objects, one can ac-
curately determine the geo-location of the camera, up to a longitude ambiguity,
and also the date of image acquisition without using any GPS or other special
instruments. We refer to this as “geo-temporal localization”. We consider possi-
ble cases where ambiguities can be removed if additional information is avail-
able. Our method does not require any knowledge of the date or the time when
the pictures are taken, and geo-temporal information is recovered directly from
the images. We demonstrate the accuracy of our technique for both steps of cali-
bration and geo-temporal localization using synthetic and real data.

1 Introduction

Cameras are everywhere. Groups, individuals or governments mount cameras for var-
ious purposes like performing video surveillance, observing natural scenery, or for
observing weather patterns. As a result, a global network of thousands of outdoor or
indoor cameras currently exists on the internet, which provides a flexible and econom-
ical method for information sharing. For such a network, the ability to determine geo-
temporal information directly from visual cues has a tremendous potential, in terms of
applications, for the field of forensics, intelligence, security, and navigation, to name a
few.

The cue that we use for geo-temporal localization of the camera, (defined henceforth
as the physical location of the camera (GPS coordinates) and the date of image acqui-
sition) is the shadow trajectories of two stationary objects during the course of a day.
The use of shadow trajectory of a gnomon to measure time in a sundial is reported as
early as 1500 BC by Egyptians, which surprisingly requires sophisticated astronomical
knowledge [11213]]. Shadows have been used in multiple-view geometry in the past to
provide information about the shape and the 3-D structure of the scene [413]], or to re-
cover camera intrinsic and extrinsic parameters [6[7]. Determining the GPS coordinates
and the date of the year from shadows in images is a new concept that we introduce in
this paper.
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Fig. 1. Two objects 77 and 7> casting shadow on the ground plane. The locus of shadow positions
over the course of a day is a function of the sun altitude ¢, the sun azimuth 6 and the height h; of
the object.

Our approach is a two step process: auto-calibration and geo-temporal localization.
In terms of calibration, the most related work to ours are those of Cao and Foroosh
[8] and Lu et al. [9]]. The authors in [§]] use multiple views of objects and their cast
shadows for camera calibration, requiring the objects that cast shadows to be visible
in each image and typically from parallel objects perpendicular to the ground plane.
Similarly, [9] use line segments formed by corresponding shadow points to estimate
the horizon line for camera calibration. Here our contribution is twofold: 1- develop a
more flexible solution by relaxing the requirement that shadow-casting objects have to
be visible or of particular geometry; 2- provide a more robust solution to estimating
the vanishing line of the ground plane by formulating it as a largely overdetermined
problem in a manner somewhat similar to [I0]. Therefore, our auto-calibration method
does not exploit camera motion as in but rather uses shadows to deduce scene
structures that constrain the geometric relations in the image plane [14/135/16].

For geo-temporal localization, recently Jacobs et al.[17] used a database of images col-
lected over a course of a year to learn weather patterns. Using these natural variations, the
camera is then geo-located by the correlation of camera images to geo-registered satel-
lite images and also by correlating acquired images with known landmarks/locations. In
contrast, the present work is based solely on astronomical geometry and is more flexible,
requiring only three shadow points for GPS coordinates estimation. To demonstrate the
power of the proposed method we downloaded some images from online traffic surveil-
lance webcams, and determined accurately the geo-locations and the date of acquisition.

Overall two main contributions are made in this paper: First, we present a camera
calibration method where the horizon line is extracted solely from shadow trajectories
without requiring the objects to be visible: we discuss two possible cases (see below).
Second, we present an innovative application to estimate the GPS coordinates (up to
longitude ambiguity) of the location where the images were taken, along with the day of
year when the images were taken (up to year ambiguity). In this step, only three points
on the shadow trajectories are required, leading to a robust geo-temporal localization.
Accordingly, this paper is divided into corresponding sections addressing each issue.

2 Preliminaries and the Setup

Let T be a 3D stationary point and B its footprint (i.e. its orthogonal projection) on
the ground plane. As depicted in Fig.[Il the locus of shadow positions S cast by T on



320 L.N. Junejo and H. Foroosh

the ground plane, i.e. the shadow trajectory, is a smooth curve that depends only on the
altitude (¢) and the azimuth angles (6) of the sun in the sky and the vertical distance h
of the object from its footprint.

Without loss of generality, we take the ground plane as the world plane z = 0,
and define the x-axis of the world coordinate frame toward the true north point, where
the azimuth angle is zero. Therefore, algebraically, the 3D coordinates of the shadow
position can be unambiguously specified by their 2D coordinates in the ground plane as

ey

Si = Bi + h;cot ¢ |:COSH:| R

sin @

where S; =[S, S;,]7 and B; = [B;, B;,]T are the inhomogeneous coordinates of
the shadow position S;, and the object’s footprint B; on the ground plane. (D) is based
on the assumption that the sun is distant and therefore its rays, e.g. T;S;, are parallel to
each other. It follows that the shadows S; and S, of any two stationary points T; and
T, are related by a rotation-free 2D similarity transformation as Sy ~ H2S;, where

ha/h1 0  Ba, — Bizha/h
H? ~ | 0 ho/hs By, — By ha/hy @)
0 0 1

Note that the above relationship is for world shadow positions and valid for any day
time.

Shadow Detection and Tracking: In order to estimate the shadow trajectories, we
adopt a semi-automatic approach. For a set of images S; = {I, I, ...I,, }, we construct
a background image I where each pixel (x,y) contains the brightest pixel value from
our set of images S;. After background subtraction, the most prominent shadow points
are detect manually. Mean Shift tracking algorithm is then applied to track the
shadow points in the subsequent frames.

3 Recovering the Vanishing Line

Once the vanishing line (1) is recovered, it can be used together with the vertical
vanishing point (v), found by fitting lines to vertical directions, to recover the image
of the absolute conic (IAC), which is decomposed into the camera calibration matrix K
by using the Cholesky decomposition [[19]. For recovering 1., there are two cases that
need to be considered:

3.1 When Shadow Casting Object Is Visible

A situation may occur when the footprint, and optionally the shadow casting object
itself are visible in the image. An example of this case is the light pole visible in image
sequence shown in Figurel@l From here on, the quantities T;, B;, S; and S/, refer to the
points projected on to the image plane.

Figure [2| illustrates the general setup for this case. The vertical vanishing point is
obtained by v, = (T1 x B1) x (T2 x Ba). The estimation of 1, is as follows: at
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Fig. 2. The setup used for camera calibration and for estimating geo-temporal information

time instance ¢ = 1, the sun located at vanishing point v; casts shadow of T'; and T'5 at
points Sy and S’y, respectively. The sun is a distant object and therefore its rays, T1S;
and T2S'y, are parallel to each other. It then follows that the shadow rays, i.e. S;B1 and
S’1Ba, are also parallel to each other. These rays intersect at a vanishing point v{ on
the ground plane. Similarly, for time instance ¢ = 2 and ¢t = 3, we obtain the vanishing
points v5 and vi, respectively. These vanishing points all lie on the vanishing line of
the ground plane on which the shadows are cast, i.e. ngloo =0,wherei =1,2,...n
and n is number of instances for which shadow is being observed. Thus a minimum of
two observations are required to obtain the 1.

3.2 When Shadow Casting Object Is NOT Visible

This is a more general case. The footprint and/or the the shadow casting object point
might not always be visible in a video sequence. Figure[7]shows a picture of downtown
Washington D.C, where one of the shadow casting objects is the traffic light hanging
by a horizontal pole (or a cable). The footprint of this traffic light on the ground plane
cannot be determined. In this setup, 1, can not be recovered as described in the previous
case. Although, the vertical vanishing point can be obtained by other vertical structures
in the scene, not necessarily the shadow-casting structures.

Note: In this case, we use only shadow trajectories to recover the horizon line 1.
However, as described in Section @ we do require to see the shadow casting object
(although, not its footprint), in order to perform geo-temporal localization.

Assume now that we have two world points T; and Ty that cast shadows on the
ground plane. Given any five imaged shadow positions of the same 3D points (T or
T5), cast at distinct times during one day, one can fit a conic through them, which
would meet the line at infinity of the ground plane at two points. These points may be
real or imaginary depending on whether the resulting conic is an ellipse, a parabola,
or a hyperbola [19]. The two distinct and unique image conics C; and Cs are related
by Cy ~ (HH?H)~7C;(HH!>H1)~!, where H is the world to image planar
homography with respect to the ground plane.

Since the two world conics are similar, owing to the distance of the sun from the
observed objects, these two conics generally intersect at four points, two of which must
lie on the image of the horizon line of the ground plane. The basic idea of conic inter-
section is illustrated in Fig.[3| for details see Appendix A. It then follows that for any
conic C,, through these points of intersection we have (we omit proof here):
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Ground Plane

Fig. 3. The two gray conics are fitted by two sets of five distinct shadow positions on the ground
plane cast by two world points. Generally, the two conics intersect at four points m;, 7 = 1, ..., 4.
The diagonal triangle Avivavs is self-polar.

Theorem 1. (Self-Polar Triangle)

Let my, my, m3 and my be four points on the conic locus C,,, the diagonal triangle
of the quadrangle mymym3smy is self-polar for C,,. Since two of the points lie on 1,
one of the vertices of Avivavs also lies on 1.

In simple terms, for the two conics C; and Cs, two of the four points of intersection
(mjy, ..., my) lie on the horizon line 1. These points of intersection also define a self-
polar triangle Av;vyvs, one vertex of which also lies on 1., (cf. Fig[3).

Robust estimation of 1..: Five points are required to uniquely define a conic. From
two such conics (C; and Cs), we get three vanishing points (2 from intersection points
and one vertex of the self-polar triangle) that lie on 1. Therefore given six or more
corresponding image points on the shadow paths of the two objects, we can get six
or more self-polar triangles, from which the horizon line of the ground plane can be
recovered. Since, two of intersection points (2 points of the quadrangle) are also on
the horizon line of the ground plane, they can be used together with one vertex of
each self-polar triangle to recover the horizon line. As an example, Figure @ illustrates
the horizon line fitted to many points obtained during our experimentation. If n such
vanishing points are available, we define a matrix M such that:

n
where the least square solution to this system of equations is the line at infinity, passing
though all the vanishing points ng
Note that for n > 6 corresponding points on shadow paths of two objects, we obtain
atotal of %" !)! 5 vanishing points. For instance, with only 10 corresponding shadow
points, we would get 756 points on the horizon line. This would allow us to very accu-

1
(n—5
rately estimate the horizon line in the presence of noise.

3.3 Camera Calibration

In the previous section, we described a novel technique to recover the vanishing line (or
the line at infinity) from using only shadow trajectories. l,, together with the vertical



Estimating Geo-temporal Location of Stationary Cameras Using Shadow Trajectories 323

Object1
= Object 2

1o |- Shadow Curve for Object 1

Shadow Curve for omecrz

Fig. 4. The horizon line detected from a sequence of self-polar triangles and the intersection of
the conics fit on shadow trajectories of two objects

vanishing point v, fitted from vertical objects, provide two constraints on the image
of the absolute conic (IAC) from pole-polar relationship [19]. Assuming a camera with
zero skew, and unit aspect ratio [I6[13]], the IAC is of the form

1 0 w13
W ~ [wl w2 wg} ~ 0 1 w23 (3)
W13 W23 W33

T T . .
Letlo = [l 1, 1] and v. = [vZ v¥ 1] , we can solve the linear constraints
obtained from the pole-polar relationship to solve for w;3 and w3 in terms of wss:

l.v¥? —1 — 1, VIVE VT
wig = FYE e T @
lyvz +1v?—1

lyvivy —VTQZ —vY 41, ws3
= — Z 5
W23 lyvz—&—lmvg—l )

The remaining parameter ws3 is estimated by minimizing the “closeness to the cen-
ter” constraint [20]: -
@33 = arg min || [w13 u}23] - C|| (6)

where c is the center of the image, and w33 is the optimal solution for wss, from which
the other two parameters are computed to completely recover the IAC in (B). We use
Levenberg-Marquardt to minimize this equation. As most modern cameras have princi-
pal points close to the center of the image [16l8]], the image center is used as the initial
starting point of the minimization process.

4 The Geo-temporal Localization Step

Once we have calibrated the camera, then in order to perform geo-temporal localization,
we need to estimate the azimuth and the altitude angle of the sun. At any time of the
year, the exact location of the sun can be determined by these two angles. For this it is
necessary that the world point casting the shadow on the ground plane be visible in the
image.
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The earth orbits the sun approximately every 365 days while it also rotates on its
axis that extends from the north pole to the south pole every 24 hours. The orbit around
the sun is elliptical in shape, which causes it to speed up and slow down as it moves
around the sun. The polar axis also tilts up to a maximum angle of about 23.47° with
the orbital plane over the course of a year. This tilt causes a change in the angle that
the sun makes with the equatorial plane, the so called declination angle. Similarly, the
globe may be partitioned in several ways. A circle passing through both poles is called
a Meridian. Another circle that is equidistance from the north and the south pole is
called the Equator. Longitude is the angular distance measured from the prime meridian
through Greenwich, England. Similarly, Latitude is the angular distance measured from
the equator, North (+wve) or South (—ve). Latitude values are important as they define
the relationship of a location with the sun. Also, the path of the sun, as seen from
the earth, is unique for each latitude, which is the main cue which allows us to geo-
locate the camera from only shadow trajectories. Next, we describe the methods for
determining these quantities.

Latitude: An overview of the proposed method is shown in Fig. 2l Lets;, i = 1,2,3
be the images of the shadow points of a stationary object recorded at different times
during the course of a single day. Let v; and v';, ¢ = 1, 2, 3 be the sun and the shadow
vanishing points, respectively. For a calibrated camera, the following relations hold for
the altitude angle ¢; and the azimuth angle 6; of the sun orientations in the sky, all of
which are measured directly in the image domain:
/T
cosgp =, )
\/v’zrwv’i VvTwv;

T
vV, WV;

VVvIwv,\/vIiwv;
vIwv,

cosb; = Y 9)
T 1T /.
\/vy wv, \/v wv/;

®)

sin ¢z =

i

T /
VWV

VvIwv, \/V’ZTwV’Z-
Without loss of generality, we choose an arbitrary point on the horizon line as the
vanishing point v, along the x-axis, and the image point b of the footprint/bottom as
the image of the world origin. The vanishing point v, along the y-axis is then given by
Vy ~ WV X WV,
Let v; be the angles measured clockwise that the shadow points make with the pos-
itive x-axis as shown in Fig. 2l We have

sinf; = (10)

T
v wvy
cos; = (11)
\/V’Zva’i viwv,

/T
v wvy

sin; = i=1,2,3 (12)
\/V’?wv’i\/vngy
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Next, we define the following ratios, which are readily derived from spherical coor-
dinates, and also used in sundial construction 3l

COS (2 COS Py — COS P1 COS Y1
p1= . . (13)
sin ¢o — sin ¢
COS o SiN Py — €Os P71 Sin Yy
sin d)z — sin ¢1
COS (2 COS Py — COS (P3 COS P
p3 = . . (15)
sin ¢o — sin ¢
COS 2 SiN Py — COS P3 sin Y3
pa = . . (16)
sin ¢ — sin ¢3
For our problem, it is clear from (Z)-(12)) that these ratios are all determined directly in
terms of image quantities. This is possible only because the camera has been calibrated.
The angle measured at world origin between the positive y-axis and the ground plane’s

primary meridian (i.e. the north direction) is then given by
o = tan~! (pl_m’) (17)
P4 — P2

from which we can determine the GPS latitude of the location where the pictures are
taken as

p2 = (14)

A = tan"(p; cosa + po sin ) (18)

For n shadow points, we obtain a total of (n—n3!)l3! estimations of latitude(\). In the
presence of noise, this leads to a very robust estimation of \.

Day Number: Once the latitude is determined from (I8), we can also determine the
exact day when the images are taken. For this purpose, let  denote the declination
angle (positive in the summer). Let also 7 denote the hour angle for a given image, i.e.
the angle the earth needs to rotate to bring the meridian of that location to solar noon,
where each hour time corresponds to 1’72 radians, and the solar noon is when the sun is
due south with maximum altitude. Then these angles are given in terms of the latitude

A, the sun’s altitude ¢ and its azimuth 6 by
sinficosd — cospsinf =0 (19)
cosdcosAcosh+sindsin A —sing =0 (20)
Again, note that the above system of equations depend only on image quantities de-

fined in (@)-({2). Upon finding the declination and the hour angles by solving the above
equations, the exact day of the year when the pictures are taken can be found by

365 . 4 [ ¢
N = o sin <5m) N, 21

where N is the day number of the date, with January 15! taken as N = 1, and February
assumed of 28 days, d,, ~ 0.408 is the maximum absolute declination angle of earth
in radians, and N, = 284 corresponds to the number of days from the first equinox to
January 15¢,
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Longitude: Unfortunately, unlike latitude, the longitude cannot be determined directly
from observing shadows. The longitude can only be determined either by spatial or tem-
poral correlation. For instance, if we know that the pictures are taken in a particular state
or a country or a region in the world, then we only need to perform a one-dimensional
search along the latitude determined by (I8) to find also the longitude and hence the
GPS coordinates. Alternatively, the longitude may be determined by temporal correla-
tion. For instance, suppose we have a few frames from a video stream of a live webcam
with unknown location. Then they can be temporally correlated with our local time, in
which case the difference in hour angles can be used to determine the longitude.

For this purpose, let i; and ; be our own local hour angle and longitude at the time
of receiving the live pictures. Then the GPS longitude of the location where the pictures
are taken is given by

=+ (= ) )

Therefore, by using only three shadow points, compared to 5 required for the camera
calibration, we are able to determine the geo-location up to longitude ambiguity, and
specify the day of the year when the images were taken up to, of course, year ambiguity.
The key observation that allows us to achieve this is the fact that a calibrated camera
performs as a direction tensor, capable of measuring direction of rays and hence angles,
and that the latitude and the day of the year are determined simply by measuring angles
in images.

In the next section, we validate our method and evaluate the accuracy of both self-
calibration and geo-temporal localization steps using synthetic and real data.

Algorithm - Geo-Temporal Localization
-Input: Shadow points of at least two objects

Obtain the vertical vanishing point v..
Estimate the horizon line 1.
e If the shadow casting object are visible: use the method described in Section 3]
for 1 estimation.
e Else, fit a conic to shadow trajectory of each object, and compute conic intersec-
tions (Section[3.2)). Fit a line through the intersection points for a robust estimation
of 1.
Perform camera calibration, as described in Section[3.3]
Estimate the altitude and the azimuth angles, eqs (Z)-(I0). Estimate the ratios (I3)-(I8)
to estimate the latitude A and V.
If time of image acquisition is know, estimate the longitude ~.

5 Experimental Results

We rigorously tested and validated our method on synthetic as well as real data se-
quences for both self-calibration and geo-temporal localization steps. Results are de-
scribed below.

Synthetic Data: Two vertical objects of different heights were randomly placed on the
ground plane. Using the online available version of SunAngle Software [21]], we gener-
ated altitude and azimuth angles for the sun corresponding to our own geo-location with
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Fig. 5. Performance averaged over 1000 independent trials: (a) & (b) relative error in the coor-
dinates of the principal point (u., v, ), (¢) the relative error in the focal length f. (d) Result for
average error in latitude, solar declination angle, and day of the year.

Fig. 6. Few of the images taken from one of the live webcams in downtown Washington D.C. The
two objects that cast shadows on the ground are shown in red and blue, respectively. Shadows
move to the left of the images as time progresses.

latitude 28.51° (we omit the longitude information to maintain our anonymity leaving
you with one dimensional ambiguity). The data was generated for the 315" day of the
year i.e. the 11" of November 2006 from 10 : 00am to 2 : 00pm. The solar declination
angle for that time period is —17.49°. The vertical objects and the shadow points were
projected by a synthetic camera with a focal length of f = 1000, the principal point at
(1o, v0) = (320, 240), unit aspect ratio, and zero skew.

In order to test resilience of the proposed self-calibration method to noise, we gradu-
ally added Gaussian noise of zero mean and standard deviation of up to 1.5 pixels to the
projected points. The estimated parameters were then compared with the ground truth
values mentioned above. For each noise level, we performed 1000 independent trials.
The final averaged results for calibration parameters are shown in Figure 3l Note that,
as explained in [13], the relative difference with respect to the focal length is a more
geometrically meaningful error measure. Therefore, relative error of f, u, and v, were
measured w.r.t f while varying the noise from 0.1 to 1.5 pixels. As shown in the figure,
errors increase almost linearly with the increase of noise in the projected points. For the
noise of 1.5 pixels, the error is found to be less than 0.3% for f, less than 0.5% for w,
and less than 1% for v,.

Averaged results for latitude, solar declination angle, and the day of the year are
shown in Figure 3l(d). The error is found to be less than 0.9%. For a maximum noise
level of 1.5 pixels, the estimated latitude is 28.21°, the declination angle is —17.93°,
and the day of the year is found to be 314.52.

Real Data: Several experiments on two separate data sets are reported below for demon-
strating the power of the proposed method. In the first set, 11 images were captured
live from downtown Washington D.C. area, using one of the webcams available online
athttp://trafficland.com/. As shown in Figure[d a lamp post and a traffic
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Table 1. Results for 11 sets of 10-image combinations. Mean value and standard deviation
for latitude is found to be (38.743°,3.57), (—16.43°,1.11) for the declination angle, and
(329.95, 2.28) for the estimated number of the day.

Comby Comby Combs Comby Combs Combg Comby; Combg Combg Combig Combiq

Latitude  33.73 3570  37.03 36.1 3572 3821 3923 4578 41.84 40.88 41.96
Declination -14.47 -1578 -1593 -16.54 -17.25 -16 -16.70  -18.94 -15.87 -16.99  -16.24
Day # 328.64 332.26 331.09 326.87 330.15 331.37 331.32 33256 326.81 331.72  326.72

Fig.7. Few of the images in the second data set that were temporally correlated with our local
time, taken also from one of the live webcams in Washington D.C. The objects that cast shadows
on the ground are highlighted. Shadows move to the left of the images as time progresses.

light were used as two objects casting shadows on the road. The shadow points are
highlighted by colored circles in the figure. The calibration parameters were estimated
70036 0 172
as K = 0 700.36 124
0 0 1

Since we had more than the required minimum number of shadow locations over
time, in order to make the estimation more robust to noise, we took all possible combi-
nations of the available points and averaged the results. For this first data set the images
were captured on the 15" November at latitude 38.53° and longitude 77.02°. We esti-
mated the latitude as 38.74°, the day number as 329.95 and the solar declination angle
as —16.43° compared to the actual day of 319, and the declination angle of —18.62°.
The small errors can be attributed to many factors e.g. noise, non-linear distortions and
errors in the extracted features in low-resolution images of 320 x 240. Despite all these
factors, the experiment indicates that the proposed method provides good results.

In order to evaluate the uncertainty associated with our estimation, we then divided
this data set into 11 sets of 10-image combinations, i.e. in each combination we left one
image out. We repeated the experiment for each combination and calculated the mean
and the standard deviation of the estimated unknown parameters. Results are shown in
Table[3l The low standard deviations can be interpreted as small uncertainty, indicating
that our method is consistently providing reliable results.

A second data set is shown in Figure [/l The ground truth for this data set was as
follows: longitude 77.02°, latitude 38.53°, day number of 331, and the declination of
—21.8°. For this data set we assumed that the data was downloaded in real-time and
hence was temporally correlated with our local time. We estimated the longitude as
78.761°, the latitude as 37.79°, the day number as 323.07, and the declination angle as
—17.29°.
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6

Conclusion

We propose a method based entirely on computer vision to determine the geo-location
of the camera up to longitude ambiguity, without using any GPS or other instruments,
and by solely relying on imaged shadows as cues. We also describe situations where
longitude ambiguity can be removed by either temporal or spatial cross-correlation.
Moreover, we determine the date when the pictures are taken without using any prior
information. Unlike shadow-based calibration methods such as [6/7]], this step does not
require the objects themselves to be seen in the images.
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APPENDIX

A Computing Conic Intersection

Two conics always intersect at four points, which may be real or imaginary. All conics
passing through the four points of intersection can be written as

C/L ~ Ci+ /J,CQ. (A-1)

Equation (A-T)) defines a pencil of conics parameterized by p, where all the conics in the
pencil intersect at the same four points m;,7 = 1, ..., 4. Four such points such that no
three of them are collinear also give rise to what is known as the complete quadrangle.

It can be shown that in this pencil at most three conics are not full rank. For this
purpose note that any such degenerate conic should satisfy

det(C/L) = det(01 + /J,CQ) =0. (A-2)

It can then be readily verified that (A=2) is a cubic equation in terms of z. There-
fore upon solving (A=2)), we obtain at most three distinct values p;,7 = 1, ..., 3, which
provide the three corresponding degenerate conics

CM ~Ci+p;Co, i=1,...,3. (A-3)
In the general case (i.e. when the three parameters p;,7 = 1, ..., 3 are distinct), the three
degenerate conics are of rank 2, and therefore can be written as

C, ~L1] +117, i=1,..3, (A-4)

171 )

where 1; and 1} are three pairs of lines as shown in Fig[3l
Now, let C7,. be the adjoint matrix of C,,, . It then follows from (A=3) that
C.li= C;‘;l; =0, i=1,..,3, (A-5)
which yields (by using the property that the cofactor matrix is related to the way matri-
ces distribute with respect to the cross product [19]])

CiLxCLl=C,Lix)=0, i=1,.,3 (A-6)

In other words, the intersection point v; of the pair of lines, 1; and 1}, is given by the
right null space of C,,,. Therefore, in practice, it can be found as the eigenvector corre-
sponding to the smallest eigenvalue of the degenerate conic C,,,. The triangle formed
by the three vertices v ve and vs is known as the diagonal triangle of the quadrangle
[22].

Next, we verify that for any conic C,, in the pencil

(L x1)TCu(1; x15) =0, i#j, 4,j=1,..3 (A-7)

This means that any pair of right null vectors of the degenerate conics C,,,,7 = 1,...,3
are conjugate with respect to all conics in the pencil. In other words, their intersections
form the vertices of a self-polar triangle with respect to all the conics in the pencil.
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To obtain the intersection points of the two shadow conics, we use the fact that all the
conics in the pencil intersect at the same four points. Therefore, the intersection points
can also be found as the intersection of the lines 1; and 1} with the lines 1; and 1} @i # j).
The lines 1; and 1; can be simply found by solving

C,, ~ L] + 117 (A-8)

Equation provides 4 constraints on 1; and 1} (5 due to symmetry minus 1 for rank
deficiency). In practice it leads to two quadratic equations on the four parameters of the
two lines, which can be readily solved. The solution, of course, has a twofold ambiguity
due to the quadratic orders, which is readily resolved by the fact that

1, x I ~ null(C,,) (A-9)

The process can be repeated for 1; and 1}, and the intersections of the lines between the
two sets would then provide the four intersection points of the shadow conics.
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