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Abstract. Inthe model of perfectly secure message transmission schemes
(PSMTs), there are n channels between a sender and a receiver. An in-
finitely powerful adversary A may corrupt (observe and forge) the mes-
sages sent through ¢ out of n channels. The sender wishes to send a secret
s to the receiver perfectly privately and perfectly reliably without sharing
any key with the receiver.

In this paper, we show the first 2-round PSMT for n = 2t + 1 such
that not only the transmission rate is O(n) but also the computational
costs of the sender and the receiver are both polynomial in n. This means
that we solve the open problem raised by Agarwal, Cramer and de Haan
at CRYPTO 2006.
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1 Introduction

In the model of (r-round, n-channel) message transmission schemes [2], there are
n channels between a sender and a receiver. An infinitely powerful adversary A
may corrupt (observe and forge) the messages sent through ¢ out of n channels.
The sender wishes to send a secret s to the receiver in r-rounds without sharing
any key with the receiver.

We say that a message transmission scheme is perfectly secure if it satisfies
perfect privacy and perfect reliability. The perfect privacy means that the ad-
versary A learns no information on s, and the perfect reliability means that the
receiver can output § = s correctly.

For r = 1, Dolev et al. showed that there exists a 1-round perfectly secure
message transmission scheme (PSMT) if and only if n > 3t + 1 [2]. They also
showed an efficient 1-round PSMT [2].

For r > 2, it is known that there exists a 2-round PSMT if and only if
n > 2t + 1 [2]. However, it is very difficult to construct an efficient scheme for
n =2t + 1. Dolev et al. [2] showed a 3-round PSMT such that the transmission
rate is O(n®), where the transmission rate is defined as

the total number of bits transmitted

the size of the secrets
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Sayeed et al. [7] showed a 2-round PSMT such that the transmission rate is
O(n?).

Recently, Srinathan et al. showed that n is a lower bound on the transmission
rate of 2-round PSMT [8]. Then Agarwal, Cramer and de Haan [I] showed a
2-round PSMT such that the transmission rate is O(n) at CRYPTO 2006 based
on the work of Srinathan et al. . However, the communication complexity
is exponential because the sender must broadcast consistency check vectors of

siz
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In other words, Agarwal et al. [I] achieved the transmission rate of O(n) by
sending exponentially many secrets. Therefore, the computational costs of the
sender and the receiver are both exponential. Indeed, the authors wrote [T, Sec.6]
that:

”We do not know whether a similar protocol can exist where sender and receiver
restricted to polynomial time (in terms of the number of channels n) only”.

In this paper, we solve this open problem. That is, we show the first 2-round
PSMT for n = 2t + 1 such that not only the transmission rate is O(n) but
also the computational costs of the sender and the receiver are both polynomial
in n.

Table 1. 2-Round PSMT for n = 2t + 1

Trans. rate com. complexity Receiver Sender
Agarwal et al. [1] O(n) exponential  exponential exponential
This paper O(n) O(n®) poly poly

The main novelty of our approach is to introduce a notion of pseudo-basis to
the coding theory. Let C be a linear code of length n over a finite field F with the
minimum Hamming distance d = t+ 1. Consider a message transmission scheme
such that the sender chooses a codeword X; = (21, -, x;,) of C randomly and
sends x;; through channel j for j = 1,---,n. Note that the receiver can detect ¢
errors, but cannot correct them because d =t + 1.

If the sender sends many codewords, however, then we can do something
better. Suppose that the sender sent X; as shown above, and the receiver received
Y; = X;+FE; fori =1,---,m, where F; is an error vector caused by the adversary.
We now observe that the dimension of the space £ spanned by the error vectors
FEq,---, E,, is at most t because the adversary corrupts at most ¢ channels.
Suppose that {FE;,,---, E;, } is such a basis, where k < ¢. For the same indices,

! Srinathan et al. claimed that they constructed a 2-round PSMT such that the trans-
mission rate is O(n) in [§]. However, Agarwal et al. pointed out that it has a flaw
in [IJ.

% Indeed, in [T} page 407], it is written that ”at most O(w) indices and field elements
are broadcast ....”, where w is defined in [Il, page 403] as shown above.
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we say that B = {Y;,,---,Y:.} is a pseudo-basis of Y = {Y1,---,Y,,}. We then
show that a receiver can find a pseudo-basis B of ) in polynomial time.

By using this algorithm, we first show a 3-round PSMT for n = 2t + 1 such
that the transmission rate is O(n) and the computational cost of the sender
and the receiver are both polynomial in n. (See FiglZBl) Then combining the
technique of [8IT], we show a 2-round PSMT such that not only the transmission
rate is O(n) but also the computational cost of the sender and the receiver are
both polynomial in n.

(Remark) Recently, Fitzi et al. showed an efficient 2-round PSMT for n > (2+¢)t
for any constant ¢ > 0 [4], but not for n = 2¢ + 1.

2 Main Idea

Suppose that there are n channels between the sender and the receiver, and an
adversary may corrupt ¢ out of n channels. We use F to denote GF'(p), where
p is a prime such that p > nB Let C be a linear code of length n such that
a codeword is X = (f(1),---, f(n)), where f(x) is a polynomial over F with
deg f(z) < t.

2.1 Difference from Random t Errors

Consider a message transmission scheme such that the sender chooses a codeword
X = (f(1), ---, f(n)) of C randomly, and sends f(i) through channel i for
i = 1,---,n. Then the adversary learns no information on f(0) even if she
observes ¢ channels because deg f(z) < t. Thus perfect privacy is satisfied.

If n = 3t +1, then the minimum Hamming distance of Cisd =n—t =2t 4 1.
Hence the receiver can correct t errors caused by the adversary. Thus perfect
reliability is also satisfied. Therefore we can obtain a 1-round PSMT easily.

If n = 2t+1, however, the minimum Hamming distance of C is d = n—t = t+1.
Hence the receiver can only detect t errors, but cannot correct them. This is the
main reason why the construction of PSMT for n = 2t + 1 is difficult.

What is a difference between usual error correction and PSMTs ? If the sender
sends a single codeword X € C only, then the adversary causes ¢ errors randomly.
Hence there is no difference. If the sender sends many codewords Xy, -+, X,,, € C,
however, the errors are not totally random. This is because the errors always
occur at the same ¢ (or less) places !

To see this more precisely, suppose that the receiver received

Y; =X+ B, (1)
where E; = (e;1,- -, eip) is an error vector caused by the adversary. Define

support(E;) = {j | eij # 0}.

3 We adopt GF(p) only to make the presentation simpler, where the elements are
denoted by 0,1,2,---. But in general, our results hold for any finite field F whose
size is larger than n.
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Then there exist some t-subset {j1,---,j:} of n channels such that each error
vector F; satisfies
support(E;) € {j1,- -+, i}, (2)
where {j1,--,j¢} is the set of channels that the adversary forged.
This means that the space £ spanned by Fjy, - -, Fy, has dimension at most ¢.
We will exploit this fact extensively.

2.2 Pseudo-basis and Pseudo-dimension

Let V denote the n-dimensional vector space over F . For two vectors Y, E € V,
we write

Y = EmodC
ity —FEeC.
For ¢ =1,---,m, suppose that the receiver received Y; such that

where X; € C is a codeword that the sender sent and F; is the error vector
caused by the adversary. From now on, (Y;, X;, F;) has this meaning. Then we
have that

Y; = F; mod C (3)

for each 7. Let £ be a subspace spanned by Fy,---, E,,.
We first define a notion of pseudo-span.

Definition 1. We say that {Yj1,---,Y;x} C Y pseudo-spans Y if each Y; € Y
can be written as
Yi=a1Yj1 + -+ arYj, mod C

for some a; € F.
We next define a pseudo-basis and the pseudo-dimension of ).

Definition 2

— Let k be the dimension of £. We then say that Y has the pseudo-dimension k.
— Let{Ej1,---,Eji} be a basis of . For the same indices, we say that {Yj1, - -,
Yjr} is a pseudo-basis of Y.

The following theorem is clear since the adversary forges at most ¢ channels.
Theorem 1. The pseudo-dimension of Y is at most t.
Suppose that {Yji1,---, Y} is a pseudo-basis of Y. Define

k

FORGED = U support(Ej;). (4)
i=1

It is then clear that FORGED is the set of all channels that the adversary forged.
Therefore, the following theorem holds.
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Theorem 2. For each j,
support(E;) C FORGED.
We finally prove the following theorem.

Theorem 3. B = {Yj1,---,Y,i} is a pseudo-basis of YV if and only if B is a
minimal subset of Y which pseudo-spans ).

(Proof) (I) Suppose that B is a minimal subset of ) which pseudo-spans ). Then
each Y; € Y can be written as

Yi=a1Yj + -+ + arYjr mod C
for some a; € F. From eq.(3]), we obtain that
FE;, = a1Ej1 + -+ akEjk mod C.

Hence
FE; —alEﬂ — —a}gEjk eC.

The Hamming weight of the left hand side is at most ¢ while the minimum
Hamming weight of C is ¢ 4+ 1. Therefore, E; — a1 Ej; — --- — apEji is a zero-
vector. Hence we obtain that

Ei=aEjn+ -+ apEj.

This means that {Ej1,---, Ejx} spans £. Further the minimality of B implies
that {Ej1,---, Eji} is a basis of £. Therefore, from Def2] B = {Yj1,---,Y;x} is
is a pseudo-basis of ).

(IT) Suppose that B = {Yj1,---,Yjx} is a pseudo-basis of Y. Then {Ej1, - - -, Eji }
is a basis of £. Therefore each E; can be written as

Ei=aiEj+--+apEj
for some a; € F. This means that each Y; is written as
Yi=a1Yj + - + arYjr mod C

from eq.(3]). Hence B pseudo-spans Y. If B is not minimal, then we can show
that a smaller subset of {Eji,---, E;,} is a basis of £. This is a contradiction.
Therefore, B is a minimal subset of ) which pseudo-spans ). Q.E.D.

2.3 How to Find Pseudo-basis

In this subsection, we show a polynomial time algorithm which finds the pseudo-
dimension &k and a pseudo-basis B = {Bj, -+, B} of ¥ = {Y1,---,Y,,,}. We
begin with a definition of linearly pseudo-express.
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Definition 3. We say that Y is linearly pseudo-expressed by {Bi,---, By} if
Y:a131 +~'-+akBk mod C
for some ay---,a, € F.

We first show in Fig2:3 a polynomial time algorithm which checks if Y is lin-
early pseudo-expressed by { By, - - -, B }. For a parameter « = (ay - - -, ay), define
X(a) as

X(a)=Y — (a1B1 + - + arBy) (5)
= (z1(a), -, zn(@)).

From the definition, Y is linearly pseudo-expressed by {Bi,-- -, By} if and only
if there exists some « such that X(a) € C. It is clear that x;(«) is a linear
expression of (aq ---,ax) from eq.(@). In FiglZ3 it is also easy to see that each
coefficient of f,(x) is a linear expression of (a1 ---,ax). Hence fo(j) = z;(a) is
a linear equation on (aj ---,ax) at step 3.

It is now clear that the algorithm of Fig[lZ3loutputs YES if and only if X («) €
C for some . Hence it outputs YES if and only if YV is linearly pseudo-expressed
by {Bi, -, By}

Input: Y and B = {By,--, Bi}.

1. Construct X (a) = (z1(a), -, zn()) of eq.(@).
2. Construct a polynomial fo(z) with deg fo(x) <t such that
fa(i) = zi(a)
for i =1,---,t+ 1 by using Lagrange formula.
3. Output YES if the following set of linear equations has a solution a.
fa(t +2) = zi12(a),

fa(n) = zn(a).
Otherwise output NO.

Fig. 1. How to Check if Y is linearly pseudo-expressed by B

We finally show in Fig[2la polynomial time algorithm which finds the pseudo-
dimension k and a pseudo-basis B = {Bi,--+, By} of ¥ = {Y1,---,Y;,}. The
correctness of the algorithm is guaranteed by Theorem [l

2.4 Broadcast

We say that a sender (receiver) broadcasts z if it she sends x over all n channels.
Since the adversary corrupts at most ¢ out of n = 2t 4+ 1 channels, the receiver
(sender) receives x correctly from at least ¢ + 1 channels. Therefore, the receiver
(sender) can accept x correctly by taking the majority vote.
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Input: Y ={Y1, -, Y}
1. Let i =1 and B = 0.

2. While : < m and |B| < t, do:

(a) Check if Y; is linearly pseudo-expressed by B by using FiglZ3]
If NO, then add Y; to B.

(b) Let 4 « i+ 1.

3. Output B as a pseudo-basis and k = |B| as the pseudo-dimension.

Fig. 2. How to Find a Pseudo-Basis B of )

2.5 How to Apply to 3-Round PSMT
We now present an efficient 3-round PSMT for n = 2¢ + 1 in Fig2Hl

The sender wishes to send ¢ = nt secrets si1,---,s¢ € F to the receiver.

1. The sender sends a random codeword X; = (fi(1),---, fi(n)),
and the receiver receives Y; = X; + F; fori=1,--- £+,
where deg fi(z) <t and E; is the error vector caused by the adversary.

2. The receiver finds a pseudo-basis B = {Yj1,---,Y,i}, where k < ¢,
by using the algorithm of Fig[2
He then broadcasts B and Ag = {j1,---,jr}-

3. The sender constructs FORGED of eq.( ) from {E; =Y; — X, | j € As},
encrypts si,- -+, s¢ by using {f;(0) | ¢ ¢ Ag} as the key of one-time pad,
and then broadcasts FORGED and the ciphertexts.

4. The receiver reconstructs f;(z) by ignoring all channels of FORGED,
and applying Lagrange formula to the remaining elements of Y;.
He then decrypts the ciphertexts by using {fi(0) | i € An}.

Fig. 3. Our 3-round PSMT for n =2t 41

Further by combining the technique of [S[T], we can construct a 2-round PSMT
such that not only the transmission rate is O(n), but also the computational cost
of the sender and the receiver are both polynomial in n. The details will be given
in the following sections.

3 Details of Our 3-Round PSMT

In this section, we describe the details of our 3-round PSMT for n = 2t + 1
which was outlined in Sec25 and prove its security. We also show that the
transmission rate is O(n) and the computational cost of the sender and the
receiver are both polynomial in n.

Remember that FORGED is the set of all channels which the adversary forged,
and "broadcast” is defined in Sec[Z4
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3.1 3-Round Protocol for n =2t +1
The sender wishes to send ¢ = nt secrets sy, -+, sy € F to the receiver.
Step 1. The sender does the following for ¢ =1,2,---, ¢t + £.

1. She chooses a polynomial f;(x) over F such that deg f;(z) < ¢ randomly.
Let X; = (fi(1), -, fi(n)).

2. She send f;(j) through channel j for j =1,---,n.
The receiver then receives Y; = X; + F;, where E; is the error vector caused

by the adversary.
Step 2. The receiver does the following.
1. Find the pseudo-dimension k and a pseudo-basis B = {Yj1,---,Yjr} of
{Y1, -+, Yii1e} by using the algorithm of Fig[2
2. Broadcast k, B and Ap = {j1, -, ji}. where Ag is the set of indices of B.
Step 3. The sender does the following.

1. Construct FORGED of eq. ) from {E; =Y, — X; | j € Ag}.
2. Compute ¢1 = s1 + fi,(0),---,ce = s¢ + fi,(0) for iy, -+, ip & Ap.
3. Broadcast FORGED and (¢, -+, ¢).

Step 4. The receiver does the following. Let Y; = (yi1, -+, Yin)-

1. For each i ¢ Apg, find a polynomial f!(x) with deg f/(x) < ¢ such that
£iG) =i,
for all j ¢ FORGED.
2. Compute s7 = c1 — f{ (0),---, 5y, = ¢ — f;,(0) for iy, ---, iy & Ap.

i1

3. Output (s7,---,s)).

3.2 Security

We first prove the perfect privacy. Consider f;(x) such that i ¢ Ag. For such i,
Y, is not broadcast at step 2-2. Hence the adversary observes at most t elements
of (fi(1),---, fi(n)). This means that she has no information on f;(0) because
deg fi(x) < t. Therefore since {f;(0) | i ¢ A} is used as the key of one-time-pad,
the adversary learns no information on s, - - -, Sy.

We next prove the perfect reliability. We first show that there exist £ indices
il, ig, te ,i[ such that

{i17i27"'7if} g {17277t+€}\AB
This is because
tH0—|Ag|>t+l—t=1.

from Theorem [[l We next show that f/(x) = fi(z) for each i ¢ Ap at Step 4.
This is because

£i(G) = vij = zi; = fi(4)
for all j ¢ FORGED, and
n— |FORGED| >2t+1—¢t>t+1.

Also note that deg f;(z) <t and deg f!(x) < t. Therefore s, = s; fori =1,---, L.
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3.3 Efficiency

Let |F| denote the bit length of the field elements. Let COM(i) denote the com-
munication complexity of Step ¢ for ¢ = 1,2, 3. Then

COM(1) = O(n(t + €))|F|) = O(nL|F|),
COM(2) = O(n’t|F|) = O(nt|F|),
COM(3) = O(nl|F| + tnlogy n) = O(n/|F|)

since ¢ = nt. Hence the total communication complexity is O(nf|F|) = O(n?|F|).
Further the sender sends ¢ secrets sq,---,sy € F. Therefore, the transmission
rate is O(n) because

ntlF| _

qF "

It is easy to see that the computational costs of the sender and the receiver
are both polynomial in n.

4 Our Basic 2-Round PSMT

In this section, we show our basic 2-round PSMT for n = 2t + 1 such that the
transmission rate is O(n?t) and the computational costs of the sender and the
receiver are both polynomial in n.

For two vectors U = (u1,- -+, un) and Y = (y1,- -, Yn), define

du(U,Y) = {u; | u; # y;}
dr(U,Y) ={j | uj # y;}-

Remember that C is the set of all (f(1),---, f(n)) such that deg f(x) < t.

4.1 Randomness Extractor

Suppose that the adversary has no information on ¢ out of m random elements
r1,--,Tm € F. In this case, let R(z) be a polynomial with deg R(z) < m —1
such that R(7) = r; for i = 1,---,m. Then it is well known [I, Sec.2.4] that the
adversary has no information on

z1=R(m+1),---,2e = R(m+1{).

4.2 Basic 2-Round Protocol

The sender wishes to send a secret s € F to the receiver.

Step 1. The receiver does the following for ¢ = 1,2,...,n.

1. He chooses a random polynomial f;(x) such that deg f;(z) < t.
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2. He sends
X; = (fl(l)v T f2<n))

through channel 7, and the sender receives
Ui = (Wi, -, Uin)-
3. Through each channel j, he sends f;(j) and the sender receives
Yyij = fi(d) + e,
where e;; is the error caused by the adversary. Let
Yi = (Wit Yin), Ei= (e, -, ¢€in).
Step 2. The sender does the following.

1. Fori=1,---,n,
(a) If Ui 75 Yi; Or |du(Uz,Y;)‘ Z t+1or Uz ¢ C,
then broadcast ”ignore channel 7”

This channel will be ignored from now on because it is forged clearly.

(b) Else define r; as
Ty = Wis = Yii-
2. Find a polynomial R(z) with deg R(xz) < n — 1 such that
R(Z) =T

for each i.
3. Compute R(n + 1) and broadcast

c=s+R(n+1).

4. Find the pseudo-dimension k and a pseudo-basis B = {Yji,---

{Y1, -, Y.} by using the algorithm of Fig[2l
Broadcast k, B and A = {j1, -, jr}-
5. Broadcast d,(U;,Y;) and d;(U;,Y;) for each i.

Step 3. The receiver does the following.

1. Construct FORGED of eq.() from {E; =Y; — X, | i € Ag}.
2. For each i, find a polynomial w;(x) with degu;(z) < ¢ such that

uz(j) = Ujj for allj S d](Ui,Y;‘),

(6)

,Y]k} of

u;(4) = fi(4) for all j such that j ¢ d;(U;,Y;) and j ¢ FORGED

3. Find a polynomial R'(x) with deg R'(x) < n — 1 such that
R'(i) = (i)

for each il
4. Compute R'(n+ 1) and output

s=c—R(n+1).

4 For simplicity, we assume that there are no such channels in what follows.

5 7For each i” can be replaced by "for each i ¢ Ap” at step 2-2 and step 3-3.
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4.3 Security
We first prove the perfect privacy.
Lemma 1. There is at least one r; on which the adversary has no information.

Proof. Consider a non-corrupted channel ¢ such that ¢ ¢ Ag. First the sender
does not broadcast r; at step 2-4 because i ¢ Ag. Next because f;(i) is sent
through channel ¢ that the adversary does not corrupt, we have

ri = ug = fi(i).

Further the adversary observes at most t values of (f;(1),---, fi(n)). Hence the
adversary has no information on r; = f;(i) because deg f;(x) < t.
Finally there exists at least one non-corrupted channel ¢ such that i ¢ Ap
because
n—t—|Ag|>n—-2t=1.

O

Therefore, the adversary has no information on R(n + 1) from SecHIl Hence
she learns no information on s from ¢ = s + R(n + 1).

We next prove the perfect reliability. If j ¢ FORGED and j ¢ d;(U;,Y;), then
fi(j) = yij = u4; from the definition of d;(U;,Y;). Therefore, at step 3-2,

ui(j) = uij

for all j € d;(U;,Y;), and for all j such that j ¢ d;(U;,Y;) and j ¢ FORGED.
This means that u;(j) = u,; for each j € (FORGED U d;(U;,Y;)), where

[FORGED U d;(U;,Y;))| > |FORGED| >n —t= (2t +1)—t=t+ 1.
Further since degu;(x) <t and U; € C, it holds that
(ui(1), - ui(n)) = (win, -+ i)
In particular, u;(i) = u;;. Therefore from eq.(@l), we have that
R(i) =1 = wi; = u;(i) = R'(4)

for each i. Hence we obtain that R'(x) = R(x) because deg R'(x) < n — 1 and
deg R(x) < n — 1. Consequently,

s$=c—R((n+1)=c—R(n+1)=s.

Thus the receiver can compute s’ = s correctly.

4.4 Efficiency

Let COM(i) denote the communication complexity of Step ¢ for ¢ = 1,2. Note
that |d,(U;,Y;)| = |d;r(U;, ;)| < t for each i. Then
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COM(1) = O(n(n + n)|F|) = O(n*|F]),
COM(2) = O((|dr (U3, Yi)|logy 1 + |du (Us, Y3)||F)n?
+(logy n + n|B|[F| + |Ap|log; n)n + [F|n)
= O(tn*logy n + tn?|F| + nlogy n + n?t|F| + tnlog, n + |F|n)
= O(n’t|F|)
because |B| = |Ag| < t. Hence the total communication complexity is O(n?t|F|).

The transmission rate is O(n?t) because the sender sends one secret.
It is easy to see that the computational cost of the sender and the receiver
are polynomial in n.

5 More Efficient 2-Round Protocol

In our basic 2-round protocol, the transmission rate was O(n?t). In this section,
we reduce it to O(n?). We will use nt codewords X; € C to send 2 secrets in this
section while n codewords were used to send a single secret in the basic 2-round
PSMT.

5.1 Protocol

The sender wishes to send £ = t? secrets si, S2,...,s¢ € F to the receiver.

Step 1. The receiver does the following for each channel 7.
For h=0,1,---,t—1;

1. He chooses a random polynomial f;ip,(z) such that deg firnn(x) < t.
2. He sends

Xithn = (firnn(1), -+, firnn(n))
through channel i, and the sender receives
Uithn = (Withn,1,"* Withn,n)
3. Through each channel j, he sends f;+n,(j) and the sender receives
Yithn,j = fithn(J) + €ithn,j
where e;4pnn,; is the error caused by the adversary. Let
Yithn = (Yithn,1s  * Yithnn)s Eithn = (€ithn,1,7 ", €ithn,n)-
Step 2. The sender does the following.

1. Find the pseudo-dimension k and a pseudo-basis B = {Yj1,...,Yjr} of
{Y1, -+, Y} by using the algorithm of Fig[2l
Broadcast k, B and Ap = {j1, -, ji }-
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2. Fort=1,---n,

(@) If ithn,i # Yithn,i OF |du(Uithn, Yignn)| >k + 1A
or Ujipn ¢ C for some h, then broadcast ”ignore channel i”EI

This channel will be ignored from now on because it is forged clearly.
(b) Else define r;4p, as

Tidhn = Withn,i = Yithn,i (7)

for h=10,---,t—1.
3. Find a polynomial R(z) with deg R(z) < nt — 1 such that

R(i+ hn) = riyhn

for each i + hn.
4. Compute R(nt +1),---, R(nt + £) and broadcast

co=81+Rnt+1), - ,co =58+ R(nt+10).
5. Broadcast dy,(Uithn, Yitnn) and d;(Uithn, Yitnn) for each i + hn.
Step 3. The receiver does the following.

1. Construct FORGED of eq.() from {E; =Y; — X, | i € Ag}.
2. For each i + hn, find a polynomial w;p,(x) with degu;pn(x) < ¢ such that

Uithn(J) = Uithn,j for all j € di(Uirnn, Yignn)
Uithn(J) = fivnn(j) for all j such that j & di(Uisrnn, Yitnn) and j ¢ FORGED

3. Find a polynomial R'(z) with deg R'(x) < nt — 1 such that
R'(i + hn) = wiynn(4)

for each i + hnl§
4. Compute R'(nt + 1), -+, R'(nt 4+ £) and output

si=c1—R(nt+1),--,s, =c,— R'(nt +1).

5.2 Security
We first prove the perfect privacy.

Lemma 2. There exists a subset A C {ry,--+,r} such that |A] > £ and the
adversary has no information on A.

6 k is the number of channels that the adversary forged on {Yi;{nn}-
" For simplicity, we assume that there are no such channels in what follows.

8 »For each i + hn” can be replaced by ”for each i + hn ¢ Ag” at step 2-3 and step
3-3.
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Proof. Consider a non-corrupted channel ¢ such that i + hn ¢ Ag. First the
sender does not broadcast r;yp, at step 2-1 because i + hn ¢ Ap. Next since
Jitnn (i) is sent through channel 7 that the adversary does not corrupt, we have

Tithn = Withn,i = fithn (7).

Further the adversary observes at most ¢ values of (fiynn(1), -, fixnn(n)).
Hence the adversary has no information on 7iyp, = fitnn(i) because

deg fitnn(z) <t

Note that the adversary corrupts at most ¢ channels and for each corrupted
channel ¢, the adversary gets 7i,7iyn,..., i1 (t—1)n- Therefore, there exists a
subset A C {r1, -, 74, } such that

|A| > nt — |Ag| —t* =nt —k — 2
and the adversary has no information on A. Finally
nt—k—t>>2t+1)t—t—t*=t>=1.
O

Therefore, the adversary has no information on R(nt + 1), ..., R(nt + ¢) from
SecH Il Hence she learns no information on s; fori =1,---, /.

We next prove the perfect reliability. If j ¢ FORGED and j ¢ d;(Uithn, Yithn),
then fiinn (]) = Yithn,j = Withn,j from the definition of dI(Ui+hn7 Yvi+hn)- There-
fore,

Uithn () = Uithn,j
for all j € d;(Uithn, Yitnn), and for all j such that j ¢ di(Ujsnn, Yignn) and
j ¢ FORGED. This means that witnn(j) = Witnn,; for each j € (FORGED U
dr(Uithn, Yithn)), where

[FORGED U d;(Uiyhn, Yitnn))| > |[FORGED| >n—t=2t+1—t=1t+ 1.
Further since deg wi+nn(z) <t and Ujypy, € C, it holds that
(Wirnn (1), Uignn(n)) = (Withn1s s Yithnn)-
In particular, w;ypn (i) = Uithn,i. Therefore from eq. (), we have that
R(i + hn) = Tithn = Yithn,i = Withn(i) = R (i + hn)

for each ¢ + hn. Hence we obtain that R'(x) = R(x) because deg R'(z) < nt — 1
and deg R(z) < nt — 1. Consequently,

si=c¢ — R (nt+1i)=c; — R(nt +1i) = s;.

Thus the receiver can compute s; = s; correctly for i = 1,---, (.

5.3 Efficiency

Let COM(i) denote the communication complexity of Step ¢ for i = 1,2. Note
that |du(Ui+hn, }/i—&-hn)‘ = ‘dl(Ui-&-hin+hn)| < t for each i + hn. Then
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COM(1) = O(tn(n + n)|F|) = O(tn*|F|),
COM(2) = O((|d; (Uithn, Yitnn)|10gy 1+ |du(Uitnn, Yienn)|[F[)tn x n
+ (logy n + n|B||F| + |Ag|logy n)n + t2|F|n)
= O(n?t*logy n + n*t?|F| + nlogy n + n’t|F| + tnlog, n + t*|F|n)
= O(n**|F|)

because |B|=|4p| < t. Hence, the total communication complexity is O(n?t*|F|),
and the transmission rate is O(n?) because the sender sends 2 secrets.

It is easy to see that the computational costs of the sender and the receiver
are both polynomial in n.

6 Final 2-Round PSMT

The transmission rate is still O(n?) in the 2-round PSMT shown in SecH In
this section, we show how to reduce it to O(n) by using the technique of [I], page
406] and [§]. Then we can obtain the first 2-round PSMT for n = 2t + 1 such
that not only the transmission rate is O(n) but also the computational costs of
the sender and the receiver are both polynomial in n.

6.1 Generalized Broadcast

Suppose that the receiver knows the locations of k (< ¢) channels that the
adversary forged. For example, suppose that the receiver knows that channels
1,2,---,k are forged by the adversary. Then the adversary can corrupt at most
t — k channels among the remaining n — k channels k£ + 1,---,n. In this case,
it is well known that the sender can send k + 1 field elements w1, ug, ..., uk4+1
reliably with the communication complexity O(n|F|) as shown below.

1. The sender finds a polynomial p(x) with degp(xz) < k such that p(1) = w4,

p(2) = U2, ..., p(k + 1) = Uk+41-
2. She sends p(i) through channel i for i =1,---, n.

Without loss of generality, suppose that the receiver knows that channels
1,---,k are forged by the adversary. Then he consider a shortened code such
that a codeword is (p(k+1),---,p(n)). The minimum Hamming distance of this
codeis (n —k) —k=2t+1—2k =2(t — k) + 1. Hence the receiver can correct
the remaining ¢ — k errors.

This means that the receiver can decode (p(k + 1),---,p(n)) correctly. Then
he can reconstruct p(z) by using Lagrange formula because

n—k=2t+1-k>2k+1—-k=k+1>degp(x)+1.
Therefore he can obtain u; = p(1),...,uk+1 = p(k + 1) correctly.

6.2 How to Improve Step 2-5

Step 2-5 is the most expensive part in the 2-round PSMT shown in Secl In this
subsection, we will show a method which reduces the communication complexity
of step 2-5 from O(n?t?|F|) to O(n?t|F|).
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At step 2-5, the sender broadcasts

du(Ui+hna }/H—hn) and dl( i+hns }/H—hn)
for each i 4+ hn. Note that the size of all dy,(U;snn, Yitnn) is bounded by

n t—1

ZZ ‘d z+hn7 z+hn)| < knt (8)

i=1 h=0

because |dy (Uitnn, Yitnn)| < k from Step 2-2(a), where

k

|B| = |[FORGED|

is the number of channels that the adversary forged on {Y;{n,}. On the other
hand, the following lemma holds.

Lemma 3. The sender can send k + 1 field elements reliably with the commu-
nication complexity O(n|F|) at step 2-5.

Proof. The sender knows the value of k because she computes B. The receiver
knows the locations of k forged channels because he computes FORGED. There-
fore, we can use the generalized broadcasting technique shown in Sec[G.1l O

Now from eq.(8) and Lemma [l it is easy to see that the communication com-
plexity of step 2-5 can be reduced to O(n*t|F|).

6.3 Final Efficiency

Consequently, we obtain COM(2) = O(n?t|F|) because the communication com-
plexity of step 2-5 is now reduced to O(n?t|F|). On the other hand, COM(1) =
O(n?t|F|) from SecE3 To summarize,

COM(1) = O(n?*t|F|) and COM(2) = O(n’t|F|)

in our final 2-round PSMT. Hence, the total communication complexity is
O(n3|F|) because n = 2t + 1.

Now the transmission rate is O(n) because the sender sends ¢? secrets which
is O(n?|F|). Finally, it is easy to see that the computational costs of the sender
and the receiver are both polynomial in n.

References

1. Agarwal, S., Cramer, R., de Haan, R.: Asymptotically Optimal Two-Round Perfectly
Secure Message Transmission. In: Dwork, C. (ed.) CRYPTO 2006. LNCS, vol. 4117,
pp. 394-408. Springer, Heidelberg (2006)

2. Dolev, D., Dwork, C., Waarts, O., Yung, M.: Perfectly Secure Message Transmission.
J. ACM 40(1), 17-47 (1993)



340 K. Kurosawa and K. Suzuki

3. Desmedt, Y., Wang, Y., Burmester, M.: A Complete Characterization of Tolerable
Adversary Structures for Secure Point-to-Point Transmissions Without Feedback.
In: Deng, X., Du, D.-Z. (eds.) ISAAC 2005. LNCS, vol. 3827, pp. 277-287. Springer,
Heidelberg (2005)

4. Fitzi, M., Franklin, M., Garay, J., Vardhan, S.: Towards Optimal and Efficient
Perfectly Secure Message Transmission. In: Vadhan, S.P. (ed.) TCC 2007. LNCS,
vol. 4392, pp. 311-322. Springer, Heidelberg (2007)

5. Hirt, M., Maurer, U.: Player Simulation and General Adversary Structures in Perfect
Multiparty Computation. J. Cryptology 13(1), 31-60 (2000)

6. Kumar, M.V.N.A., Goundan, P.R., Srinathan, K., Rangan, C.P.: On perfectly secure
communication over arbitrary networks. In: PODC 2002, pp. 193-202 (2002)

7. Md Sayeed, H., Abu-Amara, H.: Efficient Perfectly Secure Message Transmission in
Synchronous Networks. Inf. Comput. 126(1), 53-61 (1996)

8. Srinathan, K., Narayanan, A., Rangan, C.P.: Optimal Perfectly Secure Message
Transmission. In: Franklin, M. (ed.) CRYPTO 2004. LNCS, vol. 3152, pp. 545-561.
Springer, Heidelberg (2004)



	Truly Efficient 2-Round Perfectly Secure Message Transmission Scheme
	Introduction
	Main Idea
	Difference from Random $t$ Errors
	Pseudo-basis and Pseudo-dimension
	How to Find Pseudo-basis
	Broadcast
	How to Apply to 3-Round PSMT

	Details of Our 3-Round PSMT
	3-Round Protocol for $n$=2$t$+1
	Security
	Efficiency

	Our Basic 2-Round PSMT
	Randomness Extractor
	Basic 2-Round Protocol
	Security
	Efficiency

	More Efficient 2-Round Protocol
	Protocol
	Security
	Efficiency

	Final 2-Round PSMT
	Generalized Broadcast
	How to Improve Step 2-5
	Final Efficiency




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




