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Abstract. This paper presents a dynamic heart model based on a par-
allelized space-time adaptive mesh refinement algorithm (AMRA). The
spatial and temporal simulation method of the anisotropic excitable
media has to achieve great performance in distributed processing en-
vironment. The accuracy and efficiency of the algorithm was tested for
anisotropic and inhomogeneous 3D domains using ten Tusscher’s and
Nygen’s cardiac cell models. During propagation of depolarization wave,
the kinetic, compositional and rotational anisotrophy is included in the
tissue, organ and torso model. The generated inverse ECG with conven-
tional and parallelized algorithm has the same quality, but a speedup of
factor 200 can be reached using AMRA modeling and single instruction
multiple data (SIMD) programming of the video cards. These results
suggest that a powerful personal computer will be able to perform a one-
second long simulation of the spatial electrical dynamics of the heart in
approximately five minutes.

Keywords: spatial visualization, heart wall movement analysis, parallel
processing.

1 Introduction

Sudden cardiac death, caused mostly by ventricular fibrillation, is responsible
for at least five million deaths in the world each year. Despite decades of re-
search, the mechanisms responsible for ventricular fibrillation are not yet well
understood. It would be important to understand how the onset of arrhythmias
that cause fibrillation depends on details such as heart’s size [15], geometry [11],
mechanical and electrical state, anisotropic fiber structure and inhomogeneities
[1]. The main difficulty in development of a quantitatively accurate simulation
of an entire three-dimensional human heart is that the human heart muscle is
a strongly excitable medium whose electrical dynamics involve rapidly varying,
highly localized fronts [2].

Ectopic heartbeats are arrhythmias involving variations in a normal heart-
beat. Sometimes they may occur without obvious cause and are not harmful.
However, they are often associated with electrolyte abnormalities in the blood
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that should be treated. Many times ectopic beats can be associated with is-
chemia, or local reduction in blood supply to the heart. Once an ectopic beat
appears, the underlying reversible reasons should be investigated, even if no
further treatment is needed.

An important aspect of ectopic beats caused by the altered depolarization of
cardiac tissue is the significantly altered displacement of the heart during the
whole beat. This special movement is easily visible in echocardiography image
sequences. Each ectopic beat has a patient dependent special waveform caused
by the irregular depolarization order of the cardiac tissue. The formulation of
an ectopic beat and the generated mechanical movement can be simulated with
computers.

In ventricular tissues the width of a depolarization front is usually less than
half mm. A simulation approximating the dynamics of such a front requires a
spatial resolution of Δx ≤ 0.1mm. Forasmuch the muscle in an adult heart has
a volume of 250cm3, and so a uniform spatial representation require at least
2.5 · 108 nodes. Taking into account that each node’s state is described with at
least 50 floating numbers, the necessary storage space rises higher than 50GB,
which exceeds by far the available memory of personal computers. The rapid
depolarization of the cell membrane is the fastest event in the heart; it blows
over in few hundred microseconds, which implies a time step Δt ≤ 25μs. Since
dangerous arrhythmias may require several seconds to become established, the
1010 floating point numbers associated with the spatial representation would
have to be evolved over 105-106 time steps. Such a huge uniform mesh calculation
currently exceeds all existing computational resources [3].

The spatiotemporal structure of wave dynamics in excitable media suggests
an automatically adjustable resolution in time and space. The basic idea of
this improvement [2,3] is deducted from experiments and simulations [4], which
recommend that the function of electrical membrane potential of a ventricular
cell fV (t, x, y, z) in the fibrillating state consists of many spirals or of many scroll
waves. An interesting property of these spatiotemporal disordered states is that
the dynamics is sparse: at any given moment, only a small volume fraction of
the excitable medium is depolarized by the fronts, and away from them, the
dynamics is slowly varying in space and time. This idea permits the decrement
of necessary computational effort and storage space for regular beats but the
total front volume can greatly increase with fibrillating state. By varying the
spatiotemporal resolution to concentrate computational effort primarily along
the areas with large spatial and temporal gradients, it is possible to reduce the
computational load and memory needs by orders of magnitude.

The rest of the paper describes the applied human cell and tissue model,
the time and spatial position dependent heart and torso model, the position of
the ectopic beat generators, the adaptively variable resolution wave-propagation
method and the parallel processing of these algorithms aided by graphic cards.
Using this algorithm, we can simulate the electric and mechanic formulation of
ectopic beats on a parallel functioning platform.
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2 Materials and Methods

2.1 Human Cell and Tissue Model

We used the ten Tusscher heart cell model [14] for ventricular and Nygren’s
model [9] for atrial cells, to investigate the accuracy and efficiency of the simu-
lation algorithm. These models are based on recent experimental data on most
of the major ionic currents, such as the fast sodium, L-type calcium, transient
outward, rapid and slow delayed rectifier, and inward rectifier currents. With the
inclusion of basic calcium dynamics, the contraction and restitution mechanism
of the muscle cells can be investigated. The model is able to reproduce human
epicardial, endocardial and M cell action potentials, to modify the internal state
of the cells and to show that differences can be explained by differences in the
transient outward and slow delayed rectifier currents. These properties allow us
to study the evolution of reentrant arrhythmias. The conduction velocity resti-
tution of this model is broader than in other models and agrees better with
the available data. We conclude that the applied model can reproduce a variety
of electrophysiological behaviors and provides a basis for studies of reentrant
arrhythmias in human heart tissue.

As described in [14], the cell membrane can be modeled as a capacitor con-
nected in parallel with variable resistances and batteries representing the differ-
ent ionic currents and pumps. The electrophysiological behavior of a single cell
is described as:

dV

dt
= −Iion + Istim

Cmemb
, (1)

where V is the voltage, t is time, Iion is the sum of all transmembrane ionic
currents, Istim is the externally applied stimulus current, and Cmemb is the cell
capacitance per unit surface area.

The ionic current is given as the following sum:

Iion = INa + IK1 + Ito + IKr + IKs + ICaL + INaCa+
+ INaK + IpCa + IpK + IbCa + IbK

(2)

where INaCa is Na+/Ca2+ exchanger current, INaK is Na+/K+ pump current,
IpCa and IpK are plateau-, IbCa and Ibk are background- Ca2+ and K+ currents.
The fast Na+ current that is responsible for the fast depolarization of the cardiac
cells, is formulated by:

INa = GNa · m3 · h · j · (V − ENa), (3)

where GNa is the sodium conductance, m represents the activation gate, h is the
fast and j the slow inactivation gate. All detailed equations are described in [8].
These gates have mainly a voltage dependent behavior. The maximal value of
the first derivative of the L-type calcium current ICaL, transient outward current
Ito, slow delayed rectifier current IKs, rapid delayed rectifier current IKr, and
inward rectifier K+ current IK1, and all other described currents are lower with
at least two magnitudes than for the fast Na+ current INa.
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A homogenous spatial cardiac tissue can be modeled in space as a continuous
system, using the following partial differential equation:

dV

dt
=

1
Cmemb

(
−Iion − Istim +

1
ρxSx

∂2V

∂x2 +
1

ρySy

∂2V

∂y2 +
1

ρzSz

∂2V

∂z2

)
, (4)

where ρx, ρy, ρz, are the cellular resistivity and Sx, Sy, Sz, are the surface-to-
volume ratio in the x, y and z directions.

Computational modeling of the cardiac tissue is a useful tool for developing
mechanistic insights into cardiac dynamics. The most important parts of hu-
man cardiac analysis are atria and ventricular tissue modeling. In this study, the
tissue-level excitation mechanism is based on Fast’s work [6]. In this stage, each
tissue element works as a secondary generator element. These elements can gen-
erate a depolarization wave if the adjacent elements are repolarized; otherwise,
the wave propagation is swooned.

Our study uses Harrild’s atria model [8] that is the first membrane-based
description of spatial conduction in a realistic human atrial geometry. This model
includes both the left and right atria, including representations of the major
atrial bundles and a right-sided endocardial network of pectinate muscle. The
membrane’s kinetics is governed by the Nygren [9] formulation for the human
atrial cell. An advantage of this model is that it provides an easy perceptibility
of atrial activation, particularly in regions that cannot be easily recorded in
patients.

It has long been appreciated that cardiac ventricular fibers are arranged as
counter-wound helices encircling the ventricular cavities, and that the orienta-
tion of these fibers depends on transmural location. Fibers tend to lie in planes
parallel to the epicardium, approaching a longitudinal orientation on the ventric-
ular surfaces, and rotating toward the horizontal near the mid-wall. The direct
anatomical reconstructions are labor-intensive and time-consuming tasks. In our
study, we applied Winslow’s ventricular tissue model [17].

2.2 Heart and Torso Model

There are many possible different heart structures [10]. To describe various repre-
sentative cases, we studied our breast MRI records (42 examples) and numerous
CT images. These samples lead us to construct a morphological heart struc-
ture for simulation, using a segmentation method presented in [5]. The obtained
results were classified by physiologists and used to identify each atrial and ven-
tricular region. The identification process uses as a base Harrild’s atria model
[8] and Winslow’s ventricular tissue model [17].

From the correctly segmented images, we constructed a spatial representation
of the heart, using an averaging technique. Such a prototype heart representa-
tion must be adjusted taking into consideration the ECG data. The ECG has an
important role, as it may describe the electric property of the heart. For exam-
ple, the mechanic related data obtained from MRI and CT images cannot give
us any information about some malfunctions, such as the presence of numer-
ous ectopic beats. An ultrasound image sequence, due to the relation between
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electric and mechanic properties of the heart, may hold some mechanic infor-
mation that can be used to identify diverse electric dysfunctions. The obtained
heart model prototype contains most mechanic characteristics of the heart, such
as tissue mass, wall thickness, internal structure of atria and ventricles. Some
electric properties, such as conduction speed of the depolarization wave, are not
deductible from captured images and the unique information sources are the
parameters determined from the ECG signal. For example, the activation delay
between atria and ventricles can be determined from P and R wave distance.
The increment speed of the R wave determines the conduction speed on the
ventricular tissue. This information was used to construct the electric-mechanic
heart model as described in [12].

The anatomical structure of the atria [8] and ventricles [13] was involved in
the geometrical model of the heart and torso. The torso, lung, endo- and epicar-
dial surfaces were initially divided into 23647, 38844, 78809 and 89723 sub-units.
For each of the units, the constant properties were determined (mass, tissue type
but not the tissue state). During an ordinary simulation, the number of these
sub-units can vary by demand. The only restriction relies on preserving the ratio
among the numbers of sub-units pre-determined for each heart region. Such a
heart model could have a maximal spatial resolution of 0.025mm (restricted by
the size of computer main memory) that means more than ten billion individ-
ual compartments at highest decomposition. To allow a flexible simulation, we
may choose the minimal time-slice between 0.01ms and 2ms. Each of these units
may contain diverse variable properties, such as tissue state, ionic concentrations
or diverse malfunction information such as ischemia. Starting from anatomical
information and selected resolution for both time and space, the heart is con-
structed using tetra meshes. During a simulation with selected spatial resolution,
the number of meshes remains constant. However, the mechanical displacement
of the heart modifies the shape of each created mesh structure.

The structure of the torso, its spatial position, the relative position and dis-
tance of the compartments with respect to the electrodes, and the electrical
behavior of the torso’s contents are necessary to be known. As the model has to
take in consideration extremely numerous parameter values, the problem can-
not be solved in a deterministic way (we have much more unknown values than
known equations). That is why a stochastic method (genetic algorithm, adaptive
neural networks and fuzzy systems) should be applied to determine the values
of the parameters. The search space of the optimization problem was reduced
using the genetic algorithm (GA) presented in [7].

2.3 Mathematical Description of the Compartments

The heart is represented as a set of finite homogenous elements, called com-
partments. Since their size is obviously much larger than that of actual biolog-
ical cells, these units effectively represent small tetrahedron-shaped groups of
biological cells, and must capture their macroscopic behavior rather than the
microscopic behavior of individual cells. Microscopic inter/intracellular interac-
tions, such as ionic flow across membrane boundaries, were described in the cell
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model presentation. Compartment connectedness was defined as the set of rules
that establish which units are considered directly connected to a given one, for
the purposes of electrophysiological simulation, such that myocardial activation
may be directly propagated between them. These rules are based on atria and
ventricles anatomy; they define the neighborhood for each unit.

Each compartment was considered homogenous, constructed by only one type
of tissue with well-defined properties, such as cell type, cell state, cell activation
potential (AP) function. The type of cells determines the electrical propaga-
tion properties, but no additional considerations were taken in, such as tissue
fiber torsion and so on. The environmental parameters such as 4D position (x,
y, z spatial coordinates and time), conduction speed of stimulus, weight and
connection with neighbor structures, localize each unit.

The heart behavior is characterized by the following parameters:

1. Type of cells: T (such as ventricular muscle cell or Purkinje fiber cell);
2. State (time varying): S (normal, ischemia);
3. Function of activation potential variation: AP (T, S, t) (each compartment

has a specific activation potential function that depends from cell type and
state);

4. Space position in time: PosC(x, y, z, t) (in every moment a given compart-
ment has a spatial position);

5. Conduction speed of the stimulus: CS(T, S) (it is type and state dependent);
6. Weight of the contents of the compartment: M ;
7. Connections with other compartments;
8. The position of the electrode: PosE(x, y, z, t) (the measuring electrode has a

time dependent spatial position);
9. The relative resistance of the electrode: RE,C(PosC , PosE) (the time depen-

dent electric resistance of the human tissue from the studied compartment
to a given electrode).

Because the main ion channels situated inside the cells have a quite com-
plicated behavior (with lots of unknown parameters), the activation potential
function of the compartment was considered as basic input parameter (we de-
termine an AP function - based on cell model - with static shape for each cell
type and state). Due to contractions of the heart, respiration, and other dis-
turbing phenomena, the position of compartments was considered time varying.
The mathematical expressions presented in the followings, that describe com-
partment behavior are time variant.

Let VC be the potential of an arbitrary compartment C: VC(t) = AP (T, S, t−
τC), where τC is the time the stimulus needs to reach compartment C. The
activation potential function that varies from cell type T and state S, has a
short delay τC due to activation propagation until compartment C.

The measured potential Ej , generated by compartment Ci is:

Ej,Ci(t) = VCi(t) · REj,Ci(t) − EGND,Ci(t), (5)

where REj,Ci(t) represents the time varying resistance from compartment Ci

to electrode Ej . Using bipolar electrodes, the value measured on the reference
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electrode EGND will be subtracted. As all compartments have an accession to
the measured potential on each electrode, the measured voltage on electrode Ej

will become the sum of each Ej,Ci(t) generated by compartment Ci:

Ej(t) =
N−1∑
i=0

[VCi(t) · REj,Ci(t) − EGND,Ci(t)], (6)

where N is the number of compartments. These equations determine the mea-
sured electrical potentials and the inner mechanism in the heart. During the
simulation, these voltages were determined for each compartment and electrode
for every time-slice (mostly between 0.1ms and 2ms depending from the phase
of AP function).

2.4 Connections Between Electric and Mechanic Properties

The time-varying evolution of the cardiac volume is determined by the intercon-
nection of electrical and mechanical phenomena. In a whole cardiac cycle there
are two extremity values. The maximal volume can be coupled with the start-
ing moment of ventricular contraction. The depolarization wave normally starts
from the sino-atrial node (SA) and propagates through the atrioventricular node
(AV) and ventricles. The moment of minimal volume shortly precedes the ter-
mination of ventricular contraction, but is much more difficult to identify, due
to the dead time of a normal cardiac cell. This delay is caused by the strange
property of a regular cardiac cell, whose electric response is most directly caused
by the depolarization wave (fast Na+ channels), but the mechanical contraction
is controlled by the much slower Ca2+ channels. The calcium channel opens at
10 − 20ms after depolarization, and the maximal contraction follows in about
80ms [16].

2.5 Adaptively Varied Resolution

As presented earlier, the simulation of each compartment at each small time-
slice needs a powerful computer. To enhance the simulation performance we
can increase the computational power of the simulation platform and modify
the algorithm such a way, that it determines the most important data more
accurately. Anyway, due to the limited computational power of the computer,
the simulation must contain approximations. In our formulation, the simulation
task can be performed in the following manners:

– determine a pre-defined time and space resolution (not adaptive);
– guarantee an estimation error that is lower than a pre-defined threshold value

(adaptive);
– guarantee a pre-defined processing speed (adaptive).

In the first case nothing in know about the simulation speed and estimation
error. The simulation algorithm uses pre-defined time and space resolution and
the result’s performance (speed and accuracy) can only be estimated. The sec-
ond processing manner has an adaptive behavior. Resolution is not important,
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but the estimation error is. This approximation of the problem leads to low esti-
mation error, but we have no guaranteed processing speed. The processing speed
may highly depend on the heart’s state (see Discussions section for details). The
third approximation of the problem is useful to create an on-line processing sys-
tem. However, in this situation, we have the pre-defined simulation speed, but
we do not have any control regarding simulation accuracy. In both adaptive ap-
proximations of the problem, the scalability of the simulation is realized in the
same manner.

During the simulation problem, the key element is the compartment. Each
compartment has a time dependent voltage that is increased by depolarization
waves and decreased due the self-repolarization process. Both high voltage in-
crement and a high diversity of the compartments (adjacent compartments can
have significantly different voltage levels) increases estimation error. This error
is estimated by the following formula:

err(C, t) = λd
dVC

dt
+ λv

N−1∑
i=0

{λC,Ci(t) · [VCi(t) − VC(t)]}2. (7)

The estimation error is weighted by λd (derivative weight) and λv (voltage
weight). The derivative term contains the voltage’s increment caused by the
fast Na+ ionic current during depolarization and by Ca2+ and K+ currents
during repolarization phase. In the second term, λC,Ci represents a weight be-
tween compartments C and Ci. This weight is considered time dependent, as the
distance among compartments may vary during simulation. A high voltage dif-
ference may increase estimation errors dramatically. From this formula emerges,
that the most sensitive moments are the moment of depolarization especially in
presence of multiple depolarizing fronts. From the determined estimation error,
its variance in time, and the initial settings referring to error threshold or simu-
lation speed, the necessary time and space resolutions are determined. However,
during a whole heartbeat the estimation error may vary, that implies the spa-
tial and temporal modification of the used resolution. In order to assure a good
alignment among diversely selected resolution slices, each high-resolution value
must be selected 2i times shorter than the initial reference resolution (this is the
coarsest resolution in both time and space). To assure proper resolution values,
each determined variable is rounded down to the closest allowed level. Data on
all resolution levels are synchronized only after one full time step on the coarsest
grid level is completed.

The efficiency of the method arises from its ability to refine or to coarsen the
spatial and temporal representations of sub-units automatically and locally. The
approximation errors are estimated on each sub-units to determinate the lowest
necessary resolution to keep under a pre-defined tolerance value.

The most important factor that demands a finer temporal and spatial reso-
lution to keep the estimation errors under the pre-determined tolerance level, is
the fast depolarization wave of the atrial and ventricular tissue cells. The simu-
lation program varies the resolution in concordance with the first derivative of
the activation potential.
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2.6 Parallel Processing

The implementation of the method allows high parallelization. As sub-unit po-
tential values are determined independently from each other at all possible res-
olution levels, these tasks can be processed on separate processors with reduced
communication needs. The hardware accelerated programmability of graphical
processing units (GPUs) (that may contain up to 320 individual processor units)
admits the development of programs called shaders vertex and fragment shaders,
which are loaded into the graphics card memory for replacing the fixed func-
tionality. The fragment shaders are used in our method to perform the SIMD
commands for each sub-unit. From architectural concepts results that the GPUs
are most efficient in case of more than 1000 similar tasks, which is caused by the
relatively long video memory delay.

2.7 Simulation Platforms

Experiments were performed on four platforms with different configuration shown
in Table 1. Each computer has 1GB memory that admits a maximal resolution
between 0.01mm (normal beats) and 0.1mm (ventricular fibrillation) for the
most critical area (highly restricted size). The program was developed in C++
programming environment and the shader programs were developed using ATI’s
graph library (shader model 3.0).

3 Results

Table 2 informs about simulation times using various configurations. All simula-
tion tasks were performed with adaptive time and spatial resolution, and Table 2
show the finest ones among them. The simulated normal and pathological cases
have one second duration. In all cases, the number of simultaneously performable
tasks has the order of thousands. The conventional simulation (constant resolu-
tion) was performed only for 1mm spatial and 0.2ms temporal units, and was
slower about 200 times in normal and 35 times in fibrillating case.

Table 1. Configuration of the simulation platforms involved in this study

Configuration CPU GPU RAM

1st Athlon 3000+ nVidia 6600 1GB DDR
2nd Core2 Duo 6400 ATI 1950 Pro 1GB DDR2
3rd Core2 Duo 6400 2 × ATI 1950 Pro 1GB DDR2
4th Pentium D805 nVidia 7600GT 1GB DDR2

Figure 1(a) elucidates the relation between estimation error and spatial reso-
lution. A lower spatial resolution increases the estimation error of the depolar-
ization wave. The obtained results are almost similar for pathological cases. The
propagation of the depolarization wave for an anisotropic tissue is presented in
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Table 2. The whole simulation and visualization time of a one second duration event
performed on involved platforms using two spatial and temporal resolutions

Configuration and Normal Ectopic Ventricular
Resolution beat beat fibrillation

1st - (1mm,0.2ms) 11.3s 37.15s 4min 2s
2nd - (1mm,0.2ms) 1.32s 5.21s 33.11s
3rd - (1mm,0.2ms) 0.7s 2.68s 17.13s
4th - (1mm,0.2ms) 2.37s 9.03s 57.48s
1st - (0.1mm,0.05ms) 1h 11min 4h 22min 29h 11min
2nd - (0.1mm,0.05ms) 9min 20s 37min 10s 3h 53min
3rd - (0.1mm,0.05ms) 5min 3s 19min 17s 1h 59min
4th - (0.1mm,0.05ms) 15min 40s 1h 6min 6h 42min

Fig. 1. (a) The estimation error plotted against the chosen spatial resolution in case of
a normal beat, (b) The simulated depolarization wave in anisotropic ventricular tissue:
from the pace origin, the wave front propagation is plotted with 5ms resolution

Fig. 2. Propagation of the depolarization wave in a ventricular tissue area during
ventricular fibrillation. The visualized area contains four ectopic points. The white
excitable area is fast depolarized and the arisen wave fronts extinguish each other. The
gray level of each point represents the voltage level for each individual cell. Each image
represents a 50mm wide square; time step between neighbor squares is 10ms.

Fig. 1(b). Figure 2 presents the collision of the depolarization waves. The de-
polarization of various ventricular slices for normal case is presented in Fig. 3.
The simulated ECG signal in normal and abnormal case (ventricular hypertro-
phy) can be seen in Fig. 4. The spatial representation of the ventricles during
a normal heart beat is presented in Fig. 5. The resting and contracting tissue
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Fig. 3. The propagation of the depolarization wave in the ventricular and atrial tissue.
In the left side of the image the consecutive ventricular slices are presented from the
ventricular top region to apex (using 5mm distance among consecutive slices). The
propagation of the depolarization wave is presented, simulating a normal heart beat.
The right-sided two images present atrial slices (5mm distance).

is visible in the first and second rows, respectively. In this simulation, a 0.2mm
spatial resolution was used.

4 Discussion and Conclusion

Table 1 presents four configurations with shader model (SM) 3.0 ready GPUs.
The 3rd configuration is the most powerful one, due to the cross-fire connected
ATI 1950 PROs. The type of CPU (Intel or AMD), the clock speed (1.86 −
2.66GHz), the core number (solo or duo) and memory bandwidth (DDR or
DDR2) did not play an important role because a powerful video card has a
much higher floating-point calculation power (internally has 8-36 pixel shader
units). In all cases, the size of memory was selected at 1GB that restricts the
applicable maximal resolution.

Table 2 summarizes a simulation for normal beat, ectopic beat and ventricular
fibrillation state. The finest spatial and temporal resolution was 16 times greater
in case of normal beat, 32 times greater in case of Ectopic beat and 64 times
greater in case of ventricular fibrillation. This result is in perfect concordance
with the complexity of the studied events. A more complex event implies longer
depolarization waveform that enforces the processing algorithm to choose lower
spatial and temporal steps.

From the data of Table 2 we could observe the clear dominance of GPUs.
Although the spatial and temporal resolution limit the necessary simulation time,
in all cases a massive parallelization could be performed. All shader programs
were created using a low-level programming environment. We could observe that
in normal cases, the active depolarization wave front has a much lower size than
in case of ventricular beat of ventricular fibrillation. In a complex biological
situation, as the wave front size grows, the parallelization becomes harder. This
assumption is reflected by the simulation times from Table 2. It is observable
that a normal heart has at least 20 times lower front area than a fibrillating one.
As a cardiac muscle (especially left ventricular), become less homogeneous, the
relative simulating speed decreases. Some basic characteristics of the heart such
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Fig. 4. Simulated ECG signal in: (a) normal case, and (b) abnormal case (presence of
accessory pathway)

Fig. 5. The spatial representation of the ventricles in resting ((a), (b) and (c) images)
and contracted ((d), (e) and (f) images) state during a normal beat as follows: (a) and
(d) upper view, (b) and (e) sectioned bottom view, (c) and (f) sectioned frontal view)

as size, maximal tissue volume and left wall width, significantly influence the
maximal performance.

Figure 1(a) represents the estimation error in function of spatial resolution.
The temporal resolution has almost similar effect, but with lower impact. From
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measurements, we could deduct that estimation error is free from physiological
state. In normal and pathological cases, we measured almost the same error
values.

In this paper, we have discussed new features and new capabilities of a
space-time adaptive heart-modeling algorithm. We have shown the algorithm’s
ability to simulate inhomogeneous and strongly anisotropic tissue regions (see
Fig. 1(b)).

This method can provide a variety of advances in addition to reductions in
time and memory requirements. For example, the algorithm allows a more com-
plex ionic model, higher spatial resolution of a non-linear tissue model. Similarly,
it allows the use of higher spatial and temporal resolution to reduce the angle de-
pendence of propagation patterns in spatial domains with rotational anisotropy
or to verify that a calculation is sufficiently resolved, so that an increase in
resolution does not affect the results (see Fig. 1).

From Fig. 2 we can conclude that the diverse depolarizing wave fronts are
unifying and the arisen wave fronts extinguish each other. The simulation was
done on a simple ventricular tissue surface to be able to verify the obtained
results and to compare with other simulation methods, such as presented in [2].
We can affirm that the obtained front shapes were almost the same.

The propagation of the depolarization wave in the ventricular and atrial tissue
is presented in Fig. 3. The propagation of the depolarization wave can be seen in
the consecutive slices. Using this view, we can supervise the propagation of the
depolarizing waves in various circumstances, such as normal beat, ectopic beat,
Wolff-Parkinson-White syndrome and ventricular fibrillation.

Besides the wave propagation, the simulated ECG can be visualized (see Fig.
4). The simulation model combined with a forward heart model presented in [12]
can yield a simulated ECG.

It is important to study the shape of the heart during a whole cycle. Despite
various perturbing phenomena, it was possible to realize the spatial representa-
tion of the heart or some segments of it (see Fig. 5). Using this kind of approach,
we can balance between performance and accuracy. The optimal solution may
depend on the used platform, studied events and the available time.

We have presented a massively parallelized flexible and efficient heart simu-
lation method that uses almost all features of a modern processing hardware.
After that, we have demonstrated that the processor of a modern graphics card
can provide better performance than a modern CPU under certain conditions, in
particular, allocating data in a regular and parallel manner. In these situations,
the GPU should operate in a SIMD fashion to get the most performance hit.
Experimental results show that the graphics card can be exploited in order to
perform non-rendering tasks.
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