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Abstract. In this paper, a novel hybrid Taguchi-Grey-based method for feature 
subset selection is proposed.  The two-level orthogonal array is employed in the 
proposed method to provide a well-organized and balanced comparison of two 
levels of each feature (i.e., the feature is selected for pattern classification or 
not) and interactions among all features in a specific classification problem.  
That is, this two-dimensional matrix is mainly used to reduce the feature subset 
evaluation efforts prior to the classification procedure.  Accordingly, the grey-
based nearest neighbor rule and the signal-to-noise ratio (SNR) are used to 
evaluate and optimize the features of the specific classification problem.  In this 
manner, important and relevant features can be identified for pattern 
classification.  Experiments performed on different application domains are 
reported to demonstrate the performance of the proposed hybrid Taguchi-Grey-
based method.  It can be easily seen that the proposed method yields superior 
performance and is helpful for improving the classification accuracy in pattern 
classification. 

Keywords: Feature Subset Selection, Taguchi Methods, Grey-based Nearest 
Neighbor Rule, Pattern Classification. 

1   Introduction 

In recent years, different pattern classification approaches have been investigated for 
classifying new, unseen instances. In a pattern classification model [12], a set of 
training instances or examples, denoted as training set TS, is collected.  Each instance 
or example is described by p features and a class label.  Generally, all features of each 
instance will be taken into consideration during the classification process.  Many real-
world classification problems, however, involve redundant or irrelevant features that 
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usually greatly affect the overall classification accuracy.  To improve the 
performance, various feature selection or feature subset selection methods have been 
developed.  These methods focus on selecting important and relevant features from 
the original feature set, as well as reducing the dimensionality in a particular 
classification problem. 

Feature subset selection can be viewed as a search problem [15], where each search 
state in the search space specifies a possible feature subset.  If each instance in a 
specific classification problem contains p attributes, the search space will be 
composed of 2p candidate feature subsets.  Obviously, exhaustive search through the 
entire search space (i.e. 2p candidate feature subsets) has a very high computational 
cost and thus is usually unfeasible in practice, even for medium-sized p [19].  
Consequently, it is difficult to select a best feature subset for pattern classification 
from the entire search space with respect to the tradeoff between high classification 
accuracy and small number of selected features. 

Two well-known greedy hill-climbing approaches, sequential forward selection 
(SFS) [17] and sequential backward selection (SBS) [17], are commonly used for 
feature subset selection.  As mentioned earlier, feature subset selection can be 
considered as a search problem, where each search state in the search space specifies 
a possible feature subset.  In SFS, the search procedure starts with an empty feature 
set and then successively adds features one at a time to find the final feature subset.  
By contrast, in SBS, the search procedure starts with a full feature set and then 
successively removes features one at a time to find the final feature subset.  In 
bidirectional feature subset selection methods [19], the search procedure may start 
with an empty feature set or a full feature set and then add or remove features to or 
from the search starting point [19] simultaneously.  Accordingly, the final feature 
subset can be obtained.  The above sequential search methods for feature subset 
selection are simple and easy to implement.  However, local optimal final feature 
subsets are often obtained during the search procedure.  Another similar sequential 
search method for feature subset selection is proposed in [11].  First, k features are 
added (or eliminated) to the candidate feature subset at a time.  Accordingly, l 
features are eliminated (or added) from the candidate feature subset at a time (k > l).  
These two steps are repeated until a final feature subset is obtained.  In this case, the 
values of k and l, which will significantly affect the final result, should be determined 
carefully.  To avoid being trapped into local optimal results, random search [4] 
through the entire search space is also commonly used to find the final feature subset.  
This method can help the search procedure to escape from local maximums [19] (i.e., 
non-deterministic heuristic search).  However, inconsistent final feature subsets may 
be derived from different runs [19]. 

During the search procedure, each feature or generated feature subset should be 
evaluated by an evaluation criterion.  Generally, two kinds of evaluation criteria, 
independent criterion and dependent criterion [19], are adopted to evaluate each 
feature or generated feature subset in feature subset selection. An independent 
criterion [13, 16, 18] is used to evaluate the goodness of each feature or generated 
feature subset by considering the original characteristics of the training set.  In this 
case, pattern classification methods are not involved in each evaluation process.  As 
for dependent criterion, pattern classification methods are directly used to evaluate the 
goodness (i.e., classification ability or accuracy) of each feature or generated feature 
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subset.  By contrast, the corresponding feature subset selection methods are named as 
the wrapper approaches [16].  Generally, the wrapper models, which focus mainly on 
improving the classification accuracy of pattern classification tasks, often yield 
superior performance (i.e., high classification accuracy) than the filter models.  
However, the wrapper approaches are more computational expensive than the filter 
approaches [16, 19].  As a result, many pattern classification methods that have very 
high computational costs, such as neural networks [2] and decision trees [20], may not 
be suitable to be used as evaluation criteria for evaluating each feature or generated 
feature subset. 

In this paper, a novel hybrid Taguchi-Grey-based method for feature subset 
selection is proposed.  The two-level orthogonal array is employed in the proposed 
method to provide a well-organized and balanced comparison of two levels of each 
feature (i.e., the feature is selected for pattern classification or not) and interactions 
among all features in a specific classification problem.  That is, this two-dimensional 
matrix is mainly used to reduce the feature subset evaluation efforts prior to  
the classification procedure. Accordingly, the grey-based nearest neighbor rule and 
the signal-to-noise ratio (SNR) are used to evaluate and optimize the features of the 
specific classification problem.  In this manner, important and relevant features can be 
identified for pattern classification. As a result, the hybrid Taguchi-Grey-based 
method proposed here has wrapper nature [16] (In wrapper feature subset selection 
methods, each candidate feature or feature subset is evaluated according to the 
classification ability obtained by the pattern classification model).  That is, features 
will be selected based on the special properties of the corresponding pattern 
classification model and thus the goal of feature subset selection method here is to 
maximize the classification accuracy.  Experiments performed on different 
application domains are reported to demonstrate the performance of the proposed 
hybrid Taguchi-Grey-based method.  It can be easily seen that the proposed method 
yields superior performance and is helpful for improving the classification accuracy in 
pattern classification. 

The rest of this paper is organized as follows.  The concepts of the Taguchi 
methods used in the proposed method are reviewed in Sections 2.  Section 3 proposes 
a novel hybrid Taguchi-Grey-based method for feature subset selection.  In Section 4, 
an example is given to illustrate the proposed method.  In Section 5, experiments 
performed on different classification problems are reported and discussed.  Finally, 
the conclusions are given in Section 6. 

2   Taguchi Methods 

In robust design [23], products, processes or equipments can be evaluated and 
improved by considering different related design parameters (or factors).  As a well-
known robust experimental design approach, the Taguchi method [22] uses two 
principal tools, the orthogonal array and the signal-to-noise ratio (SNR), for the above 
purpose of evaluation and improvement.  Consider that a specific object domain (e.g. 
product, process or equipment) contains q design parameters (or factors).  Orthogonal 
arrays are primarily used to reduce the experimental efforts regarding these q different 
design factors.  An orthogonal array can be viewed as a fractional factorial matrix that 
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provides a systematic and balanced comparison of different levels of each design 
factor and interactions among all design factors.  In this two-dimensional matrix, each 
column specifies a particular design factor and each row represents a trial with a 
specific combination of different levels regarding all design factors.  In the proposed 
method, the well-known two-level orthogonal array is adopted for feature subset 
selection.  A general two-level orthogonal array can be defined as follows. 

Lw(2w-1), (1) 

where w=2k ( 1≥k ) represents the number of experimental trials, base 2 specifies the 
number of levels of each design factor, and w-1 is the number of columns (i.e., the 
number of design factors) in the orthogonal array. 

For example, an orthogonal array L16(2
15) can be created for a specific object 

domain that contains 15 design factors with two levels (i.e., level 1 and level 2).  
Notably, by using the two-level orthogonal array, only 16 experimental trials are 
needed for the purpose of evaluation and improvement.  By contrast, all possible 
combinations of 15 design factors (i.e., 215) should be taken into consideration in the 
full factorial experimental design, which is obviously often inapplicable in practice. 

Once the orthogonal array is generated, the observation or the objective function of 
each experimental trial can be determined.  Accordingly, the signal-to-noise ratio 
(SNR) is used to evaluate and optimize the design parameters (or factors) of the 
specific object domain.  In general, two kinds of signal-to-noise ratios (SNRs), the 
smaller-the-better and the larger-the-better characteristics [23], are commonly 
considered for the evaluation task. 

Consider that a set of k observations {y1, y2, …, yk} is given.  In the smaller-the-
better characteristic, the signal-to-noise ratio (SNR) is calculated as follows. 

,
1

log10
1

2
⎟
⎠
⎞

⎜
⎝
⎛ ∑

=
−=

k

i
iy

k
SNR  (2) 

Similarly, in the larger-the-better characteristic, the signal-to-noise ratio (SNR) is 
calculated as follows. 
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The signal-to-noise ratio (SNR) is used to measure the robustness of each design 
parameter (or factor). That is, “high quality” of a particular object domain can be 
achieved by considering each design parameter with a specific level having high 
signal-to-noise ratio (SNR).   

In summary, the Taguchi method offers many advantages for robust experimental 
design. First, the number of experimental runs can be substantially reduced (compared 
with the full factorial experimental design). Meanwhile, the significance of each 
design parameter regarding a particular object domain can be analyzed precisely.  In 
the proposed method, the above two useful tools, the orthogonal array and the signal-
to-noise ratio (SNR), are employed for feature subset selection. 
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3   Hybrid Taguchi-Grey-Based Method for Feature Subset 
Selection 

In this section, a novel hybrid Taguchi-Grey-based method for feature subset 
selection is proposed.  Consider that a particular classification task involves a set of m 
labeled training instances, denoted as V={v1, v2, …, vm}.  Each instance is described 
by n attributes, denoted as F = (f1, f2, …, fn).  The detailed procedures of the proposed 
hybrid Taguchi-Grey-based method for feature subset selection are described as 
follows. 

Step1. Generate the two-level orthogonal array L with respect to the n attributes, 
features or factors in a specific classification problem.  In each experimental 
trial j in the two-level orthogonal array L, levels 1 or 2 in each column i mean 
feature i is selected in the corresponding feature set Sj for pattern 
classification or not, respectively. 

Step2. For each feature set Sj, determine an average classification accuracy 
regarding the training set V (denoted by ACC(V, Sj)) by using the grey-based 
nearest neighbor rule [8, 9 ,10, 14] with leave-one-out (LOO) cross-
validation method [5].  Here, ACC(V, Sj) is considered as the observation or 
the objective function of the experimental trial j in the two-level orthogonal 
array L. 

Step3. Calculate the corresponding signal-to-noise ratio (SNR) for each level (i.e., 
levels 1 or 2) of each feature or factor i according to the various observations 
in the two-level orthogonal array L. 

Step4. Select the features whose SNR for level 1 is greater than that for level 2.  
These features, denoted as feature subset S, are used as the final feature 
subset for pattern classification. 

 
The two-level orthogonal array is employed in the proposed method to provide a 

well-organized and balanced comparison of two levels of each feature (i.e., the feature 
is selected for pattern classification or not) and interactions among all features in a 
specific classification problem.  In other words, this two-dimensional matrix is mainly 
used to reduce the feature subset evaluation efforts prior to the classification 
procedure.  Accordingly, the grey-based nearest neighbor rule and the signal-to-noise 
ratio (SNR) are used to evaluate and optimize the features of the specific 
classification problem. 

Based on the grey-based nearest neighbor rule with leave-one-out (LOO) cross-
validation method [5], a classification accuracy with respect to the training set V and a 
particular feature set Sj (denoted as ACC(V, Sj)), can be obtained.  Leave-one-out 
cross-validation implies that each instance in V is considered as the test instance once 
and other instances in V are considered as the corresponding training instances.  In 
this manner, the grey-based nearest neighbor rule will be carried out m times 
according to m instances and n features in V.  Afterwards, the average classification 
accuracy is calculated for evaluating the classification performance of the 
corresponding feature set Sj.  The signal-to-noise ratio (SNR) is then used to measure 
the robustness of each feature of the specific classification problem.  That is, high 
classification performance regarding the classification task can be achieved by 



462 H.-Y. Chang and C.-S. Sun 

considering each feature with a specific level having high signal-to-noise ratio (SNR).  
Here, the larger-the-better characteristic, as shown in Eq. (3), is selected for 
calculating the signal-to-noise ratio (SNR) since maximum classification accuracy is 
preferred in pattern classification.  In the proposed method, feature i with SNR of 
level 1 greater than that of level 2 means that the feature is suggested to be selected in 
the final feature subset for pattern classification.  By contrast, feature i is suggested to 
be removed from the original feature set F if the corresponding SNR of level 2 greater 
than that of level 1.  (Notably, levels 1 or 2 of feature i mean the feature is selected in 
the corresponding feature set Sj for pattern classification or not, respectively.) 

4   Illustrative Example 

This section gives an example to illustrate the proposed hybrid Taguchi-Grey-based 
method for feature subset selection.  In the Autompg classification problem [3], each 
instance has seven attributes, denoted by {A, B, C, D, E, F, G}.  By using the 
proposed method, a two-level orthogonal array L8(2

7) can be generated as Table 1. 

Table 1. L8(2
7) Orthogonal Array 

Design Factors (Features) 
A B C D E F G 

Column Number 

Number of 
Experimental

Trial
1 2 3 4 5 6 7 

1 1 1 1 1 1 1 1 
2 1 1 1 2 2 2 2 
3 1 2 2 1 1 2 2 
4 1 2 2 2 2 1 1 
5 2 1 2 1 2 1 2 
6 2 1 2 2 1 2 1 
7 2 2 1 1 2 2 1 
8 2 2 1 2 1 1 2  

Restated, in each experimental trial j in the two-level orthogonal array L8(2
7), 

levels 1 or 2 of each column i mean feature i is selected in the corresponding feature 
set Sj for pattern classification or not, respectively.  For example, in experimental trial 
7, features C, D, G are selected as the final feature subset for pattern classification.  
By using the two-level orthogonal array L8(2

7), the experimental efforts regarding 
feature subset evaluation can be reduced from 128 (i.e., 27) trials to eight trials. 

Accordingly, for each experimental trial j, the average classification accuracy 
regarding the training set V and the corresponding feature set Sj (denoted by ACC(V, 
Sj)) can be determined by using the grey-based nearest neighbor rule with leave-one-
out (LOO) cross-validation method.  Here, ACC(V, Sj) is considered as the 
observation or the objective function of the experimental trial j in the two-level 
orthogonal array Ln(2

n-1).  As a result, the experimental layout and signal-to-noise data 
of the Autompg classification problem can be summarized as Table 2.  Here, the 
larger-the-better characteristic, as shown in Eq. (3), is selected to determine the 
signal-to-noise ratio (SNR) since maximum classification accuracy is preferred in 
pattern classification. 
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Table 2. Experimental layout and signal-to-noise data of the Autompg classification problem 

Column / Feature Number of 
Experimental

Trial A B C D E F G 

Classification
Accuracy 

(%)

Classification
Accuracy 
SNR (dB) 

1 1 1 1 1 1 1 1 69.10 36.79 
2 1 1 1 2 2 2 2 66.58 36.47 
3 1 2 2 1 1 2 2 72.86 37.25 
4 1 2 2 2 2 1 1 63.07 36.00 
5 2 1 2 1 2 1 2 81.16 38.19 
6 2 1 2 2 1 2 1 73.62 37.34 
7 2 2 1 1 2 2 1 71.11 37.04 
8 2 2 1 2 1 1 2 66.83 36.50  

Table 3. The signal-to-noise ratios of levels 1 or 2 of each feature regarding the Autompg 
classification problem 

 A B C D E F G 
Level 1 36.63 37.20 36.70 37.32 36.97 36.87 36.79 
Level 2 37.27 36.70 37.20 36.58 36.93 37.03 37.10  

Table 3 lists the signal-to-noise ratios of levels 1 or 2 of each feature regarding the 
Autompg classification task. As mentioned earlier, the higher the signal-to-noise ratio 
(SNR), the better the classification performance (i.e., classification accuracy). As a 
result, features B, D and E, whose SNR for level 1 is greater than that for level 2, are 
preferred to be selected in the final feature subset for pattern classification. By 
contrast, features A, C, F, and G, whose SNR for level 2 is greater than that for level 
1, are preferred to be removed from the original feature set for pattern classification.  
Consequently, the final feature subset obtained by using the proposed method for the 
Autompg classification problem is {B, D, E}.  The corresponding classification 
accuracy is 86.43%, which is significantly better than that of each experimental trial 
in Table 2. 

5   Experimental Results 

To demonstrate the performance of the proposed hybrid Taguchi-Grey-based method 
for feature subset selection, ten real datasets (classification tasks) [3] were used for 
performance comparison.  Table 4 describes the main characteristics of the datasets.   

Table 5 represents the classification accuracies (as mentioned earlier) of the above-
mentioned grey-based nearest neighbor rule with respect to the above classification 
problems when the proposed hybrid Taguchi-Grey-based method for feature subset 
selection is performed or not (In the experiments, the cross-validation technique [21] 
was used for measuring the classification accuracies).  The average classification 
accuracies regarding these classification problems can be increased from 82.35% to 
85.46% when the proposed hybrid Taguchi-Grey-based method for feature subset 
selection is applied.  That is, experimental results demonstrate that the final feature 
subset obtained by using the proposed method is helpful for pattern classification.   
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Table 4. Details of experimental classification problems [3] 

Classification task Number of 
instances

Number of 
classes 

Number of features and their 
types 

Autompg 398 3 7 (2-S, 5-C) 
Breastw 699 2 9 (9-C) 
Bridges 105 6 12 (9-S, 3-C) 
Hcleveland 303 5 13 (8-S, 5-C) 
Hepatitis 155 2 19 (13-S, 6-C) 
Hhunggarian 294 2 12 (7-S, 5-C) 
Tae 151 3 5 (4-S, 1-C) 
Voting 435 2 16 (16-S) 
Wine 178 3 13 (13-C) 
Zoo 101 7 16 (16-S) 

C: Continuous, S: Symbolic  

Table 5. The classification accuracies (as mentioned earlier) of the above-mentioned grey-based 
nearest neighbor rule with respect to the above classification problems when the proposed hybrid. 
Taguchi-Grey-based method for feature subset selection is performed or not. 

Classification
problem

The proposed method is not used 
for feature subset selection 

The proposed method is used for 
feature subset selection 

Autompg 69.10 78.89
Breastw 95.85 96.57
Bridges 87.62 91.43
Hcleveland 55.78 57.43
Hepatitis 80.00 83.87
Hhunggarian 75.85 78.91
Tae 66.23 66.23  
Voting 92.87 94.71
Wine 96.63 98.87
Zoo 96.04 97.03
Average 81.60 84.39  

6   Conclusions 

In this paper, a novel hybrid Taguchi-Grey-based method for feature subset selection 
is proposed.  The two-level orthogonal array is employed in the proposed method to 
provide a well-organized and balanced comparison of two levels of each feature (i.e., 
the feature is selected for pattern classification or not) and interactions among all 
features in a specific classification problem.  Accordingly, the grey-based nearest 
neighbor rule and the signal-to-noise ratio (SNR) are used to evaluate and optimize 
the features of the specific classification problem.  Experiments performed on 
different application domains are reported to demonstrate the performance of the 
proposed hybrid Taguchi-Grey-based method.  The proposed method yields superior 
performance and is helpful for improving the classification accuracy in pattern 
classification. 
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