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Abstract. In this paper, we propose Cloak—a new class of reliable
timing channels—which is fundamentally different from other timing
channels in several aspects. First, Cloak encodes a message by a unique
distribution of N packets over X TCP flows. The combinatorial nature of
the encoding methods increases the channel capacity largely with (N, X).
Second, Cloak offers ten different encoding and decoding methods, each
of which has a unique tradeoff among several important considerations,
such as channel capacity and the need for packet marking. Third, the
packet transmissions modulated by Cloak could be carefully crafted to
mimic the normal TCP flows in a typical TCP-based application ses-
sion. Although Cloak’s basic idea is simple, we show in this paper how
we tackle a number of challenging issues systematically. Our experiment
results collected from PlanetLab nodes and a test bed suggest that Cloak
is feasible under various network conditions and different round-trip
delays.
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1 Introduction

In this paper, we consider data hiding techniques using network protocols as
the cover. The communication channel under the cover is often referred to as a
network covert channel. Network covert channels could pose a serious threat to
the Internet security, because of their “proven” ability of stealthily exfiltrating
stolen information (a hardware was built in [I]), coordinating an Internet-wide
DDoS attacks [2] and Internet worm attack [3], coordinating a physical attack
plan (a book was written about this possibility [4]), and other subversive oper-
ations. On the other good hand, they are useful for enhancing Internet privacy
[Bl6], watermarking encrypted flows in stepping stones [7], and tracking VoIP
calls [§].

Similar to the classic covert channels in trusted computer systems, network
covert channels could be classified into storage channels and timing channels
[OT0]. In a storage channel, the encoder and decoder communicate covertly
through “attributes of shared resources” [I1], which could be any fields in a
packet that can be “written” by the encoder and “read” by the decoder. The
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covert messages are encoded directly into these fields. Most existing network
covert channels fall into this category. In a timing channel, the encoder and de-
coder communicate “through a temporal or ordering relationship of accesses to
a shared resource” [I1] which could be the timing of packet arrivals that can
be modulated by the encoder and observed by the decoder. For example, an
IP packet arrival within a time interval represents bit 1 and the absence of it
represents bit 0 in an IP timing channel [I2].

Existing network covert channels, however, suffer from low data rates in the
presence of dynamic network conditions and active network intermediaries (ANI)
(e.g., protocol scrubbers [13], traffic normalizer [14], and active wardens [15]).
For example, the message encoding based on inter-packet delay is very sensitive
to delay jitter, and packet losses affect the integrity of both timing and storage
channels. On the other hand, storage channels do not suffer from these problems.
Instead, their encoded messages could be altered by an ANT which modifies the
replaceable header fields in the packets that pass through them.

In this paper, we propose Cloak—a new class of timing channels which is
designed to be reliable under adverse network conditions. That is, Cloak’s de-
coding accuracy is 100% even in the presence of packet losses, delay jitters, packet
reordering, and packet duplications. The key elements responsible for this reli-
ability property are using TCP data traffic as a cover (i.e., exploiting TCP’s
reliable transmission mechanism) and employing a fixed number of TCP pack-
ets (N) for encoding/decoding a message to avoid the inherent synchronization
errors plaguing many network timing channels.

Another important deviation from other timing channels is that Cloak en-
codes a message with a unique distribution of N packets over X TCP flows,
where N, X > 1. Due to the combinatorial nature of the encoding method,
Cloak’s channel capacity increases quickly with (IV, X'). Besides, Cloak offers ten
different encoding and decoding methods. Each method tradeoffs among several
conflicting design goals. Although Cloak uses multiple flows for the message en-
coding, the packet distribution over the flows can be carefully crafted to match
with the normal TCP behavior in an application session. To our best knowledge,
Cloak is the first network covert channel that exploits Enumerative Combina-
tories [16] to convey hidden messages. Moreover, this original idea is generally
enough for designing new covert channels and applying to other steganography
problems.

The road map for the rest of this paper is as follows. Section 2l briefly discusses
the previously proposed network timing channels. Section [ presents the basic
idea of message encoding in Cloak which is based on the well-known Twelvefold
Way in the field of Enumerative Combinatorics. Section [] details how we have
resolved a number of difficult design issues for deploying Cloak in the Internet.
Section [B] reports the test-bed and PlanetLab measurement results to evaluate
Cloak’s data rate under various network conditions and parameter settings. Sec-
tion [6l summarizes this paper with a few venues of enhancing this work.



Cloak: A Ten-Fold Way for Reliable Covert Communications 285

2 Related Work

Despite that information theorists have analyzed the capacity of covert timing
channels for a long time, only recently have several practical timing channels
emerged. On the network layer and above, there are so far two practical ap-
proaches to manipulating the packet timing: ordered channels and inter-packet
delay channels. In the class of ordered channels, Kundur and Ahsan [I7] pro-
pose to re-sort the original order of a flow of IPSec packets and use the out-of-
orderliness to imbed messages. Chakinala et al. [18] further extend the approach
to TCP packets and formalize various models for these ordered channels.

The class of inter-packet delay channels, on the other hand, embeds messages
in the delay period between selected packets. Cabuk et al. [I2] propose an IP
timing channel, where an IP packet arrival during a timing interval is decoded
as 1 and the absence of it is decoded as 0. Shah et al. recently [I] propose
JitterBug, another timing channel to encode binary bits. Unlike the IP timing
channel, JitterBug encodes binary bits into the packet inter-arrival times, and it
does not need to inject new packets. Moreover, they have presented a convincing
threat of leaking keyboard typed secrets, such as passwords, through the timing
channel and have built a hardware to demonstrate its feasibility. Berk et al.
[19] have considered using inter-packet delay of ICMP packets to encode one
or multiple bits. For example, bit 1 is encoded by a longer inter-packet delay,
whereas bit 0 is encoded by a smaller inter-packet delay.

3 The Basic Idea

3.1 Encoding Based on Packet-Flow Distributions

The covert messages in Cloak are encoded by a class of combinatorial objects—
each covert message is encoded with a unique distribution of N TCP packets
over X TCP flows. The encoder and decoder agree on the values of N and X
beforehand. Furthermore, the encoder will transmit the next message only after
receiving the ACKs for the message just sent. On the other side of the chan-
nel, the decoder starts decoding as soon as collecting N TCP packets from the
encoder. Moreover, the encoder and decoder do not have to explicitly exchange
the “codebook”; as will show in section ], the encoding and decoding can be
performed using unranking and ranking functions.

It is worthwhile to point out here that Cloak is reliable in the same sense
of reliability in TCP even when the messages experience adverse network con-
ditions. First of all, Cloak’s decoding accuracy is not affected by delay jitters,
because the encoding is not based on the actual time. Second, since the encoder
sends a covert message one at a time, it can detect whether the decoder has suc-
cessfully received the last message based on the ACKs for the N TCP packets.
Upon detecting an unsuccessful reception, the encoder could “partially” resend
the message. The decoder, on the other hand, will decode only after receiving N
in-sequenced TCP packets from the encoder. Therefore, if Cloak is implemented
using the normal TCP stack, no additional reliability mechanism is needed to
guarantee Cloak’s reliability.
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Fig. 1. Two covert communication scenarios between Cloak encoder and decoder

In Figure [M, we depict two different scenarios for the Cloak encoder and de-
coder to communicate. In both cases, we assume a warden on the encoder’s
network who guards against any network covert channels initiated from inside.
The warden could be active or passive. In the first scenario (Figure[L(a)), the en-
coder establishes a “normal” HTTP session with a remote server which consists
of five TCP flows. The encoder encodes the messages into the TCP flows; the de-
coder eavesdrops at any point of the path and decodes the messages. Moreover,
the warden could not detect Cloak simply based on the presence of multiple TCP
flows to the same server, because it is not uncommon to have multiple TCP flows
in an HTTP session. Moreover, multi-thread upload or download (i.e., sending
commands) also has similar traffic patterns.

In the second scenario (Figure , the encoder establishes normal HTTP
sessions with multiple servers which are dispersed at different locations. There-
fore, the decoder should be located on the common routing path for all the
servers. Although this approach restricts the decoder location, it can diffuse the
relationship among the TCP flows. A simple approach for relaxing this restric-
tion is to use distributed information collection, for example, through a botnet.
Each bot will observe partial information and then sends it to the commander.

3.2 The Twelvefold Way

Besides the encoding algorithm just described, Cloak could admit other encoding
methods. In fact, Cloak offers ten different encoding methods which are based on
the well-known Twelvefold Way [16] in the field of Enumerative Combinatorics.
The Twelvefold Way refers to twelve basic counting problems that count all the
possible ways of putting N balls into X urns, and their results. Let the set of balls
be N (|N| = N) and the set of urns be X (|X| = X). Each problem can be based
on whether the balls and urns are distinguishable or not (e.g., by their colors),
and three possible kinds of ball distributions over the urns: (1) no restriction, (2)
at most one ball per urn, and (3) at least one ball per urn. These three cases can
be equivalently represented by an arbitrary function f4 : N — X, an injective
function f; : N — X and a surjective function fs : N — X respectively.

The correspondence between balls and urns, and packets and flows is obvious.
Table [l summarizes the Twelvefold Way using flows (urns) and packets (balls)
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[16]. Each of the twelve results answers the corresponding counting problem
(i.e., the total number of unique packet-flow distributions). Cases (11) and (12)
obviously cannot be used in Cloak, therefore the ten encoding methods. In the
rest of this paper, we refer the ten cases to as Cloak®(N, X), ¢ € [1,10]. Due to
the space limitation, we refer to [20] for the proofs of the results in Table [1l

Table 1. The Twelvefold Way and their relation to the ten (items 1-10) encoding
methods in Cloak

Elements of N Elements of X fa fr (at most fs (at least
(TCP packets) (TCP flows) (no restriction) 1 packet in a flow) 1 packet in a flow)
Distinguishable Distinguishable XN (1) Nc¥ (2) X!IS(N,X) (3)
Indistinguishable Distinguishable Oy x_; (4) c¥ (5) CX=1(6)

1if N <X
0if N > X
1ift N <X
0if N > X

Distinguishable Indistinguishable Zf(zl S(N, ) (7) { (11)  S(NV,X) (8)

Indistinguishable Indistinguishable "7, P(N,4) (9) { (12)  P(N,X) (10)

where
- C¥ = jalny and S(N, X) = ¢ 300 (—1)* 0% Y.
— P(N, X) is the number of partitions of N into X parts.

According to Table [T, some encoding methods require distinguishable pack-
ets and/or distinguishable flows. The correspondence between the ball and urn
distinguishability, and the flow and packet distinguishability is somewhat tricky.
First of all, all TCP flows and packets are of course distinguishable. However,
the original counting problems assume that the colors of the urns and balls do
not change, but this is not the case for Cloak. For instance, the “marking in-
formation” in the flows and packets could be altered by an ANI. Therefore, the
TCP flows (or packets) are considered distinguishable only if both encoder and
decoder are able to identify the same flow (or packet).

3.3 The Ten-Fold Way in Cloak

In this section, we discuss the differences among the ten encoding methods and
explain why we need all of them. The first important difference among them is
their channel capacity. By modeling a Cloak channel as a classical information
channel, we can obtain the capacity of a Cloak¢(N, X) channel in bits/symbol
based on the mutual information [21]. Since Cloak is reliable and there is only one
set of covert messages, the channel capacity can be increased only by increasing
the size of the covert message set. By denoting the Twelvefold Way result for
Cloak¢(N, X) by T¢(N, X), a higher value of T¢(N, X) therefore gives a higher
channel capacity. Furthermore, each unique packet-flow distribution can encode
an L-bit word, where 1 < L < |log, T¢(N, X)].

In the following, we explain the relationships between the channel capacity and
the flow and packet distinguishability. First, making the flows distinguishable
increases the channel capacity (e.g., T1(N, X) > T7(N, X)). Similarly, making



288 X. Luo, EEW.W. Chan, and R.K.C. Chang

the packets distinguishable also increases the channel capacity (e.g., T*(N, X) >
T*(N, X)). Finally, for each row in Table [l the channel capacity for f4 is the
largest, e.g., T*(N,X) > T3(N, X), and T7(N,X) > T%(N, X). Based on the
channel capacity, we define data rate in bits/second as g , where T is the time
for transmitting a message. The minimal time for transmitting a message in
Cloak (i.e., the N packets in X flows) is one round-trip time (RTT) between
the encoder and decoder. To achieve a reasonable channel capacity, we therefore
consider X > 1 and N > 1 in the rest of this paper.

Besides the channel capacity, the ten encoding methods differ also in three
other important aspects. The first one concerns the channels that require dis-
tinguishable packets (i.e., ¢ = 1,3,7,8). For these channels, the encoder usually
adds “markers” to the TCP packets in order to make them distinguishable. The
additional markers, however, could be “modified” when the packets traverse an
active warden, which could result in decoding errors. In other words, there is
a tradeoff between achieving a higher channel capacity by making the packets
distinguishable and the decoding accuracy. Similar problems occur also to the
channels with flow distinguishability. We have discussed how to make packet or
flow distinguishable in the full paper [20].

The second one is connected to a head-of-line blocking (HoLB) problem. To
explain the issue, consider ¢ = 1, 2. the difference between them is that the second
method caps the number of packets distributed to a flow to one. Therefore, in
terms of the packet distribution, the flows for ¢ = 2 differ at most by one packet,
but that for ¢ = 1is N (i.e., all the packets are distributed to a single flow). The
latter case may require several RTTs to complete the transmission of a message;
thus, this HoLLB problem, as we shall see later, could reduce the actual data rate
significantly. The last issue is that some flows for the methods under f4 and f;
may become idle for a prolonged period of time, which may cause the remote
servers to close the connection. However, those methods under fg mitigate this
problem by insisting each flow to carry at least one packet for each message.

4 Design Issues

In this section, we discuss a number of design elements that are central to a
practical deployment of Cloak in the Internet and to Cloak’s performance.

4.1 Message Encoding and Decoding

As mentioned in the last section, the encoder and decoder do not need to ex-
change a codebook explicitly. Instead, they use two special functions for encod-
ing and decoding: Rank() and Unrank(). Each Cloak®(N, X) channel has its
own function pair. The function Rank() takes in a flow-packet distribution and
returns its rank that is the index of the flow-packet distribution in the decreas-
ing lexicographically ordered array of all possible distributions, staring from 0.
Unrank () does the opposite—taking in a rank and returning the corresponding
flow-packet distribution.
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Fig. 2. The encoding and decoding processes in Cloak

Figure [ depicts the encoding and decoding processes in Cloak. The encoder
and decoder are assumed to have agreed on (¢, N, X') beforehand. They could also
dynamically change (¢, N, X) by exploiting the random beacons widely available
in the Internet. The messages are encoded based on L-bit words, where 1 <
L < |log, T¢(N, X)|. There are three major steps involved in sending a covert
message. Each L-bit word is first converted to the nonnegative decimal value
(through the Bin2Dec () function) that serves as the rank for the corresponding
packet-flow distribution. Then, Unrank () is invoked to compute the distribution.
Finally, the encoder marshals the packet-flow code into the actual TCP flows
and data packets. After sending the N packets over the X flows, the encoder
has to receive the ACKs for the N packets before sending the next N packets.
In the case of packet losses, Cloak may rely on TCP to recover them.

The three-step process above is exactly reversed for receiving a covert message.
In the first step, the decoder unmarshalls the packet-flow distribution from the
flows and packets received from the encoder. That is, the decoder collects exactly
N TCP packets from the X flows before moving to the next step. Moreover, since
the number of flows can be distinguished based on the order of the TCP three-
way handshaking performed, the decoder can count the number of data packets
in each flow. Similar as before, any TCP packet loss, duplication, or reordering
can be taken care of by TCP. As soon as N packets are collected, the decoder
feeds the distribution into Rank() which yields the corresponding rank. As a
last step, the rank is converted back to the L-bit word (through the function
Dec2Bin()). We refer the detailed ranking and unranking algorithms to the full

paper [20].
4.2 A Head-of-Line Blocking Problem

In this section, we discuss a head-of-line blocking (HoLB) problem that we
have encountered when conducting Internet experiments. The HoLLB problem
degrades the data rates of all encoding methods, except for ¢ = 2,5. To explain
the problem, we consider an extreme scenario where most of the N packets are
distributed to a single flow, while other flows receive at most one packet. There-
fore, the total transmission time for the message is governed by the time required
to transmit the packets in the most busy flow which prevents the encoder from
transmitting the next message. Furthermore, since the TCP congestion window
usually starts with one or two packets, it will take the busy flow’s sender sev-
eral RTTs to complete the transmissions, thus leading to a low data rate. The
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problem may become worse if there are packet losses in the most busy flow that
will retransmit those packets according to the timeout mechanism or the fast
retransmission/fast recovery mechanism. This issue will also occur to the flows
that are connected to different servers which experience a wide range of RTTs.

A simple way of mitigating the HoLB problem is to aggressively transmit
every N packets. The basic idea is that the encoder will dispatch all packets
belonging to kth message after receiving ACK packets that acknowledge the
data packets for the (k — 1)th message or a timer with period Tg expires. If
the encoder does not receive all the expected ACK packets before Tg, it will
retransmit unacknowledged packets and reset the timer. Tg is usually set to
the estimated RTT that is computed through the exponential weighted moving
average (EWMA) of RT'T samples, an approach similar to the one used in normal
TCP. However, the downside is that the resulting traffic pattern will be different
from normal TCP behavior. This has prompted us to design a new codeword
scheme to be discussed next.

A D-limited codeword scheme. The D-limited codeword scheme essentially
caps the maximum number of packets assigned to a flow to D; that is, it enforces
max{n;} < D, where D > 1 is a constant. The choice of D should be chosen such
that it is less than the encoder’s TCP send window size in terms of packets. In
this way, all the packets can be sent out in one RTT; otherwise, multiple RTTs
would be needed for transmitting a message.

We use ¢ = 10 (indistinguishable packets and flows) to illustrate how this
codeword scheme works. We first define the following two quantities:

1. Let T(N) be the total number of ways to distribute N packets into TCP
flows such that each flow is given at most D packets.

2. Let I'(N, D) be the total number of ways to distribute N packets into D
flows such that each flow is assigned at least one packet. Note that I'(N, D) =
P(N, D) if both packets and flows are indistinguishable (i.e., ¢ = 10).

Theorem 1. If both packets and flows are indistinguishable, T(N) = ZZD:1
P(N,1).

Corollary 1. To generate D-limited codewords from P(N, D), we need at most
N +1—D flows to convey a message.

Theorem [0 computes how much information this D-limited codeword scheme
could transmit. Corollary [Il on the other hand, shows that if the upper bound
on the number of flows is X, then N < X + D — 1. Their proofs are given in
[20]. We now use Proposition [l and Corollary [l directly to construct D-limited
codewords for ¢ = 10:

1. Encoding. To transmit a message (a binary string), the encoder first cal-
culates its decimal value and then uses Cloak!'®?’s unranking algorithm to
get the corresponding packet-flow distribution, denoted by (. After that, the
encoder computes (’s conjugate [I6], denoted by ¢’, and transmits packets
according to (’.
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2. Decoding. Upon receiving a packet-flow distribution ¢’, the decoder first
computes its conjugate ¢ and then uses Cloak!(N, X)’s ranking algorithm
to decode the message.

To construct D-limited codewords for other encoding methods, we could adopt
our general framework for designing new ranking and unranking algorithms [20].
That is, when the encoder receives ¢’ from Cloak® or Cloak!'?, it could expand
¢’ by considering distinguishable packets or flows. For example, if only flows are
distinguishable, we could permute the locations of flows that have different n;
and then increase the capacity in a way similar to Al or C¥. If only packets are
distinguishable, we could consider how to partition them into different flows and
therefore to increase the capacity in a way similar to S(N, X)!. If both flows
and packets are distinguishable, we could permute the locations of packets that
belong to different flows. The only requirement is not to change the value of n;.

5 Experimental Results

In this section we discuss how Cloak’s data rate is affected by the RTT, router
hop distance, geographical locations, and various adverse network conditions. Be-
sides, we evaluate the effect of the HoLLB problem on Cloak, and its performance
with the D-limited codeword scheme. We also compare Cloak’s performance with
other timing channels: IP timing channel (IPTime) [12] and JitterBug [1], wher-
ever we find appropriate. We have conducted experiments in the real Internet
environment using the PlanetLab platform, and our test-bed which permits con-
trolled experiments configured with various network conditions. Here we present
experiment results obtained from the Planetlab platform and leave the results
from the test bed to [20].

We measure the data rate of the timing channels in terms of their goodput

defined as:

G=-p)" (1)

where Ty is the total time required for delivering M L-bit covert messages, and
pe is the channel’s bit error rate (BER). The BER is computed based on the
Levenshtein distance which is given by the number of insertions, deletions, and
substitutions needed to convert a source message into a decoded message. Since
Cloak is reliable, its p. is 0.

5.1 Implementation

We have implemented Cloak’s encoder and decoder as a TCP client and a TCP
listener, respectively, including the ten Rank () and Unrank () functions. We have
implemented Bin2Dec (), Dec2Bin(), Rank (), and Unrank () as offline functions.
That is, the encoder pre-computes all the packet-flow combinations, and the
decoder starts decoding only after capturing all N packets from X flows.
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Cloak. For the Cloak’s encoder, we have implemented two types of transmis-
sion functions based on the TCP socket (Cloak(STREAM)) and the raw socket
(Cloak(RAW)). In Cloak(STREAM), the system’s TCP stack guarantees the
transmission reliability, and its traffic pattern resembles normal TCP flows’.
However, it may take several RTTs to complete a single codeword transmission,
thus limiting its data rate. Cloak(RAW), on the other hand, applies the aggres-
sive transmission mechanism discussed in section to improve its data rate.
We have also implemented a separate capturing thread in the encoder to mon-
itor the ACK arrivals, in order to determine if the other side has received all
the N packets. We have implemented the Cloak’s decoder with 1ibpcap v0.9.5
library to sniff TCP packets. Moreover, we use a snaplen of 96 bytes to reduce
the overhead during the packet capturing operation. We did not observe any
packet drops throughout the experiments.

IPTime and JitterBug. We have implemented both IPTime’s and Jitter-
Bug’s encoding and decoding schemes as plug-in modules in the Cloak encoder
and decoder, respectively. We employ UDP socket (i.e., SOCK DGRAM), because
the packet transmission in these two timing channels do not require reliability.
During the encoding process, the plug-ins invoke the modulation function in the
Cloak encoder to let the codeword bypass Bin2Dec () and Unrank (), and to mar-
shal the binary stream directly into a flow of modulated UDP packets. Moreover,
the encoder generates the modulated sequences complying with the specifications
of IPTime and JitterBug. Both the IPTime’s encoder and JitterBug’s encoder
use a fixed timing interval (or timing window) of w. The JitterBug’s encoder,
in addition, has a default tolerance parameter of ¢ = w/4. The corresponding
plug-ins in the decoder perform the reverse procedures for decoding. Moreover,
we did not implement any framing and error correction mechanism for Cloak,
[PTime, and JitterBug.

5.2 The Setup of PlanetLab Experiment Platforms

We locate the encoders in nine geographically diverse PlanetLab nodes, and the
decoders and a Web server in a campus network. The encoders send packets
to the Web server, and the decoder eavesdrops the packets and decodes them.
We have obtained a total of 17,545 RTT samples between the decoder and each
PlanetLab node during the experiment period. Table 2] shows the nine Planet-
Lab nodes with the router hop counts from the encoder to them and the RTT
statistics with a 95% confidence interval. Note that the average RTTs range be-
tween 0.0652 seconds and 0.3418 seconds. Moreover, the RTT measurements for
JP, KR, and CA have higher variations than the others.

5.3 PlanetLab Experiments

Experiment design. To observe the page limitation, we report experiment
results only for Cloak!(N, X). To study the effect of N, we fix X to 20 to give
a large enough number of flows, and N = {5,9,10,11, 15, 20, 30,40, 50} which
covers a reasonable range of channel capacity. Similarly, to study the effect of
X, we fix N to 20 and consider X = {4,6,8,10,12,14}.
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Table 2. Measured path characteristics between each PlanetLab site and the decoder
machine

Locations Hops RTT
Means Std. Dev. 95% Conf. Intervals

Shenyang, China (CN) 13 .0652  .0060 .0651/.0653
Tokyo, Japan (JP) 16 .0992  .0244 .0988/.0996
California, U.S. (CA) 14 1767  .0230 .1763/.1770
Kansas, U.S. (KS) 16 2176 .0056 21752177
Rhode Island, U.S. (RI) 13 .2267 .0074 .2266/.2268
Gwangju, Korea (KR) 18  .2343  .0356 .2338/.2348
Ghent, Belgium (BE) 16 .3075  .0048 .3074/.3075
London, UK (UK) 19 .3124 .0061 .3123/.3124
Lisbon, Portugal (PT) 17 .3418 0171 .3415/.3420

To study the adverse effects of the HoLLB problem, we have generated two
sets of codewords (datasets 1 and 2) for each N in Cloak!(N,20). Each dataset
consists of 100 L-bit (M = 100 and L = [log, XV |) codewords. Moreover, we
assign each packet in dataset 2 to the 20 flows with equal probability; however,
we intentionally assign more packets in dataset 1 to flow 1. We measure the degree
of HoLB of a codeword by H = maxo<;<x 7. Figureplots the values of H,
the mean values of H for different values of N. As shown, the rate of increase
in H for dataset 1 is about 10 times higher than that for dataset 2 when N
is beyond 10. Moreover, we have generated other sets of codewords (datasets 3
and 4) for each X in Cloak!(20, X). The codewords for datasets 3 and 4 are
generated the same ways as for datasets 1 and 2, respectively. Figure |[4(a)| shows
that the values of H for the two datasets diverge as X increases.

Experiment results. Figures[3(b)] [3(c)| [A(b)] and [A(c)| plot the average good-
puts for the nine PlanetLab nodes with the four datasets of codewords. We
compute the average goodput for each (N, X) tuple by performing 30 measure-
ments. For each N or X, the nine nodes in the figures are sorted in the ascending
order of their measured mean RTTs given in Table Pl We first report the results
for datasets 2 and 4 (Figure and Figure for which the packets are
assigned uniformly to the 20 flows. Among all the nodes, CN achieves a maxi-
mum channel goodput of around 450 bit/s in Figure Both figures also show
that the average goodput G for the two smallest RTTs (nodes CN and JP) are
the highest. However, the goodputs do not necessarily decrease with the RTTs.
That is, although the goodputs are inversely proportional to the RTTs, there are
other factors, such as packet losses, that could disturb the goodputs. Moreover,
the increase seems to be more drastic for the case of increasing X . For example,
the JP node’s goodput is increased by more than four times as X increases from
4 to 12. On the other hand, the rates of increases for other nodes with longer
RTTs are smaller. That is, a large RTT will reduce the gain obtained from the
increase in the channel capacity.

Next, we evaluate the effects of the biased packet distributions on the av-
erage goodput. We first compare the results for datasets 1 and 2 (Figure
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=-Set 1 w/ Cloak'(N,20)|
498 |+-Set 2 w/ Cloak'(N,20)

] 10 20 30 20 50 S 9 10 1115 20 30 40 50 5 9 10 11 15 20 30 40 50

(a) The values of H for (b) The average goodput (c) The average goodput
datasets 1 and 2 as a func- for the PlanetLab nodes for the PlanetLab nodes
tion of N. with dataset 1. with dataset 2.

Fig. 3. The results for the PlanetLab nodes: the average goodput verses N for
Cloak! (N, 20) with datasets 1 and 2

(a) The values of H for (b) The average goodput (c) The average goodput
datasets 3 and 4 as a func- for the PlanetLab nodes for the PlanetLab nodes
tion of X. with dataset 3. with dataset 4.

Fig. 4. The results for the PlanetLab nodes: the average goodput verses X for
Cloak! (20, X) with datasets 3 and 4

and Figure . The comparison reveals that they show opposite trends as
N increases: the goodput decreases with N in Figure It is important to
point out that the scales of the two figures are actually different. Therefore, the
goodputs in Figure are all greater than the respective cases in Figure
except for N = 5. Since H increases with N as shown in Figure it will take
flow 1 a longer time to complete its packet transmission as N increases. For the
comparison of datasets 3 and 4 (Figure and Figure , the goodputs in
Figure are all greater than the respective cases in Figure However,
unlike the previous cases, the goodputs in Figure slightly improve as X in-
creases, but the goodputs stop growing as X reaches 10. An increase in X in fact
alleviates the HoLLB problem, because flow 1 will become less busy; as a result,
it is not surprising to see some improvement in the goodputs as X increases.

Evaluation of the D-limited codewords. To measure the performance of
the D-limited codewords, we have selected five (JP, CA, KS, KR, and BE) out
of the nine PlanetLab nodes to measure the average goodput of Cloak. Similar
to the last section, we have generated a set of 100 L-bit binary codewords for
each (N, X) tuple for Cloak!(N, X), where X = 6 and N = {12,16,20}. We
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[Mlo-limited code words (Fi=3.83)]
[[INormal code words (Fi=8.27)

[WD-limited code words (H=3.53)
160/ [CINormal code words (Fi=12.94)

JP cA KS KR BE JP CA KS KR BE
Location Location

(a) Cloak'(12,6) (b) Cloak' (16, 6)

[WD-limited code words (H=3.1)|
[CINormal code words (H=17.22)

JP CA KR BE

KS
Location

(c) Cloak' (20, 6)

Fig. 5. Comparing the average goodput for the normal codewords and the 6-limited
codewords

use Cloak(STREAM) to encode them into two distinct sets of codewords: one
generated by the D-limited codewords scheme with D = 6 and the other by the
normal codewords. The average goodput is again based on 30 measurements.

Figure Bl compares the average goodputs of the two codewords for the five
nodes. The figures show that the D-limited codeword always gives a higher good-
put than the normal scheme for all nodes and for all three (N, X) tuples. Each
figure also gives the average degrees of HoLB for the two codewords. The average
degrees for the D-limited codewords are quite stable in all three cases, whereas
the degree for the normal codewords is the highest in Figure followed by
Figure and then by Figure As a result, the percent of improvement of
using the D-limited codewords also follows the same decreasing order for nodes
JP, CA, and BE in Figures|5(a){5(c)l In particular, we have noticed a maximum
gain of 77% from the JP node with Cloak!(20,6). On the other hand, the nodes
KS and KR attain much less gains; for example, the gain is only 1.6% for the
KR node with Cloak!(12,6). By examining the traffic traces, we have found
that the packet loss rates at these two nodes are much lower than the others.
Therefore, the normal scheme has already achieved a very high goodput; the
additional benefit of adopting the D-limited scheme becomes marginal. We have
also evaluated the performance of the aggressive transmission scheme and found
that it could significantly increase Cloak’s goodput [20].

Comparing Cloak, JitterBug, and IPTime. We have also conducted ex-
periments on JitterBug and IPTime in the five PlanetLab nodes. In this set of
experiments, we have generated another 100 packet-flow codewords using the
normal Cloak'(20,4) encoder with H = 5.86. Each node uses both Cloak(RAW)
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Table 3. The average goodput and average BER for Cloak, IPTime, and JitterBug

X. Luo, EEW.W. Chan, and R.K.C. Chang

obtained from five PlanetLab nodes

95% confidence intervals of average goodput (average BER)

Cloak (RAW) Cloak (STREAM) JitterBug(RTT)
JP 203.86/216.28 (0) 55.17/58.57 (0) 13.01/13.04 (.0155)
CA 85.66/88.49 (0) 68.75/71.75 (0) 7.33/7.35 (.0265)
KS 90.77/91.00 (0) 66.57/69.26 (0) 6.13/6.14 (.0018)
KR 106.52/107.90 (0) 68.68/71.51 (0) 5.67/5.68 (.0012)
BE 63.88/64.20 (0)  44.69/45.61 (0) 4.36/4.36 (.0011)
JitterBug(1.5RTT) IPTime(RTT) IPTime(1.5RTT)
JP 8.77/8.78 (.0164) 9.48/9.50 (.0363)  6.49/6.51 (.0209)
CA 4.76/4.81 (.0521) 5.43/5.47 (.0282)  3.68/3.69 (.0158)
KS 4.10/4.10 (.0010) 4.50/4.51 (.0112)  3.02/3.02 (.0088)
KR 3.81/3.81 (.0010) 4.17/4.18 (.0126)  2.80,/2.81 (.0081)
BE 2.91/2.91 (.0007) 3.21/3.21 (.0076)  2.14/2.15 (.0066)

and Cloak(STREAM) to transmit the codewords. We set Cloak(RAW)’s T to
the measured mean RTTs. For the JitterBug and IPTime experiments, the en-
coder marshals each respective binary codeword directly into a flow of modulated
UDP packets with w = {RTT, 1.5RTT}. Both the average goodput and average
BER are computed based on 30 samples.

We summarize the experiment results in Table Bl In each cell, the two left-
most values correspond to the lower limit of and the upper limit of the 95%
confidence intervals for the same average goodput, and the rightmost value in-
side the parentheses corresponds to the measured average BER. We first point
out that it is difficult to conduct a fair comparison among the three channels,
because, for example, Cloak uses multiple flows whereas the other two use only
one. Therefore, the comparison is based on how their goodputs are affected by
the RTTs. Recall that the five nodes are sorted in an ascending order of their
mean RTTs. For both Cloak channels, we do not find any general relationship
between their goodputs and the RTTs, except that the lowest goodputs for both
cases are given by the highest RTT (i.e., BE). On the other hand, the goodputs
for JitterBug and IPTime show downward trends as the RTT increases. The
magnitude of the goodput degradation is rather significant, which is between
three to four times when comparing the goodputs for JP and BE. Their average
BERs also show similar downward trends except for a couple points.

6 Conclusions and Future Work

In this paper, we propose Cloak, a new class of timing channels. The major
design choices responsible for Cloak’s attractive properties are the use of TCP
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as the cloaking medium, and the exploitation of Enumerative Combinatorics to
encode a message into multiple TCP flows and a fixed number of TCP packets.
The former provides the needed reliability for free, whereas the latter facilitates
the use of the Twelvefold Way to increase the channel data rate and avoid decod-
ing problems inherent in other network timing channels. We have implemented
the Cloak encoder and decoder, and evaluated its goodput under controlled en-
vironment and in the wild. Moreover, we have in fact designed and evaluated
a two-step detection algorithm for Cloak which, due to the space limit, could
not be accommodated in this paper. Interested readers may refer to [20] for the
algorithm and evaluation.

In a broader sense, our contribution in this work is to provide a new frame-
work for designing more effective network covert channels. The ten encoding
methods represent some of the design points in this framework. Based on this
perspective, we should not rule out that there are other design points that pos-
sess other attractive properties. Therefore, one of the future work directions is to
explore novel covert channel design with an even higher data rate than Cloak, for
example. The other direction is on the detection aspect. Although the detection
problem seems notoriously difficult, an active detection method is a promising
approach. Another approach is to design more intelligent intermediaries that
could reduce the channel data rate significantly.
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