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Abstract. Localization metrics permit to quantify the correctness of
object detection in an image interpretation result. This paper deals with
the definition of a protocol in order to evaluate the behavior of localiza-
tion metrics. We first define some properties that metrics should verify
and create a synthetic database that enables to verify those properties
on different metrics. After presenting the tested localization metrics, the
results obtained following the proposed protocol are exposed. Finally,
some conclusions and perspectives are given.

1 Introduction

Image processing deals with lots of methods from image acquisition (with cam-
era, webcam, satellite. ..) to image interpretation. Image interpretation consists
in extracting information about objects present in an image. Among these in-
formation, the automatic localization of an object is a great challenge. As this
information is important for many applications, it is required for this localization
to be as precise as possible.

In order to evaluate localization algorithms, several research competitions
were created such as the Pascal VOC Challenge [I] or the French Robin Project
[2]. Given a ground truth, these competitions need a reliable metric to evaluate
and compare results obtained by different localization algorithms.

The object localization in an image can be done in many ways: center of the
object, bounding box, contour or pixels binary mask. If the localization using the
center of the objet can be easily evaluated by the Euclidean distance for example,
it is not so easy for the other types of localization. By the way, many metrics
have been created to evaluate a localization result obtained via a bounding box,
a contour or a pixel binary mask. As examples, the Pascal VOC challengeﬂ
[1] uses a metric based on pixel binary mask, whereas the Robin Project] 2]
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created three metrics based on a bounding box. Martin [3] created two metrics
based on masks in order to assess segmentation results manually defined done
by different persons. Odet [] also created two metrics, based on contour, in
order to evaluate segmentation result. Many other proposals can be found in the
literature [BI6IT7US].

This paper aims to define a protocol to evaluate the reliability of a localization
metric. This paper is divided in two parts: the first one deals with the definition of
required properties for the metrics and the creation of a synthetic database used
for the evaluation. The second part presents some tested metrics and give the ob-
tained results. Finally, we conclude and give some perspectives of this study.

2 Evaluation Protocol

A way to evaluate a localization metric is to check if this metric verifies some
specific properties. To achieve this goal, we suggest to use the principle of the
supervised evaluation of localization, based on a ground truth and a localization
result. The metric provides a score corresponding to the coherence between these
two images. As we want to verify the properties of metrics, we propose to work
in a totally controlled environment using two synthetic images. The first one
corresponds to the ground truth and the second one, corresponding to a simu-
lated localization result, is obtained by altering the ground truth (see Figl). As
we control the alteration of the ground truth, we can study the evolution of the
score given by the localization metric and verify if the metric has the expected
properties.
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Fig. 1. Protocol Principle

2.1 Properties

We want to verify if a chosen localization metric has good performances regarding
to the following properties:

1. Strict Monotony: a metric should penalize the results the more they are
altered,

2. Symmetry: a metric should equally penalize two results with the same alter-
ation, but in opposite directions,
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PAS metric Hafl metric

Fig. 2. Examples of localization metrics evaluation: both metrics are symmetric, the
first metric is also strictly monotonous and uniformly continuous

3. Uniform Continuity: a metric should not have an important gap between
two close results,

4. Topological dependence: a metric result should depend on the size or the
shape of the localized object.

We can see on FiglZ four cases of alteration of the same ground truth repre-
senting a car. This alteration consists in a translation along the vertical axis of
10, 15, 20 and 24 pixels. The two figures below show the evaluation results of
similarly altered ground truths by two different metrics. The curves represent
the value of the metric in function of the translation along the vertical axis. We
can see that both metrics penalize similarly a translation of x pixels and —x
pixels. The first metric is monotone and continuous, the result is increasing with
the translation and there is no gap. We can see on the second metric that there
is a gap when the car is translated of 20 pixels, so the metric is not continu-
ous. Moreover, we can see that after the gap, the metric equally penalizes all
alterations, so the metric is not strictly monotonous.

These tested properties have been intuitively chosen and we plan to do a
subjective study in order to confirm the importance of these properties for a
localization metric evaluation considering a human expect.

2.2 Creation of a Synthetic Database

In order to verify the previously mentioned properties, we need a large amount
of images couples corresponding to the ground truth and the simulated local-
ization result. In order to create this database, we considered 16 ground truths
that can be seen in Figlll We used 8 ground truths representing a bounding
box with different sizes and shapes. We also consider the case where a ground
truth is near the border of the image. We also created 8 other ground truths
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Fig. 3. Ground truths used for the creation of the database

corresponding to real objects that can be used in image interpretation: a bike,
a car, a man. .. Those images are composed of 256 by 256 pixels.

In order to verify if the metrics have the required properties listed before,
we used different alterations to create synthetic localization results. We used 4
alterations: translation, scale, rotation and perspective. The translation depends
on two parameters: x and y. The parameter = describes a translation along the
vertical axis and the y parameter a translation along the horizontal axis. Both
parameters evolve between -24 pixels and +24 pixels which leads to 2.400 simu-
lated localization results for one ground truth. The scale alteration depends on
two parameters too. The parameter x denotes a scale along the vertical axis and
the y parameter a scale along the horizontal axis. Those parameters evolve also
between -24 pixels and 424 pixels. A negative value corresponds to a downscal-
ing, whereas a positive value denotes an upscaling. We obtain 2.400 simulated
localization results per ground truth. The rotation depends on only one parame-
ter d, corresponding to the angle of rotation in degrees. The parameter d evolves
between -90 “and 490 °. This leads to 180 simulated localization results for each
ground truth.

The perspective alteration depends on two parameters. The parameter z cor-
responds to a perspective alteration along the vertical axis and the y parameter
a perspective alteration along the horizontal axis. Those parameters evolve also
between -24 pixels and +24 pixels. We obtain 2.400 simulated localization results
per ground truth.

We can see on Figlll examples of altered ground truth. We finally obtain a
total of 118.080 synthetic localization images.

o KN

Fig. 4. Examples of altered ground truth

3 Comparative Study

We used this protocol to realize a comparative study of existing localization
metrics. Several well know metrics, extracted from the state of the art, were
computed on the database allowing to obtain a score for each metric depending
of the previously mentioned properties.
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3.1 Metrics

There are different types of outputs for a localization algorithm. We present, in
the following paragraphs, examples of each type.

The most common one consists in the object localization by a couple of points
representing a bounding box. The Robin project [2] aims at evaluating localiza-
tion and recognition algorithms providing this type of information. In order to
achieve this goal, three metrics have been developed to evaluate localization
result described by a bounding box:
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RobLoc(Zy, Zy) = ~ arctan(mazx( & xgt|, e~ ot ) (1)
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RobCor(Z;, Zg:) = 7Tarctcm(\ w wy ) (3)

where Z; is the output of the localization algorithm, {z;,y;} are the coordi-
nates of the center of the bounding box, A4; is the area covered by the bounding
box and {h;,w;} are the height and width of the bounding box. The variables
using 4 correspond to the same measures for the ground truth. These three
metrics evaluate different characteristics of the localization result: RobLoc eval-
uates the localization of the center of the bounding box, RobCor quantifies the
ratio height/width of the bounding box and RobCom evaluates the size of the
bounding box.

There are two other types of localization based on contour or pixels binary
mask for representing the localized object. The mask, or region, aspect is, for
example, used in the Pascal VOC Challenge [I]. A simple metric is then used to
evaluate the localization of an object:

Card(IEe N e
PASge 1) = C’ardglz:ge U IjRE; )
with [, lRe corresponds to region pixels of the localized object, I ﬁe N1, lRe corre-
sponds to object pixels correctly localized and I/} U I* corresponds to object
pixels from the ground truth or from the localized object.

The contour aspect is often used for segmentation evaluation. For example, the
Figure of Merit (FOM) proposed by Pratt [5] is an empirical distance between
the image with the contour of the localized object I; and the corresponding
ground truth Ig:

1 1
FOM(1,,1;) = b)
( gts l) MP Z 1 +a*d(k,IgCtont)2 ( )

keIfont

where IIC‘”” are contour pixels of the localized object, M P corresponds to
Maac(C’ard(IgC;O”t),Card(]lcom)), o is a constant fixed at § and d(z,I) =
mingerd(z,y).
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Table 1. List of metrics used in the comparative study

Metric ~ type reference Metric type reference

RobLoc  Box 2 DBad Contour  [79]
RobCom  Box 2 ODI Contour  [4Ug]
RobCor  Box 2] UDI Contour [4U8]
ErrLoc Contour  [7§] PAS  Mask m
ErrSous Contour  [7§] Henl Mask [10]
ErrSur Contour  [78] Hen2 Mask [10]
SNR Contour [9II]  Yasl Mask [68]
RMS Contour [O911]  Yas2 Mask [618]
Lq Contour [QII] Yas3 Mask [618]
DKu Contour [8T2] Marl Mask [318]
DBh Contour [812] Mar2 Mask [318]
DJe Contour [812) Ham Mask  [1318]
DMoy Contour [8IT4] Hafl Mask [15]
DMoC Contour [8I14] Haf2 Mask [16]
FOM Contour [5I14] Vin  Mask  [I7I8§]
DHau Contour [7IT19]

For this comparative study, we used 31 localization metrics listed in Tab[Il
Part of those metrics were not created with the specific purpose of localization
evaluation, but for the segmentation evaluation or image quality evaluation.

3.2 Experimental Results

The obtained results are presented in Tab2l Some metrics depend on an addi-
tional parameter, like the distance Lq, DBad, ODI and UDI metrics. We tested
these metrics with several values. For each metric, a score is attributed depend-
ing upon its properties for each alteration. For example, we attribute a star to
one metric if its result to translation is strictly monotonic, a second star if it
is symmetric. .. Therefore, the translation, rotation and perspective alterations
maximum score is 5, the scale alteration maximum is 4 because we do not verify
if results are symmetric. We also give a final score to each metric which is the
sum of scores for each alteration. By the way, the maximum final score is 19.

We can see that metrics used for the Robin project do not have good perfor-
mance. This comes from the fact that those metrics must be used together in
order to correctly evaluate a localization result.

Some metrics based on a contour result: ErrLoc, ErrSous, ErrSur, SNR, RMS,
and distances Lq, DBh, DKu, and DJe obtain low scores. This enables to con-
clude that those metrics should not be used for the evaluation of a localization
result. The other metrics based on contour: DMoy, DMoC, FOM, DBad, ODI
and UDI metrics obtain quite good results.

Last, all metrics based on pixels binary masks obtain good results. We can
note that only the first metric of Martin obtains the maximal score of 19.
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Table 2. Synthesis of obtained results

Type Translation Scale Rotation Perspective Final score
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We proposed in this article a protocol that enables to study and compare local-
ization metrics. This protocol allows the comparison of metrics using different
representations of a localization result. The comparative study clearly shows
that some metrics should not be used for the localization evaluation. Metrics
based on pixels binary masks generally give better results than other metrics.
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We now plan to realize a subjective evaluation of localization results. This
will show the expected properties by a human for localization metrics and will
enable to improve our protocol for the evaluation of a localization metrics.
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