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Abstract. The DIN network is a special network, in which data can
“live” by circulating. Circulating data can be rapidly accessed by a large
number of hosts connected to the network. Scheduling strategies of pro-
cessing divisible loads among hosts in DIN networks is studied to mini-
mize the total processing time. We derive the closed-form solution of the
processing time. Moreover, our experiment shows that the performance
of our scheduling strategy can reduce the process time of a load up to
previous 60%.

1 Introduction

In a distributed computing system, a load is often computed/processed among
several cooperative computer hosts/processors, so that the processing time of
the entire load can be minimized. One of the main methods is to design efficient
scheduling strategies [6]. In detail, through the mathematical modelling based
on the parameters of networks and hosts, the optimal size and the starting time
of load fractions to be distributed among the hosts are calculated. The divisible
load may be either arbitrarily divisible or grain-based (i.e., there is a minimum
size of data that can be computed independently). We consider only arbitrarily
divisible load in this paper. In the past few years, there is a rich development
on scheduling divisible loads because of the wide availability of divisible loads,
e.g., military and space information, image/vision data, matrix vectors, queries.
These data can be treated to be divisible in quite a certain extent. Early study
results (from 1988 to 1996) can be found in [1][4]. A compendium of relative
papers is available in [5].

In this paper, we study the scheduling strategy of divisible loads in a spe-
cial network - DIN networks (shown in Fig. 1). The motivation of proposing
DIN networks is to make use of the expected proliferation of optical bandwidth
and to solve the bottleneck problem of accessing highly popular data from the
server I/0. The bottleneck includes “narrow” 1/O bandwidth and “long” access
time. We let data circulate in a fiber loop, called DIN loop. Through a modified
router, called DIN node, data can be written into or read from the DIN loops.
Since servers, which have relatively slow response and small throughput, are not
included in the access process, more users can rapidly access data from DIN
networks.
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A DIN loop (shown in bold lines) can be dynamically established among DIN
nodes at the edge of the backbone network and core routers/switchs in the
network. Data can circulate continuously in the DIN loop. Also, through the DIN
node in the same access network, the hosts can rapidly retrieve data in the loop.

Fig. 1. Structure of DIN networks

Previous scheduling strategy still can be used for DIN networks. However,
we propose a novel scheduling strategy that has much better performance than
before. Our scheduling strategy has two features. In past scheduling strategy, the
allocated fraction of the load is not processed until entire allocated load fraction
is received. In other words, when the data is being received, the host does not
process data. In our strategy, we let the host process data and receive data
simultaneously. This strategy can be realized when the hosts are equipped with
front-ends to communicate [1]. This is the first feature. The second feature is
that, unlike traditional scheduling strategy, the originating host of the load does
not directly transmit the load fractions to hosts. Instead, the load is transmitted
to and stored in DIN loops. If one host would like to process the load, then this
host can retrieve one load fraction from the DIN loop. Because the originating
host of the load does not need to partition the load, the originator of the load
does not need to know where are the hosts and their parameters (e.g., computing
ability of hosts).

2 Analysis of Scheduling Strategy in Processing
Arbitrarily Divisible Load

Our scheduling strategy is described as follows. The divisible load is assumed
to originate at a host (referred as original host (OH)), which injects the load
(in the form of data) into a DIN loop through a DIN node. Thus, the load will
circulate in the loop. If a host would like to process a part of the load, then this
host can retrieve a load fraction via a DIN node, which is in the same access
work with the host. In this way, the load is distributed among m hosts, every of
which processes a part of the load. For instance, the host p; processes data with
a total size of «;.



238 L. Dong, L.H. Ngoh, and J.G. Tan

The notation used in this analysis can be summarized as follows. m: Num-
ber of hosts that compute/process the load. «;: Total amount of the load com-
puted/processed in the host p;. Y_;" | a; = 1. E;: Time taken to compute/process
a unit load by the host p;. C: Time taken to transmit a unit load to the loop in
DIN by OH. 6: A constant additive communication overhead associated with a
communication process by OH.
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Fig. 2. Timing diagram for processing the arbitrarily divisible load with m hosts

We show the timing diagram for our scheduling strategy in Fig. 2. The tra-
ditional scheduling strategy can be found in [6]. In our scheduling strategy, we
propose a starting condition of hosts: The host p; cannot start the computation
unless there are available data with the size of i in the system. Here, available
data are referred to the data that have been transferred to the DIN loop and
have not computed. Actually, this starting condition is not necessary in a real
system. However, with this condition, our scheduling can be analyzable. From
Fig. 2, we easily calculate t;, o; for i = 1,...,m. The detail is ignored because of
the limited space. Finally, we obtain the processing time as T = t,,, + @y Ei.

3 Performance Comparison

We now compare the processing time of the traditional scheduling strategy
[6] (referred as Strategy I) and the proposed scheduling strategy (Strategy II)
through the numerical experiment. Here, our numerical experiments follow the
approach in [6]. Input parameters and their default values for the numerical ex-
periment are as follows: ag = 0.01, 8 = 0.01, C = 0.3, E; is uniform distributed
in [0.5,1.5]. We carry out an extensive simulation. Owing to limited space, we
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Table 1. Comparison between the proposed strategy and the traditional strategy

C =03 C=04

m T7 T7 T7/T7 xI X7 G |m 170 T7 7777 X! X7 3
1 1.539 1.242 80% 0.000 0.000 0.013 |1 1.639 1.243 75% 0.000 0.000 0.014
2 0.8330.598 71% 0.008 0.003 0.004 |2 0.914 0.600 65% 0.008 0.005 0.006
3 0.637 0.418 65% 0.027 0.014 0.006 |3 0.714 0.422 59% 0.028 0.027 0.013
4 0.542 0.328 60% 0.059 0.044 0.012|4 0.619 0.062 9.923 3.963
5 0.455 0.316 69% 0.106 0.496 0.139 |5 0.537 0.115

6 0.430 0.191 0.464 -0.007| 6 0.514 0.217

7 0.416 0.307 7 0.502 0.362

8 0.402 0.456 8 0.493 0.559

9 0.397 0.701 9 0.491 0.911

only show part results here. Tables 1 is the scheduling result when C' = 0.3 and
C = 0.4. From Table 1, firstly, if Strategies I and II adopt the same hosts to
compute the load, Strategy IT has a 20% —40% improvement in comparison with
Strategy I. Secondly, when the number of hosts is not limited, Strategy I is apt
to make use of more hosts than Strategy II for the computation. Even in this
case, Strategy II shows better performances than Strategy I.

4 Conclusion

Our main contribute is to propose an efficient and dynamic scheduling strat-
egy of divisible loads for DIN networks. Although past scheduling strategies can
be used, our scheduling strategy has better performances. Two features of our
scheduling strategy can be summarized as follows. First, because of simultane-
ous receiving and processing of data, the processing time is reduced up to 60%
of previous scheduling result. Second, we make full use of the feature of DIN
networks, i.e., high throughput and short access time. We let DIN loops store
the load to be processed, so that the load can be rapidly, dynamically balanced
among the hosts.
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