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Abstract. User guided systems for X-ray/portal image matching are com-
monly employed in radiation therapy for position verification and correction.
To enable extended clinical support a fully acceptable solution must be gene-
ric, accurate, fast and automatic. In this paper a new registration system using
the structure tensor is compared with the performance of experienced radio-
graphers. It is shown that local extremum lines (emanating from bone ridges)
are invariant with respect to the photon energy and that they can be detected
without a priori knowledge. Registration based on such creases is validated
with a large database of images from anterior irradiation fields for prostate
treatments. It appears that the precision of the structure tensor approach is si-
gnificantly better than human observers. The execution time is less than 10
seconds while human supervision can be restricted to detect outliers only.

1 Introduction

In the European Union, cancer is the second leading cause of death. Radiotherapy is one
of the most effective means for its treatment [1]. The objective of radiation therapy is
to deliver a prescribed radiation dose to the tumor site to eradicate the cancer cells. Un-
fortunately, incorrect dose delivery may easily result in complications or recurrence of
the tumor. For this reason it is of paramount importance to verify the patient’s position
during treatment.

The boundary of a treatment area is often prescribed with the aid of a classic X-ray
image (henceforth we will refer to it as the simulator image, see Figure 1). Alternative-
ly, such a ‘reference image’ may be reconstructed from CT-data (through ray-tracing)
resulting in a digitally reconstructed radiograph, DRR [2]. During treatments a so-cal-
led portal image is acquired with the treatment beam using an electronic portal imaging
device (EPID). Discrepancies in the patient setup can be derived from the comparison
of the prescribed and given treatment field through image matching. Consequently, the
patient’s position can be corrected in subsequent treatments.
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Fig. 1. Examples of a simulator (left) and portal image (right) of the pelvis. Both images were
linearly stretched for clarity. The outer white ‘rectangle’ in the simulator image represents the
treatment area.

In the ‘Bernard Verbeeten Institution’, the reference image consists of an simulator
image because the DRR modality is not available. To do the image registration, a hu-
man operator manually delineates appropriate bone features in the simulator image.
Subsequently, the template is positioned by hand at the corresponding location in the
portal image through rotation and translation. Thus, the ‘prescription image’ (the simu-
lator image) is related to the treatment area (depicted by the portal image) via the pro-
jected anatomy of the patient.

Although the sketched approach is generally accepted in clinical practice, it is well
known to be sensitive to observer variability and time consuming due to the necessary
user interaction. An ideal solution should meet the following requirements:

+ fast

* automatic,

 accurate as well as precise,

+ generic, i.e. not use explicit knowledge about the visualized anatomy.
In the literature, not many articles describe X-ray - portal image matching. In [3] [4]
fiducial marks are extracted manually from the simulator image and a top-hat filter is
used to recover them from the portal image. The registration is achieved through cham-
fer matching. A knowledge based approach was proposed in [5] applying a snake fitting
algorithm to segment bone crests from images of the pelvis. At last [6] introduces a mat-
ched filter approach to emphasize bone features. Subsequently, the filtered images are
registered through correlation. Although good results are given (a success rate of 95%),
the experimental outcome is incomparable for the lack of a well described criterion of
‘success’.
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Clearly, none of the proposed solutions completely satisfies the requirements mentio-
ned. In this paper a new technique will be described in which features are automatically
extracted from both the simulator and the portal image without using a priori know-
ledge.

The paper is structured as follows. Section 2 gives a global description of our technique.
Then, in Section 3 the effectiveness specifically regarding the accuracy and precision
will be evaluated. For testing we will use images of the pelvic area made for prostate
cancer treatment. Finally, in Section 4 we will summarize our findings and draw con-
clusions.

2 Approach
2.1  Outline

The image processing involved in the verification process comprises a number of stages
as illustrated in Figure 2.

simulator reference
1mage anatomy
T T ] fiducial T displacement
acquisition - restoration ™| extraction > coordinates
registration [——
. _ . _ | fiducial _
acquisition $ > restoration 1 extraction $ L
portal anatomy during
1mage treatment

Fig. 2. Overview of the position verification system. The output consists of the displacement bet-
ween two images.

The simulator and portal images are acquired with beams of very different photon en-
ergies (approximately 100 kV and 10 MV respectively). It can be seen in Figure 1 that
portal images lack contrast and sharpness in the projected patient anatomy compared to
low energy X-ray images. Moreover, they contain disturbing artefacts requiring resto-
ration (for an elaborate description we refer to [7]). Also, corrections have to be inclu-
ded for the crosswires in the simulator image (Figure 1). It is unavoidable that by their
presence image areas are occluded. The previously noticed difference in portal/simula-
tor image structure has proven to be too large for correlation based methods [6][8]. For
this reason we have opted to use so called fiducial ‘structures’ in the image that are as-
sumed to be immobile with respect to the tumor (that often cannot be detected).

In the following sections we will investigate two types of fiducial features, describe
techniques to extract them from the images and elaborate on the registration.
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2.2 Definition of fiducial features

To allow proper verification of the patient’s position fiducial features should satisfy the
following prerequisites:

+ detectable in both simulator and portal image,

+ fixed with respect to the treatment target,

* in a reproducible position with respect to the radiation energy.
The most prominent aspects of portal images are the projections of bony structures, air
cavities and body outlines. It has been proven that local extremum lines (ridges in the
simulator image, troughs in the portal image) correspond to lines of maximum bone
thickness [9]. In the remainder we will refer to such features as ‘creases’. In the context
of prostate treatments, it is generally assumed in clinical practice that the pelvic bone
satisfies the second condition [10][11]

Let us consider the influence of photon energy on the position of two types of image
features, namely creases and edges (i.e. transitions in image intensity). To this end
consider a mono-energetic source and an image line detector of which the measured si-
gnal is linear with the number of incoming photons. Additionally, let us assume that the
treatment site consists only of soft tissue and bone. Then, the measured signal on posi-
tion x at the detector can be modelled by:

1y (), (¥) — 1 () (x) — 1 (€)l, ()
I(x) =Iy-e " " , (D

where [ reflects the source intensity and the sensitivity of the detector, K, (€) represents
the attenuation coefficient of a material y as a function of energy, and d,(x) the path-
length through the material. The subscripts are b for bone, s for soft tissue and « for air.

The position of creases in the image (i.e. lines of maximal bone thickness) are found
where the first derivative of I is zero. Furthermore, edges (due to bone/soft tissue tran-
sitions) are at locations where the second derivative has a zero crossing.

By definition:
Cyy = dy(x)+d(x)+d (x) 2)
is constant, representing the distance between source and detector.

To find an expression for both types of features, we will assume that the thickness of
the patient is a linear function of the position x. Consequently:

d,(x) = C+kx, 3)
with k a constant.

Setting the first derivative of /(x) (Equation 1) to 0 and solving for d dj(x)/dx we find
(using Equation 2 and Equation 3):

d (K (e) — 1, (e)
) = ke
TS FTIES BT ES)!

Similarly, setting the second derivative of /(x) to zero results in:

“4)
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d (ny(8) — 1, (8))
) =k i
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Note that Equation 4 recurs in Equation 5.

The right hand side in Equation 4 is approximately constant (1.04 at 100 kV and 1.10
at 10 MV with k = 1). Consequently, there is practically no dependence on the energy
level. The position of ridges is determined merely by the first derivative of d},. The se-
cond term in Equation 5, however, may change dramatically as a function of energy as
the factor before the square root varies from 2.5 to 7.1. Thus, the remaining influence
of the attenuation coefficients may easily result in displacement of edge features. This
comparison illustrates the superiority of creases over transitions as fiducial marks.

2.3 Fiducial feature extraction

In previous work we have tested several automatic crease extraction techniques [12].
Following this study we have opted to use a crease measure based on the structure ten-
sor[13]. The structure tensor (F) is defined by the dyadic product of the gradient vector
with itself:

F=wpwpy = A (6)
1y 1,

Here, f, and f, denote the partial derivatives of an image function f{x,y). They are cal-
culated through Gaussian derivatives. Also, a Gaussian is used to ‘smoothen’ the struc-
ture tensor (depicted by the overbar).

Let A, =L, be the eigenvalues of the structure tensor at a certain point on £, and v, v,
the corresponding eigenvectors. A point is qualified as a ridge point if the first deriva-
tive in the direction of v; is zero.

In the description above, it can be seen that the width of the Gaussian derivative intro-
duces a (first) scale parameter. This parameter is used only to suppress the effect of spa-
tially uncorrelated noise on the derivatives. Therefore, it is chosen small, to correspond
as much as possible to the inner scale of the image (i.e. the smallest features of interest).
A second parameter is introduced by the Gaussian tensor smoothing. This parameter is
tuned to prevent spurious creases.

It should be noticed that in our approach, changing the amount of tensor smoothing does
not change the position of creases. It only influences the scale on which they are found.
If a scale space of the input image were used instead, creases are found in different po-
sitions for different scales of the image [14].

In addition to the structure tensor approach, we have implemented the technique propo-
sed by Gilhuijs [4] for comparison. Here, a top-hat transformation [15] is applied to the
input image:

fout :fini(fin.K) ’ (7)
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where the operator e represents greyscale opening (i.e. morphological erosion followed
by dilation). The kernel is rectangular of small size, typically 7x7 pixels. To identify the
creases the transformed image (f,,;) is merely thresholded. Both the exact kernel size
and threshold level are to be determined experimentally.

In Section 3 we will evaluate both approaches.
2.4  Registration

To match the crease images, standard chamfer matching [16] was modified as follows.
Instead of taking the distance transform to calculate the offset between two images, the
‘reference-ridge image’ is inverted after applying a Gaussian filter. Firstly, this allows
the match to take into account extra information about the strength of individual points.
Secondly, the influence of found crease points is limited locally, which is controlled by
the width of the Gaussian. This is important in case of both over- and under-detection.

While performing the registration we will only consider translations and in-plane rota-
tions. Thus, out-of-plane rotations are neglected. (Earlier, only poor results have been
reported regarding the estimation of out-of-plane rotations based on two-dimensional
reference images [9]).

From the preceding description it can be seen that our technique does not require expli-
cit knowledge about the patient anatomy (conform requirement 3 in the introduction).
Moreover, the user interaction is limited to a posteriori check of the result.

The remaining requirement (accuracy) will be explored in the next section.
3 Results

To evaluate our method we will focus here on the accuracy and the precision. It may be
expected that they differ with the principal direction, i.e. transversal or longitudinal, due
to differences in orientation information. For instance, in the images of the pelvis ver-
tical structures dominate. Also, outliers will effect the outcome as a consequence of the
occlusion of key bone structures by the crosswires. At last estimating in-plane rotation
in addition to translation may contribute to a larger standard deviation due to the surplus
in degrees of freedom.

To monitor the effect of such influences we conducted the following experiments. Over
one year we randomly selected 57 patients visiting our institution for prostate cancer
treatment. For each patient an anterior simulator image was obtained as well as several
corresponding portal images (portal images were acquired in approximately 11 treat-
ments per patient). Two experienced clinical physicists aligned each portal-simulator
image pair manually. The averaged results of these two matches defined our gold stan-
dard. This ground truth was compared with the outcome by radiographers in clinical
practice, the top-hat based technique and our method. The parameters of the latter two
approaches were experimentally determined by minimizing their standard deviation.

In Table 1: the mean distances and corresponding standard deviations are tabulated bet-
ween the ground truth and each of the three alternatives. To this end 549 images were
included without in-plane rotation according to the gold standard. Consequently, they
were aligned using translation only. The field dimensions typically were (100 mm)?
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digitized at a resolution of 75 dpi. The execution time for one match was on the order
of a few seconds.

Table 1: mean distances and corresponding standard deviations between matches of experts
(defining the gold standard) and three alternative ‘systems’.

matching by translation only g:::ll;(:e-l's tophat St:;lcst::e
# of images 549 549 549
transversal: mean (mm) -0.08 0.11 0.27
st.dev (mm) 1.28 1.87 1.61
longitudinal: mean (mm) 0.52 0.49 0.55
st.dev (mm) 1.33 2.04 1.87

All three matching ‘systems’ appear about equally accurate and not significantly diffe-
rent from the gold standard. The systematic difference in transversal and longitudinal
precision (standard deviation) is caused by the shape of the anatomy: vertical structures
dominate. Also, the precision of both the tophat as well as the orientation tensor based
technique is notably worse than the human observers. Further analysis showed that only
a few outliers are at the basis of this outcome. As was noticed previously, the cross hairs
in the imaging device may block the central part of the portal image. In that case the
absence of key bone structures such as the symphysis contributes to a larger standard
deviation.

Most of the outliers will be detected immediately by a human observer. For this reason
it seems obvious to exclude the matches that exceed a minimum distance from the gold
standard. Table 2: shows the result when matches are ignored that deviate more than 7.5
mm. In this case, apparantly no large differences in accuracy are found with the gold

Table 2: As in Table 1:, but leaving out those matches that are more than 7.5 mm from the gold
standard for each system separately.

matching by translation only g:::lil(::-rs tophat sttr(:lcst::e
discarded outliers (n=549) 0.2% 2% 2.2%
transversal: mean (mm) -0.08 0.05 0.19
st.dev (mm) 1.28 1.42 0.90
longitudinal: mean (mm) 0.5 0.45 0.57
st.dev (mm) 1.27 1.43 0.98
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standard. The precision of the structure tensor technique may not be dramatically smal-
ler than both the radiographers or the tophat approach, but it is significantly better by
the Fisher test.

To study the influence of rotation, 78 images from 8 patients were analyzed in which
small in-plane revolutions were indicated by the gold standard (all smaller than 3°). Ta-
ble 3: shows the outcome. It may come as a surprise that the radiographers matched the

Table 3: as in Table 2:, now also matching by rotation by radiographers and the structure tensor
approach

matching by translation radio- structure
and rotation graphers tensor

# of images 78 76
transversal: mean (mm) -0.28 0.11

st.dev (mm) 1.49 1.11
longitudinal: mean (mm) 0.42 0.42

st.dev (mm) 1.45 1.05
rotation: mean (°) - 0.36

st.dev (°) - 0.89

images using translation only in al/l cases. As a logical consequence, the registration tur-
ned out to be less precise (with standard of deviations approximately 1.4 mm). In our
view this only emphasizes the difficulty of retrieving in-plane rotations by humans.
Contrasting to this, the rotation-angle appeared well estimable by the automatic tech-
niques (with a precision on the order of 0.9°). The effect of the additional parameter on
the transversal/longitudinal accuracy and precision was negligible.

4 Discussion/conclusion

Comparing our results using the tophat technique with those reported in the literature,
we noticed remarkably worse performance in our outcome. In [4] the precision of both
the radiographers as well as the tophat technique is approximately twice as good (with
standard deviations of about 0.5 mm). This difference might be attributed to the quality
of the portal images. It is well known that our fluoroscopic portal imaging systems yield
worse signal to noise ratio than liquid filled ionisation chambers employed by [4] (see
also [3]). Another remarkable difference is that in [4] the reference template is drawn
manually.

From the preceding sections we conclude that a registration system for portal/simulator
image matching should be generic, accurate, automatic and fast. Local extremum lines
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can be detected without using a priori knowledge; their position is invariant with the
photon energy. The accuracy of an automatic system based on the structure tensor is not
significantly different from experienced physicists as well as radiographers (the latter
doing the work in clinical practice). The precision is significantly better than that of hu-
man observers when outliers are discarded. Moreover, in-plane rotations are taken into
account without sacrificing accuracy or precision. These results are obtained when user
control is admitted to detect outliers only. The execution time of our system is less than
10 seconds which is sufficient for clinical application.
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