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Abstract. Lifelong learning aims to develop machine learning systems
that can learn new tasks while preserving the performance on previous
learned tasks. In this paper we present a method to overcome catas-
trophic forgetting on convolutional neural networks, that learns new
tasks and preserves the performance on old tasks without accessing the
data of the original model, by selective network augmentation (SeNA-
CNN). The experiment results showed that SeNA-CNN, in some scenar-
ios, outperforms the state-of-art Learning without Forgetting algorithm.
Results also showed that in some situations it is better to use SeNA-CNN
instead of training a neural network using isolated learning.
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1 Introduction

Deep learning is a sub-field of machine learning which uses several learning
algorithms to solve real-world tasks as image recognition, facial detection, sig-
nal processing, on supervised, unsupervised and reinforcement learning using
feature representations at successively higher, more abstract layers. Even with
the growth and success of deep learning on many applications, some issues still
remain unsolved. One of these issues is the catastrophic forgetting problem [8].
This issue can be seen as an handicap to develop truly intelligent systems.

Catastrophic forgetting arises when a neural network is not capable of
preserving the past learned task when learning a new task. There are some
approaches that benefit from previously learned information to improve perfor-
mance of learning new information, for example fine-tuning [7] where the param-
eters of the old tasks are adjusted for adapting to a new task and, as was shown
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in [3], this method implies forgetting the old task while learning the new task.
Other approach well known is feature extraction [6] where the parameters of the
old network are unchanged and the parameters of the outputs of one or more
layers are used to extract features for the new task. There is also a paradigm
called joint train [4] where parameters of old and new tasks are jointly trained
to minimize the loss in all tasks.

There are already some methods built to overcome the problem of catas-
trophic forgetting [9,11,13]. But even with these and other approaches, the prob-
lem of catastrophic forgetting is still a big challenge for the Artificial Intelligence
(AI) community and according to [18] is now appropriate to the AI community
to move toward algorithms that are capable of learning multiple problems over
time.

In this paper we present a new method that is capable of preserving the
previous learned task while learning a new tasks without requiring a training set
with previous tasks data. This is achieved by selective network augmentation,
where new nodes are added to an existing neural network trained on an original
problem, to deal with the new tasks.

SeNA-CNN is similar to progressive neural networks proposed in [16] and in
the next section we present the main differences between the two methods.

This paper is structured as follows: Sect. 2 presents related works on exist-
ing techniques to overcome the problem of catastrophic forgetting in neural
networks. In Sect. 3 we describe SeNA-CNN and some implementation details.
Section 4 presents the experiments and results of SeNA-CNN and on Sect. 5 we
present the conclusions.

2 Related Work

The problem of catastrophic forgetting is a big issue in machine learning and
artificial intelligence if the goal is to build a system that learns through time,
and is able to deal with more than a single problem. According to [12], without
this capability we will not be able to build truly intelligent systems, we can only
create models that solve isolated problems in a specific domain. There are some
recent works that tried to overcome this problem, e.g., domain adaptation that
uses the knowledge learned to solve one task and transfers it to help learning
another, but those two tasks have to be related. This approach was used in [10]
to avoid the problem of catastrophic forgetting. They used two properties to
reduce the problem of catastrophic forgetting. The first properties was to keep
the decision boundary unchanged and the second was that the feature extractor
from the source data by the target network should be present in a position close
to the features extracted from the source data by the source network. As was
shown in the experiments, by keeping the decision boundaries unchanged new
classes can not be learned and it is a drawback of this approach because it
can only deal with related tasks, with the same number of classes, while in our
approach, we are able to deal with unrelated problems with different number of
classes.
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The Learning without Forgetting (LwF) algorithm proposed in [11] adds
nodes to an existing network for a new task only in the fully connected layers and
this approach demonstrated to preserve the performance on old tasks without
accessing training data for the old tasks. We compare SeNA-CNN with LwF
algorithm. The main difference is that instead of adding nodes in fully connected
layers, we add convolutional and fully connected layers of the new tasks to an
existing model and SeNA-CNN has a better capability of learning new problems
than LwF because we train a series of convolutional and fully connected layers
while LwF only trains the added nodes in the fully connected layer and hence,
depends on the original task’s learned feature extractors to represent the data
from all problems to be learned.

Progressive Neural Networks (PNN), proposed in [16], also addressed the
problem of catastrophic forgetting via lateral connection to a previous learned
network. The main difference to SeNA-CNN is that the experiment was in rein-
forcement learning while our proposal is designed to work with supervised learn-
ing for image classification problems. This approach, as SeNA-CNN begins with
one column, a CNN trained on a single problem. When adding new tasks param-
eters from the previous task are frozen and new columns are added and initialised
from scratch. Another difference between PNN and SeNA-CNN, is that SeNA-
CNN use the two first convolutional layers of the original model trained on iso-
lated learning and by doing that SeNA-CNN can learn the new tasks faster than
if all the layers had to be trained from scratch, while PNN adds an entire column
each time that new tasks come and the new column is randomly initialised. In
the experimental section [16] they demonstrated the proposed method with 2,
3 and 4 columns architecture on Atari Game and 3D maze game. For future
work, as in our approach, the authors aims to solve the problem of adding the
capability to automatically choose at which task a label belongs because during
the experiment it was necessary on test time to choose which task to use for
inference.

3 Proposed Method

Our proposal is a method that is able to preserve the performance on old tasks
while learning new tasks, without seeing again the training data for old tasks,
as is necessary in [11], using selective network augmentation.

A model that is capable of learning two or more tasks has several advantages
against that which only learns one task. First is that the previous learned task
can help better and faster learning the new task. Second, the model that learns
multiple tasks may result in more universal knowledge and it can be used as a
key to learn new task domains [17].

Initially a network is instantiated with L layers with hidden layers hi and
parameters θn with random initialization. The network is then trained until con-
vergence. Figure 1(a) presents the original model for old task trained on isolated
learning, Fig. 1(b) is our proposed model with two tasks. In Fig. 1(b) the blue
colour represents the old task network and the orange corresponds to the new
added nodes for the new task.
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When a new tasks is going to be learned instead of adding nodes only in fully
connected layers as is done in [11], we add layers for the new task Typically the
added layers contain a structure similar to the network that we trained on iso-
lated learning. We consider the option of not adding the first two layers, because
the neurons in those layers find several simple structures, such as oriented edges
as demonstrated in [15]. The remaining layers seem to be devoted to more com-
plex objects, and hence, are more specific to each problem, and that is why we
choose to create these new layers. It also resembles the idea of mini-columns in
the brain [14]. We add those layers and train them initialized with weights of
old tasks, keeping the old task layers frozen.

When switching to a third task, we freeze the two previous learned tasks and
only train the new added layers. This process can be generalized to any number
of tasks that we wish to learn.

Fig. 1. Original and our model used in the experiment process to avoid the catastrophic
forgetting by selective network augmentation. The blue coloured boxes correspond to
the old task and the orange coloured correspond to the added layers. (Color figure
online)

4 Experiments

We compared our method with the algorithm LwF proposed in [11].
Our experiments evaluate if the proposed method can effectively avoid the

catastrophic forgetting problem. We conducted our experiments using three well
known datasets namely CIFAR10 [2], CIFAR100 [2] and SVHN2. Table 1 shows
information on each dataset, and the number of images on training and test sets.
CIFAR10 AND CIFAR100 are very similar. CIFAR10 has 10 classes and these
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Table 1. Number of images for train and test sets.

Data set CIFAR10 CIFAR100 SVHN2

Train 50000 50000 73257

Test 10000 10000 26032

Fig. 2. Example images of the datasets used on the experiments. First row images
corresponds to CIFAR10, second corresponds to SVHN2 and the last one are from
CIFAR100 dataset.

are subset of the 100 classes of CIFAR100. SVHN2 corresponds to street house
numbers and has 11 classes (Fig. 2).

Figure 3 shows the procedure used to test the ability of both models (SeNA-
CNN and LwF) to overcome catastrophic forgetting. Both models use the previ-
ous model trained on isolated learning. We add the new tasks and then evaluate
the performance on the old tasks for each method.

4.1 Network Architecture

The neural network used on isolated learning was a standard network architec-
ture with 4 convolutional layers, the first one is the input, 6 activation layers
(one of them is the softmax), 2 maxpooling layers, 3 dropout layers, a flatten
layer and 2 dense layers. For new tasks the architecture was almost the same.
The difference was that for the new tasks we did not add the first two convoluti-
nal layers, we used the first two layers of the model trained on isolated. Figure 4
shows the proposed approach when the three branches corresponding to each
task are connected. This is a functional model and overall this model had 8 con-
volutinal layers, 6 fully-connected layers, 11 ReLUs activation layers, 4 pooling
layers and 7 dropout layers. The model receives tensor input and this input is
propagated to all branches and each branch produce an output. To choose the
branch to predict at test time, we set all other tasks, images and targets values
to zero and only show to the model the images and targets we want to predict. So
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Fig. 3. Procedure used to test both evaluated models to overcome catastrophic forget-
ting.

far this process is done by hand and we consider for future work the automatic
choice of which task to predict.

Input images are RGB and have 32 × 32 pixels. The first convolution layer
has filters with dimensions 32 × 32 while the other two convolution layers have
filters with 64 × 64. We used the keras API [5] running on tensorflow [1].

4.2 Training Methodology

Our main goal is to evaluate if the proposed model learns new tasks while pre-
serving the performance on old tasks. During training we followed the same prac-
tice as [11], the main difference is that we first freeze all layers of the original
model and only train the added nodes. Then we train all weights for convergence
using back-propagation with SGD algorithm with dropout enabled. All the net-
works had the same architecture, and the learning rate was set to 0.01, weight
decay of 1e − 6 and momentum 0.9. All networks use the same train, validation
and test split for a given seed number. Table 2 shows the performance and exe-
cution time of each network after 12 training epochs. We run each experiment
ten times and present results corresponding to the mean and standard deviation
of these 10 repetitions. We run our experiments using a GeForce GTX TITAN
X with 12 GiB.

4.3 Isolated Learning

We started by training 3 networks, one for each of the 3 data sets. Results of
the experiment are shown in Table 2 where for each network we present the
mean performance, its standard deviation and the execution time for train and
test. These networks will be used both for SeNA-CNN and LwF in the next
experiments.
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Fig. 4. Procedure used at test time for the three tasks. This is the stage when we
combine the three tasks.

Table 2. Network performance on isolated learning and execution time for train and
test sets.

Train Test Baseline [%] Execution time [s]

CIFAR10 CIFAR10 74.10± 0.70 312

CIFAR100 CIFAR100 51.44± 0.40 423

SVHN2 SVHN2 92.27± 0.80 438

4.4 Adding New Tasks to the Models

As Fig. 3 shows, we used the networks trained on isolated learning to implement
our method by adding layers of the new tasks in such way that the model can
learn a new task without forgetting the original one. Table 3 presents the per-
formance of the proposed method when adding new tasks and compares it with
the baseline [11]. These results correspond to the performance of our model and
LwF when using a model trained on cifar10 for isolated learning and we added
to the model as new tasks svhn2 and cifar100. This process was repeated for the
other two tasks.

Results shows that SeNA-CNN outperformed LwF algorithm almost in all
scenarios, showing that selectively adding layers to an existing model can pre-
serve the performance on the old tasks when learning a new one, also is not
necessary to train again the previous model and the new task learned will not
interfere on the previous learned one. Overall SeNA-CNN outperformed LwF
algorithm in 2/3 of the experiments showing the effectiveness of the proposed
method to learn new tasks.

We also evaluated if, when adding a new task, the knowledge previous learned
was not overwritten. As shown in Fig. 3 we tested if the model was able to pre-
serve the previous learned task. Table 4 presents the results of these experiments.
The second and third columns represent results of cifar10 as old task using the
others two as new tasks. Similar setups are presented in the remaining columns.
Results shows that our method outperformed LwF when remembering the
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Table 3. SeNA-CNN and LwF test accuracy (and standard deviation) on new tasks.

Old New LwF SeNA-CNN

CIFAR10 SVHN2 84.02(0.47) 82.27(0.38)

CIFAR10 CIFAR100 53.10(0.55) 55.67(0.52)

CIFAR100 CIFAR10 75.23(0.53) 75.69(0.52)

CIFAR100 SVHN2 86.49(0.39) 90.04(0.38)

SVHN2 CIFAR10 66.42(0.62) 67.27(0.58)

SVHN2 CIFAR100 49.05(0.63) 47.15(0.45)

previous learned tasks in all cases, and once again. We also verified that in some
scenarios such as cifar100 �→cifar10 (for both methods), cifar100 performance
increased compared to isolated learning, and it suggests using both proposed
models instead of training from a random weights initialization, without inter-
action with other problems. These results are understandable since cifar10 and
cifar100 are very similar and the two layers shared during the train of the new
tasks increased the performance. Results show that by applying our method it
is possible to overcome the problem of catastrophic forgetting when new tasks
are added to the model.

Table 4. SeNA-CNN and LwF test accuracy (and standard deviation) showing that
our method does not forget old tasks after learning the new ones and outperforms the
LwF method in all cases.

New Old LwF SeNA-CNN

CIFAR10 SVHN2 87.96(0.75) 89.84(0.68)

CIFAR10 CIFAR100 52.39(0.43) 53.34(0.58)

CIFAR100 CIFAR10 69.37(0.65) 70.59(0.59)

CIFAR100 SVHN2 89.01(0.39) 89.53(0.57)

SVHN2 CIFAR10 65.80(0.47) 67.83(0.59)

SVHN2 CIFAR100 48.11(0.41) 49.40(0.72)

4.5 Three Tasks Scenario

To demonstrate that SeNA-CNN is able to deal with several different problems,
we experiment by learning three tasks. In this case we used the three datasets
previously presented and we combine them two by two as old and one as new
task. In Table 5 we presents results when adding a new task to a model that
had already learned two tasks. From this scenario clearly in all cases SeNA-
CNN outperformed LwF when learning a new task, and also the performance
for cifar100 continue increasing for both methods and consolidating what we
previously said.



110 A. Zacarias and L. A. Alexandre

Table 5. Three tasks SeNA-CNN and LwF test accuracy (and standard deviation) on
new tasks.

Old New LwF SeNA-CNN

SVHN2, CIFAR10 CIFAR100 46.96(0.29) 47.15(0.48)

CIFAR10, CIFAR100 SVHN2 87.21(0.30) 87.87(0.50)

CIFAR100, SVHN2 CIFAR10 74.71(0.50) 75.69(0.14)

CIFAR10, SVHN2 CIFAR100 54.24(0.37) 54.87(0.63)

SVHN2, CIFAR100 CIFAR10 65.99(0.47) 66.00(0.48)

CIFAR100, CIFAR10 SVHN2 87.68(0.43) 89.08(0.37)

In this scenario we also evaluated the ability to preserve the performance of
the two old learned tasks. Table 6 present results of both methods when they
have to recall the old tasks. Comparing results, both algorithms typically had
the same percentage of performance, meaning that in some scenarios SeNA-CNN
performed better than LwF and vice-versa. Once again these results shows the
ability to overcome the catastrophic forgetting problem in convolutional neural
networks by selectively network augmentation.

Table 6. Three tasks SeNA-CNN and LwF test accuracy (and standard deviation) on
old tasks.

New Old LwF SeNA-CNN

CIFAR100 SVHN2, CIFAR10 89.23(0.70), 75.14(0.14) 89.01(0.44), 76.81(0.64)

SVHN2 CIFAR10, CIFAR100 73.99(0.12), 56.78(0.37) 71.11(0.37), 56.20(0.58)

CIFAR10 CIFAR100, SVHN2 52.41(0.26), 87.10(0.22) 49.14(0.58), 89.17(0.57)

CIFAR100 CIFAR10, SVHN2 74.28(0.25), 90.04(0.39) 75.58(0.52), 88.07(0.94)

CIFAR10 SVHN2, CIFAR100 90.13(0.59), 48.11(0.27) 90.19(0.64), 46.96(0.51)

SVHN2 CIFAR100, CIFAR10 47.20(0.40), 74.95(0.43) 47.87(0.63), 75.24(0.39)

5 Conclusion

In this paper we presented a new method, SeNA-CNN to avoid the problem
of catastrophic forgetting by selective network augmentation and the proposed
method demonstrated to preserve the previous learned tasks without accessing
the old task’s data after the original training had been done. We demonstrated
the effectiveness of SeNA-CNN to avoid catastrophic forgetting for image clas-
sification by running it on three different datasets and compared it with the
baseline LwF algorithm.

It has the advantage of being able to learn better new tasks than LwF since
we train a series of convolutional and fully connected layers for each new task,
whereas LwF only adds nodes to the fully connected layers and hence, depends
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on the original task’s learned feature extractors to represent the data from all
problems to be learned.

We also showed that in some scenarios SeNA-CNN and LWF increases the
performance when compared to isolated training for classification problems with
some similarity. This is understandable since by reusing partial information from
previous tasks, we are somehow doing fine-tuning on the new task.

As future work we consider adapting SeNA-CNN for on-line learning and
make it automatically choose which task is to be classified.
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