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Abstract. Gender recognition based on facial image, body gesture and speech
has been widely studied. In this paper, we propose a gender recognition
approach based on four different types of physiological signals, namely, elec-
trocardiogram (ECG), electromyogram (EMG), respiratory (RSP) and galvanic
skin response (GSR). The core steps of the experiment consist of data collection,
feature extraction and feature selection & classification. We developed a
wrapper method based on Adaboost and sequential backward selection for
feature selection and classification. Through the data analysis of 234 partici-
pants, we obtained a recognition accuracy of 91.1% with a subset of 12 features
from ECG/EMG/RSP/GSR, 82.3% with 11 features from ECG only, 80.8%
with 5 features from RSP only, indicating the effectiveness of the proposed
method. The ECG, EMG, RSP, GSR signals are collected from human wrist,
face, chest and fingers respectively, hence the method proposed in this paper can
be easily applied to wearable devices.
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1 Introduction

Gender contains a wide range of information regarding the characteristics difference
between male and female. Automated gender recognition has numerous applications,
including gender medicine [1, 2], video surveillance [3, 4], human machine interaction
[5, 6]. Recently, with the development of social networks and mobile devices such as
smartphones, gender recognition applications become more and more important. The
research contents include facial image [7-9], speech [10, 11], body gesture [12, 13],
and physiological signal [14] based gender recognition, among which gender recog-
nition using physiological signals is more reliable but more difficult for data acquisition
and analysis.
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In practice, automatic gender recognition is a two-class classification problem. With
little prior knowledge, massive number of features will be extracted from the raw data.
Searching for an optimal feature subset from a high dimensional feature space is known
to be an NP-complete problem. As a key issue in machine learning and related fields,
feature selection (FS) is used to select a better feature combination from many solu-
tions, the essence of which is combinatorial optimization. Wrapper feature selection
method, which utilizes the learning machine of interest as a black box to score subsets
of feature according to their predictive power [15], has shown its superior performance
in various machine learning applications.

In this paper, we propose a gender recognition method from multiple physiological
signals, in particular, we developed a wrapper algorithm based on Adaboost.M1 [16]
and sequential backward selection (SBS) for physiological feature selection. Through
the data acquisition, feature extraction and feature selection & gender recognition
procedure, we obtained a prediction accuracy of 91.1% on a dataset of 234 participants,
and we also find a subset of 12 features which can best represent our gender recognition
model.

2 Materials and Methods

The proposed physiological-signal based gender recognition system is composed of
three core components: Data Collection module, Feature Extraction module and Fea-
ture Selection & Classification module.

2.1 Data Acquisition

234 students from Southwest University with no history of cardiac disease and mental
disease voluntarily participated in the test. The electrocardiogram (ECG), elec-
tromyogram (EMG), respiratory (RSP) and galvanic skin response (GSR) signals are
collected with BIOPAC System MP150 from the subject’s wrist, facial muscle, chest
and fingers, respectively. The sampling rates are 200 Hz for ECG, 1000 Hz for EMG,
100 Hz for RSP, and 20 Hz for GSR.

234 groups (154 female vs. 80 male samples) of valid data were obtained, and each
signal record is an 80-s fragment. Figure 1 illustrates the raw signals of ECG, EMG,
RSP and GSR from one participant.

2.2 Feature Extraction

The raw physiological signals are firstly preprocessed using wavelet transform.
A bunch of statistical features such as maximum, minimum, mean and standard
deviation are then extracted from the preprocessed signals as well as different trans-
formations of the signals. The raw features are extracted mainly by the AuBT Biosignal
Toolbox [17]. The details of the features can be found on our website http://hpcc.siat.
ac.cn/ ~hlzhang/GR/193_features.html.

We have 234 samples with 84 ECG features, 21 EMG features, 67 RSP features
and 21 GSR features, resulting in a raw data matrix of size 234 * 193. The value for
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Fig. 1. Examples of raw ECG, EMG, RSP and GSR signals

each feature position is then normalized by Z-score to enable faster convergence of our
feature selection algorithm.

2.3 Feature Selection and Gender Classification

The feature selection and classification algorithm, a wrapper method combining ada-
boost and SBS, is outlined in Fig. 2.

In this paper, classification and regression trees (CART) [18] is used as weak
classifier of Adaboost. Assuming that the data record number is m and the feature
dimension is 7, the time complexity of CART is O(nmlogm) (logm is the depth of tree
and O(nm) is the computational complexity of each layer), the iteration number of the
SBS procedure (while loop in Algorithm Boost_FS) is n-c (c is a constant determined
by line 17 in the algorithm), and the time complexity of quick-sort (feature importance
as indicated by line 12 in the algorithm) is O(nlogn). For a v-fold (v is a constant,
which is 20 in this paper) cross validation, the computational complexity of the pro-
posed algorithm is:

O((n — c) * (v * O(knmlogm) + O(nlogn) +n — c)) =~ O(kn*mlogm) (1)

where k is the number of trees used.

As seen from Eq. (1), the computational complexity of Algorithm Boost_FS grows
as a quadratic function of feature dimension and as a mlogm function of data record
numbers, which demonstrates the scalability of the algorithm for big data applications.

In this paper, we call the feature subset found by Boost_FS algorithm with highest
prediction accuracy as the best feature subset.
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Algorithm Boost_FS

Input: Data Set S with V features
Output: Optimal feature subset

Steps:

01  AccGlob_Max=0

02 ft nun=N

03  while (ft_num>0)

04 S[1...,v]«Divide(S, V) /*Randomly divide S into v equal parts*/

05 ACCLoc_ Max=0

06 AccCroc[1* v] <0

07 for(iinl: v)

08 Model«—Adaboost. M1 train(S[, -i])

09 Acc_Loc[i] «+—Adaboost. M1 test(S[i])

10 if (AcCLoc_Max <= ACCLoc[1])

11 ACCLoc_Max = ACCLoc[1]

12 Feat_Order «— Feature_Importance(Model)
13 ACCLoc_Mean < Mean(AccLoc)

14 if (ACCGlob_Max <= ACCLoc_Mean)

15 ACCGIob_Max = ACCLoc_Mean

16 Feat_Order_Glob = Feat_Order

17 (S, n) «<— Remove_feature(S, Feat_Order) /*Remove n least important feature(s) with the same score */
18 St num=ft_num-n

19  return Feat Order Glob

Fig. 2. The wrapper algorithm Boost_FS

2.4 Evaluation Metrics

We use various metrics, such as accuracy, precision, recall (also known as sensitivity),
specificity, F1 score and ROC curve [19], to measure the quality of the prediction
results. Shown as below are the definitions of accuracy, precision, recall and specificity

values:

Accuracy = (TP+TN)/(TP+ TN + FP+ FN)
Precision = TP/(TP + FP)
Recall = Sensitivity = TP/(TP+ FN)

Specificity = TN /(TN + FP)

2)
3)
4)
(

5)

where TP, TN, FP and FN represent the number of true positives, true negatives, false
positives and false negatives.
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F1 is the harmonic average of the precision and recall calculated as follows:
F1 = 2 x Precision/(Precision + Recall) (6)

We also draw the Receiver Operating Characteristic (ROC) curve and calculate the
area under this curve (AUC) for performance evaluation of our gender recognition
models. The ROC curve, which is defined as a plot of test Sensitivity as the y coor-
dinate versus its 1 - Specificity as the x coordinate, is an effective method of evaluating
the performance of classification models. The AUC value, ranging from O to 1, shows
the stability and performance of a model. An AUC value of 0 indicates a perfectly
inaccurate test and a value of 1 reflects a perfectly accurate test.

3 Results and Analysis

In order to evaluate the performance of the proposed method, we employ a 20-fold
cross-validation scheme. The dataset is divided into 20 folds with approximately 11/12
samples in each fold. 19 folds are used for training the gender recognition model, and
the remaining fold is used for testing. We have 5 individual runs of BOOST_FS, with
different input feature matrix extracted from different physiological signals. Each
iteration (while loop in Algorithm BOOST_FS in Fig. 2) in the run generates a feature
subset and the corresponding evaluation metrics. The best feature subset in each run is
the subset with the highest prediction accuracy.

Figures 3, 4 and Table 1 show the overall performance of different models with or
without the feature selection. From left to right, Fig. 3 illustrates the prediction accu-
racies, precisions, recalls, specificities and F1_scores using different gender recognition
models. The model from 4 signals (ECG/EMG/RSP/GSR) with FS achieves the highest
performance for all metrics: 91.1% accuracy, 92.4% precision, 94.2% recall, 85%
precision and 99.0% F1_socre. The GSR based model without FS shows the worst
performance for all metrics except for the F1_socre. Figure 4 shows the ROC curves of
tests with and without using BOOST_FS. 4_signals_with_FS shows the highest AUC
value of 0.951, followed by 4_signals_without_FS of 0.921, ECG_with_FS of 0.880
and RSP_with_FS of 0.833, which are consistent with the results and analysis in Fig. 3.

m 4 signals_with_FS “1.4 signals_without_FS m ECG_with_FS = ECG_without FS m EMG_with_FS

i EMG_without_FS  m RSP_with_FS =4 RSP_without_FS (GSR_with_FS GSR_without_FS

ot
P
SR,

o R
o b
DRI
R,
]
]

7
4
2
2
4
2
2
4
4
2
4

T
St bt

T

|

<3

ceuracy _score

recision Recall Specificiy F:

Fig. 3. Performance of accuracy, precision, recall, specificity, F1_socre for 10 different
recognition models
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Fig. 4. ROC curve for (a) recognition models with ES; (b) recognition models without FS

Table 1. Prediction accuracies and feature numbers for different gender recognition models

Physiological signal Accuracy Acc with | Total feature Best feature
without FS FS number number

ECG/EMG/RSP/GSR | 83.7% 91.1% 193 12

ECG 78.2% 82.3% 84 11

EMG 71.4% 78.8% 21 12

RSP 74.8% 80.8% 67 5

GSR 61.8% 69.1% 21

The feature number of the best subset for each type of signal and the corresponding
prediction accuracy are tabulated in Table 1. For comparison, we also list the prediction
accuracies and original feature numbers without FS. For 5 group of physiological sig-
nals shown in Table 1, the prediction accuracies using FS are increased by 7.4%/4.1%/
7.4%/6%/7.3% compared with those without FS, correspondingly, feature numbers
using FS are reduced by 181/73/9/62/19. The highest prediction accuracy from
BOOST_FS is 91.1% with 12 features from the combined ECG/EMG/RSP/GSR data.

Figure 5 shows the feature names and feature importances in the best subset
determined by the BOOST_FS algorithm. Detail information of the features can be
found in Sect. 2.2 and on our website. 7 out of the 12 features selected from massive
computational efforts are ECG features, and 3 are RSP features, which are reasonable
since previous studies have reported the physiological difference between men and
women in cardiac [20] and thoraco-abdominal [21] functions.
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Fig. 5. Feature Importance of 12 features chosen by the BOOST_FS algorithm

4 Conclusions

In this work, we introduced an automated physiological signal based gender recogni-
tion system. We observed that a model built from multiple physiological signals can
outperform model based on a single physiological signal. We further showed that
recognition performance can be improved obviously through using a wrapper feature
selection procedure. Finally, we analyzed the best feature subset which can best rep-
resent gender differences. The future work would concentrate on developing more
effective feature selection algorithm, taking the effect of human age into account and
applying our gender recognition system to human machine interface.
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