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Abstract. The adoption of blockchain to enable a trusted monitoring
of multi-party business processes is recently gaining a lot of attention, as
the absence of a central authority increases the efficiency and the effec-
tiveness of the delivery of monitoring data. At the same time, artifact-
driven monitoring has been proposed to create a flexible monitoring plat-
form for multi-party business processes involving an exchange of goods
(e.g., in the logistics domain), where the information delivery does not
require a central authority but it lacks of sufficient level of trust. The goal
of this paper is to analyze the dependencies among these two areas of
interests, and to propose two possible monitoring platforms that exploit
blockchain to achieve a trusted artifact-driven monitoring solution.
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1 Introduction

To promptly satisfy the ever-changing needs of their customers, organizations
must become more flexible and open to changes and opportunities. The serviti-
zation paradigm [8] goes into this direction: instead of owning corporate assets,
be them physical goods, human resources, or business activities, an organization
establishes contracts with other organizations, named service providers, that, in
exchange for a periodic fee, grant the use of such assets together with value-added
services (e.g., maintenance).

As a consequence of servitization, many business processes that were inter-
nal now cross the boundaries of single organizations, thus becoming multi-party.
This also affects the goods that participate in the process, that could be now
manipulated and possibly altered by multiple organizations when the process
is executed. Additionally, the identity of the service providers involved in these
multi-party processes is subject to frequent changes. In fact, short-term con-
tracts with service providers that best fit the needs of a specific process instance
are more and more preferred to long-term contracts that span among all the
instances of a given business process.

© Springer International Publishing AG, part of Springer Nature 2018
R. Matulevi¢ius and R. Dijkman (Eds.): CAIiSE 2018 Workshops, LNBIP 316, pp. 103-114, 2018.
https://doi.org/10.1007/978-3-319-92898-2_8


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92898-2_8&domain=pdf

104 G. Meroni and P. Plebani

Despite the previously mentioned advantages, servitization also requires orga-
nizations involved in a multi-party process to trust each other: i.e., to ensure that
the portion of the process assigned to a party is executed as agreed with the other
parties and, in case of problems, deviations are correctly reported to properly
identify the cause of failures.

In our previous research work, we proposed a novel approach to monitor
multi-party business processes, named artifact-driven monitoring [5]. By exploit-
ing the Internet of Things (IoT) paradigm, artifact-driven monitoring makes
physical objects smart, that is, makes them aware of their own conditions. Based
on the conditions of these smart objects, it is then possible to identify when activ-
ities are executed and if they are executed as expected, promptly alerting the
organizations when a violation occurs. Since smart objects can monitor activities
regardless of the organization responsible for their execution, they can take both
the orchestration (i.e., the execution of process portions internal to an organiza-
tion) and the choreography (i.e., the coordination among different organizations)
into account.

Although artifact-driven monitoring solves the problem of keeping track of
the execution of processes that span across multiple organizations, it does not
fully solve the problem of trust among organizations. In particular, the owners
of the smart objects are responsible for properly configuring them by specify-
ing which process has to be monitored, based on which physical conditions are
activities identified as being executed, and with which other smart objects should
monitoring information be exchanged. Therefore, organizations could intention-
ally misconfigure smart objects in order not to detect violations caused by them.

To guarantee the required level of trust when implementing an artifact-driven
monitoring solution, this paper proposes to adopt blockchain technology that,
by definition, provides a trusted environment that perfectly suits the needs of
multi-party business process monitoring. Moreover, this paper introduces and
compares two possible artifact-driven monitoring platforms relying on a permis-
sioned blockchain to propagate monitoring information.

The remainder of this paper is structured as follows: Sect.2 introduces a
motivating example justifying the need for artifact-driven monitoring, which
is briefly described in Sect.3. In Sect.4 the architecture of the two possible
blockchain-based solutions are presented and compared. Finally, Sect. 5 surveys
related work and Sect. 6 draws the conclusions of this work and outlines future
research plans.

2 DMotivating Example

To better understand the importance of a reliable and trusted process monitoring
solution, a case study concerning the shipment of dangerous goods is adopted.
The actors are a manufacturer M, a customer C, and a truck shipper S that is
involved when potentially explosive chemicals must be delivered from M to C.
The delivery process is organized according to the Business Process Model
and Notation (BPMN) model shown in Fig. 1. To avoid possible accidents during
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the execution of this process, the following countermeasures must be put in
place. Firstly, if a leakage of the chemical is detected when M is filling a tank,
no matter how modest, M must empty and replace the tank. Secondly, if the
tank gets overheated while it is being shipped, S must immediately abort the
shipment, notify the authorities about this potential hazardous occurrence, and
wait for them to intervene.

Like in every multi-party business process, also in this case each organization
is in charge only of the activities included in their pools, thus nobody has full
control on the whole process. Consequently, being able to identify when activities
are performed and if they are performed as expected is required to determine who
caused the process not to be executed as expected. This becomes particularly
important if an accident occurs, as depending on which portion of the process
was not executed as expected, the organization to blame for the accident varies.
For example, if the chemical explodes while the tank is being unloaded from the
truck, it could be determined by a multitude of causes. Firstly, the tank may
have been overheated and S decided to ignore that event and go on shipping
it. Alternatively, the tank may have had a leakage and have not been replaced
by M.
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Fig. 1. BPMN diagram of the motivating example.
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3 Artifact-Driven Monitoring

Nowadays, several organizations rely on a Business Process Management Sys-
tem (BPMS) to manage their processes, as it enacts the execution of business
activities, monitors the process, and identifies potential issues. When a process
includes human-based activities, operators are in charge of explicitly notify-
ing the activation and completion of these activities. This way, the BPMS has
knowledge about if, and when, those activities are performed. Consequently, the
organizations have to trust the operators to provide timely notifications that
reflect the actual execution of the process. In addition, when a multi-party pro-
cess takes place, organizations are required to federate their own BPMS to be
able to monitor the whole process. Alternatively, a centralized BPMS must be
put in place, and fed with notifications sent by all the participating organiza-
tions. In both cases, relevant system integration efforts must be undertaken, and
each organization have to trust the other ones.

To solve these issues, artifact-driven monitoring [5] relies on a completely dif-
ferent approach. Instead of requiring organizations to actively monitor a process,
it moves the monitoring tasks onto the physical objects (i.e., artifacts) partici-
pating in the process. To this aim, activities operating on those objects should be
defined in terms of pre-conditions (i.e., status of the objects before the activity
can be executed) and post-conditions (i.e., status of the objects determining the
completion of the activity). For example, as shown in Fig. 1, to execute activity
Attach tank to truck the tank must be full and detached from the truck, and
the truck must be located at the manufacturer plant and stay still. Similarly, we
assume Attach tank to truck to be completed when the tank is full and attached
to the truck.

Therefore, as long as those physical objects (i) are aware of the process being
performed, (ii) can autonomously determine their own conditions, and (44) can
exchange this information with the other objects, they can passively monitor
the process without requiring human intervention. This is made possible thank
to the IoT paradigm, that makes physical objects smart, that is, equipped with
sensors, a computing device, and a communication interface.
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Fig. 2. Architecture of an artifact-driven monitoring platform.
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Figure 2 shows the current architecture of an artifact-driven monitoring plat-
form [5]. Firstly, the physical characteristics of a smart object are captured by
On-board Sensors. Then, sensor data are processed and discretized by the Fvents
Processor module, in order to assign to the smart object a single state from a
finite set, representing its current conditions according to the possible states
defined in the BPMN process model (e.g., empty, leaking). Whenever a change
in the state of the smart object is detected by the Events Processor, this informa-
tion is forwarded by the Events Router to the other smart objects participating
in the process. As soon as the Fuvents Router receives a change in the state of
a smart object, either local or remote, it forwards it to the Monitoring Engine
module, that uses this information to actively monitor the process. To do so, the
Monitoring Engine relies on an Extended-GSM (E-GSM) model!, which con-
tains a formal representation of the process agreed among the organizations,
enriched with information on the physical objects and states required by and
altered by the business activities composing the process. This way, whenever
the Monitoring Engine determines that an activity is being carried out or that
the process is not executed as agreed, it can promptly inform the organizations
participating in the process.

4 Approach

Artifact-driven monitoring allows to continuously and autonomously monitor
multi-party business processes. However, it does not solve the problem of trust
among organizations. In fact, organizations are in charge of configuring their
own smart objects with the process to monitor, and deliberately erroneous con-
figuration could be not detected.

For example, still referring to the accident described in Sect. 2, if the tank
detects that it was overheated while being shipped, S could argue that M (the
owner of the tank) incorrectly implemented the monitoring platform, or worse,
it intentionally omitted, from the agreed process model, to monitor the portion
responsible for detecting a leakage. In this case, an independent authority would
typically have to investigate on the actual cause of such an accident, and on the
correct implementation and configuration of the monitoring platform. However,
this task could be really difficult. For example, the explosion may have com-
pletely destroyed the smart objects, so the authority could no longer rely on
monitoring information to determine the real cause.

To solve these issues, we propose to combine artifact-driven process moni-
toring with blockchain. A blockchain provides a shared immutable ledger, which
guarantees that each entry (%) has to be validated before being stored, (i) is per-
sistently stored, (%ii) is replicated along multiple nodes, and (iv) is immutable.
This way, by storing monitoring information on a blockchain, such an informa-
tion can be accessed and validated by all the participants of a process both
during its execution and after it is completed. In addition, independent auditors

! We refer you to [5] to understand the advantages of E-GSM over other process
modeling languages when doing runtime process monitoring.



108 G. Meroni and P. Plebani

can also access and validate monitoring information even if the smart objects
are no longer accessible, as the needed information has been distributed to the
several ledgers composing the blockchain environment.

Sections 4.1 and 4.2 present two possible architectures of an artifact-driven
monitoring solution integrating a blockchain, discussing the advantages and dis-
advantages of each solution.

Regardless of the specific approach, the adoption of a blockchain protocol to
support the artifact-driven monitoring approach has the advantage of provid-
ing a native, trusted, and reliable environment for sharing monitoring informa-
tion among the parties. Moreover, we propose the adoption of a permissioned
blockchain [12] instead of a public one, such as Ethereum?. A public blockchain
allows anyone to read and write entries to it, requiring the participants to man-
ually manage the encryption of entries in case they want them to be kept con-
fidential. Instead, a permissioned blockchain natively supports access control
mechanisms to ensure that only authorized participant can read and/or write
blocks on the blockchain. This way, only organizations and smart objects par-
ticipating in the process can be granted write access. Also, read access can be
restricted in case the participants of a multi-party process do not want informa-
tion on the execution of the process be available to anyone. Moreover, adopting
Ethereum as blockchain protocol gives also the possibility to define the so-called
smart contracts, that can be defined as functions, coded using languages like
Solidity®, whose execution determines either the acceptance or the refusal of a
block to be written in the chain. Since the blocks to be written concerns the sta-
tus of the smart objects, we assume that smart contracts could be inferred from
the initial process model. In fact, once a process instance is created (and the
corresponding monitoring infrastructure properly configured), the process speci-
fication contains all the information needed to determine under which conditions
smart objects change their state.

As one of the main drawbacks of blockchain concerns the performances, espe-
cially in terms of throughput and latency, both architectures adopts multiple
chains to reduce space, bandwidth and computational requirements [11]. In order
to work, a blockchain requires all the participants to keep track of all the entries
that were written to it. Therefore, if a single chain is used by all the organiza-
tions implementing our artifact-driven monitoring solution, each smart object
and organization would have to also store entries that are completely unrelated
to the process they are currently monitoring. This causes the hardware and
network requirements to grow proportionally to the number of entries that are
written to the blockchain, and it is one of the issues that limit the scalability of a
blockchain. To mitigate this issue, multiple chains based on the same blockchain
protocol can be deployed. In particular, before a new execution of a process
takes place, we propose to deploy a new chain and instruct the smart objects
and organizations participating in that specific execution to use that chain. By
doing so, each chain contains only entries that are specific to the current process

2 See https://www.ethereum.org.
3 See https://solidity.readthedocs.io/en/develop/.
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execution, thus sensibly limiting the hardware and network requirements of the
smart objects.

Focusing on the definition of smart contract, we propose to add a block to the
chain only when a smart device detects a change in its state, and we envision two
alternatives concerning the content of a block. In the first case, the block contains
only the new state. Consequently, the smart contract only checks if the smart
object adding the block is the one whose state changed (see Sect.4.1). In the
second case, the block contains both the new state and the series of sensor data
causing the smart object to detect the change of state. In this case, the smart
contract has to encode rules to verify that the change of state is compatible
with the sensor data (see Sect. 4.2). As the information to be stored in a block is
generated by different elements of the artifact-driven monitoring platform, these
two alternatives have an impact on the configuration of the platform.

4.1 State-Oriented Block

A first approach is named state-oriented blockchain, as a new block is added
whenever a smart object realizes that its state has changed.
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Fig. 3. State-oriented blockchain.

Figure 3 shows the reference architecture, where the blockchain is used to let
smart objects exchange information on their current state. Instead of directly
communicating with the other smart objects, the Events Router module relies
on a new module, named Blockchain Client. The Blockchain Client is responsible
for writing a new block whenever the current smart object changes state, and
for sending a notification to the Fvents Router whenever a new block is written
by the other smart objects.
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Before the process starts, the identity of the organizations participating in
the process and of the smart objects owned by them is extracted from the E-GSM
model and formalized in a smart contract, which is written to the blockchain
and approved by all the participants. The E-GSM model is also included in
the description of the smart contract, to make all participants, including smart
objects and external auditors, aware of the process they have to monitor.

The payload of each block in the blockchain contains a timestamp, the iden-
tity of the smart object producing the block, and the current state of the smart
object. To ensure that the block was produced by the smart object it refers to, a
Public Key Infrastructure (PKI) is put in place. Each smart object owns a pri-
vate key, which is used to sign the block and kept private, and a public key, which
is distributed among all the participants in the process. This way, thank to the
PKTI and the smart contract, each node approves the block only if (i) the signa-
ture matches the payload, and (7i) the smart object writing the block is actually
owned by the participating organizations. Since a permissioned blockchain is
adopted and, consequently, the identity of the participants is known, there is
no need to put in place computationally expensive consensus algorithms, such
as proof of work. Instead, simpler algorithms, such as Practical Byzantine Fault
Tolerance (PBFT), are sufficient.

This architecture presents several advantages. Firstly, external auditors can
easily monitor the process, either while it is being executed or after it com-
pleted. Thank to smart contracts, they can be sure that changes in the state of
the smart objects were written to the blockchain only if they originated from the
same smart object. In addition, as the E-GSM model is enclosed in the descrip-
tion of the smart contract, they can trust such a model and be certain that it
represents the process approved by all the organizations. Then, by instructing a
Monitoring Engine with the E-GSM model and feeding it with changes in the
state of the smart objects extracted from the blocks in the blockchain, auditors
can independently verify if the process was executed as agreed. For example, still
referring to the example described in Sect. 2, if this architecture is implemented
by M, S and C, the authorities can easily identify the organization responsible
for the accident, even if the smart objects were destroyed. In fact, authorities can
simply query the blockchain to obtain the E-GSM process and all the changes in
the state of the smart objects, being sure that this information was not altered
once it was written to the blockchain. Then, they can instruct a Monitoring
Engine with the E-GSM model, and replay the state changes to detect which
portion of the process was incorrectly executed.

However, this architecture also presents one limitation. By design, the
blockchain does not store information on how to determine from sensor data
the state of the smart objects. Consequently, organizations could argue that
smart objects incorrectly determined their state, thus providing unreliable mon-
itoring data. For example, when instructing the monitoring platform running on
its tanks, M could have intentionally left out information on how to determine
when the tank is leaking. Therefore, even if a leakage occurs, the monitoring plat-
form would never be able to detect and write to the blockchain this information.
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As a consequence, based only on the information on the blockchain, external
authorities would not be able to notice that the process was not executed as
expected.

4.2 Sensor-Oriented Block

To address the limitation of the previous approach, a new one, named sensor-
oriented blockchain, is introduced. This approach also makes use of smart con-
tracts. However, besides formalizing the organizations participating in the pro-
cess and the identity of the smart objects, each smart contract also defines the
rules to detect from sensor data when the smart objects change state. This
makes it possible for all participants to agree on how the state of the smart
objects should be detected. For example, to detect when a truck assumes the
state mowving, all participants will require the GPS coordinates of the truck to
vary of at least 0.01 degrees per minute.
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Fig. 4. Sensor-oriented blockchain.

To support this approach, the reference architecture shown in Fig. 4 is pro-
posed. In this case, the Blockchain Client also receives data from the On-board
Sensors, and encloses this information to the blocks written to the blockchain.
Like in the previous architecture, a new block is written to the blockchain when-
ever the smart object assumes a new state. However, besides containing a times-
tamp, the identity of the smart object producing the block, and the current state
of the smart object, each block also contains a list of sensor values, together with
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a timestamp, that were collected since when the previous state was detected. For
example, a block written by the truck when it transitions from moving to still
will contain the state still, the date and time when still was detected, the iden-
tifier of the truck, and all the GPS coordinates that the truck assumed since
when the state moving was previously detected. Also in this case, the architec-
ture relies on a PKI infrastructure to ensure that the block was produced by the
smart object it refers to.

With respect to the previous approach, this one achieves an even greater level
of trust. In fact, thank to the smart contract, every participant can autonomously
verify if the state detected by a smart object is reflected by the sensor data and,
if not, discard the corresponding block. Since the rules to determine this infor-
mation are defined in the smart contract, and are approved by all organizations
before the process takes place, nobody can argue that the process is incorrectly
monitored.

However, this approach also presents some issues that are not present in the
previous one. Firstly, it makes a much more intensive use of the blockchain.
In fact, the size of each block can be quite large, as it also contains a set of
sensor data. Therefore, depending on the sampling rate of the sensors and on
the duration of the process, the blockchain can grow significantly while the pro-
cess is being monitored. Nevertheless, thank to the typically small size of sensor
data, storage requirements are still quite modest. However, network require-
ments, especially in terms of bandwidth, can grow significantly.

Another issue of this approach is the higher workload that each smart object
must handle. In fact, besides determining the state of its own smart object, each
smart object also has to verify if the state indicated by the other smart objects
is correct. Thus, the computational requirements of the architecture depend on
the total number of rules defined in the smart contract, and on their complexity.
To compensate for this issue, additional nodes deputed to the verification of the
blocks can be deployed on the organizations’ premises, thus freeing smart objects
from this task.

5 Related Work

Given the recent affirmation of blockchain in many domains, the Business Pro-
cess Management (BPM) research community is also investigating the impact of
this technology on all the phases of the BPM lifecycle. In [4] an exhaustive analy-
sis of the implications of introducing blockchain in inter-organizational processes
are discussed, and a list of seven possible future research directions is identified.
Among them, the goal of this paper is mainly “developing a diverse set of exe-
cution and monitoring frameworks on blockchain”, albeit the proposed solution
may also affect other directions. To this aim, particular emphasis is given on a
solution that is able to deal with some of the main aspects, namely through-
put and size, that could hamper the adoption of blockchain in BPM. In fact,
the proposed solution distributes the workload to several chains, resulting in a
reduced amount of transactions per single chain, with consequent low hardware
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and network requirements. In addition, the two alternatives discussed in the
paper further decrease the computational effort to be done on the blockchain by
moving some of the computation to off-chain, as also suggested in [2].

Focusing on the usage of blockchain to monitor a supply chain, the litera-
ture is currently investigating this issue according to different perspectives. For
instance, [3] analyses the possible grind between a blockhain infrastructure with
the information management infrastructure currently adopted in the shipping
domain. Moreover, in [10] a framework for process monitoring based on sev-
eral private blockchain installations, globally managed by a public blockchain,
is presented. In some way, the idea of having several chains to increase the con-
fidentiality of the information among the stakeholders is similar to what it is
proposed in this paper. Nevertheless, [10] considers monitoring as a centralized
element, while in our approach it is distributed among the smart objects.

An interesting report, [7], proposes two different approaches: the first one
relies on a common blockchain to collect all the events coming from the different
stakeholders involved in the supply chain, while the second one is based on the
usage of smart contracts. In both cases, the approach assumes to start from the
complete definition of the choreography to configure the blockchain. As discussed
in the paper, this introduces a significant problem related to the encryption of
the data stored in the ledgers, as not all the information can be read by all the
participants in the blockchain. In our approach, each process execution relies on a
specific chain, which is accessible only by the organizations participating in that
specific process execution. This solves the problem of the data confidentiality, as
the data stored in one of the blockchains should be visible by all the participants.
Finally, [6] proposes an interesting solution for run-time verification of business
process execution based on Bitcoin, thus, with a public and very specific solution
where smart contracts are not allowed.

6 Conclusions and Future Work

This paper presented how artifact-driven monitoring can benefit from
blockchain to monitor multi-party processes in a trusted way. Thank to a permis-
sioned blockchain, monitoring information is stored immutably and persistently,
allowing external auditors to independently verify if the process was performed
as expected, either at runtime or after the process completed.

One of the disadvantages of our approach concerns the initial set-up, as
having several blockchains requires the configuration of all of them. To solve
this limitation, we plan to adopt the approach proposed in [9] for configuring a
blockchain-based solution starting from the choreography model.

Another potential disadvantage of this approach consists in the limited speed
of blockchain. In fact, writing, approving, and distributing a new block to all
the participants takes seconds for a permissioned blockchain, or even several
minutes for a public one. Nevertheless, research efforts to speed up operations
on a blockchain are currently being taken by both academics and the industry,
so we expect this issue to be eventually solved or scaled back.
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Our future research work will consist in implementing a prototype of both
architectures, and validating it with real-world processes and sensor data. In
addition, we will also consider the introduction of side-chains [1] to allow smart
objects to monitor multiple processes at the same time, and to integrate process
monitoring with automatic payment and escrow mechanisms. Finally, being the
artifact-driven monitoring a nomadic infrastructure, the impact of the lack of
connectivity in a blockchain solution will be investigated.
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