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Abstract. Sign languages are used by healthy individuals when communicat-
ing with those who are hearing or speech impaired as well by those with hearing
or speech impediments. It is quite difficult to acquire sign language skills since
there are vast number of sign language words and some signing motions are
very complex. Several attempts at machine translation have been investigated
for a limited number of sign language motions by using KINECT and a data
glove, which is equipped with a strain gauge to monitor the angles at which
fingers are bent, to detect hand motions and hand shapes.
One of the key features of our proposed method is using an optical camera

and colored gloves for detection of sign language motion. The optical camera is
implemented in a smartphone. This makes it possible to remove the limitation of
using area and occasion as a machine translation tool.
The authors propose two new schemes. One is to add the two feature ele-

ments, that is, hand direction obtained from the angle between the wrist and
fingertips, and hand rotation calculated from the visible size of the palm and
wrist incorporating the four conventional elements comprising motion trajec-
tory, motion velocity, hand position and hand shape. The other is integrating the
results which is obtained by each classifier to enhance the recognition perfor-
mance. The six kinds of classifiers have been applied to 35 sign language
motions.
A total of 3150 pieces of motion data, that is, 2100 pieces of motion data as

training data and 1050 pieces as evaluation data, were used to evaluate the
proposed method. The recognition results were examined by integrating the
feature elements and classifier. The success rate for 35 words was respectively
76.2% and 94.2%, for the selection of the first ranked answer, and the selection
of the first, second or third ranked answers. These values suggest that the
proposed method could be used as a review tool for assessing how well learner
have mastered sign language motions.
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1 Introduction

Sign language recognition is indispensable in communication with and between
hearing impaired people. It is quite difficult to acquire sign language skills since there
are vast number of sign language words and some signing motions are very compli-
cated. Furthermore, even if one person has learned sign languages, communication is
impossible unless these signs can be recognized. Several gesture recognition systems
[1] have been proposed for a limited number of sign language motions by using
KINECT [2] and a data glove [3], which is equipped with a strain gauge to monitor the
angles at which fingers are bent, to detect hand motions and hand shapes.

One of the key features of our proposed method is the use of an optical camera and
colored gloves for detection of sign language motions. The optical camera is imple-
mented in a smartphone. In motion recognition that is not limited to sign language, the
widely available Toolkit [4] has also been released, but technology to recognize the
movement of fingertips like sign language using only optical camera images has yet to
be developed. Studies that did not use colored gloves but used different means to
recognize the shape of static hands have been reported [5]. However, we are aiming to
develop a sign language recognition technique using optical cameras and colored
gloves, giving priority to ease of introduction and the capacity to detect high-speed
movements.

We proposed a method for recognizing sign language motion from hand position
information acquired by an optical camera using the hidden Markov model (HMM) at
HCII’2017 conference [6]. To achieve better recognition performance, we propose two
new feature elements to accurately describe the sign language motions. We also pro-
pose several different recognition methods and examine a scheme to integrate the
recognition results in this paper. It is known that superior recognition performance can
be achieved by ensemble learning [7] that combines multiple recognition methods. Our
proposal is based on the idea that classifiers work in a complimentary fashion in
relation to each other since each classifier is designed based on different classification
criteria.

2 Motion Detection and Data Creation

2.1 Colored Gloves

Because identifying each finger is one of the crucial factors for hand shape recognition,
colored gloves are proposed for hand shape recognition [8]. The tip of each finger of
the glove has a distinct color. This makes it easy to discriminate each finger and results
in reliable recognition of hand shapes. If we use wrist bands for both hands, the right
and left hand are easily distinguished. The entire hand motion can be detected by the
movement of colored wrist bands. In addition, the palms of the hands can be identified
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by the presence of colored regions. Therefore, the issues outlined in (1)–(4) below can
be overcome by using colored gloves.

The colored gloves we designed are shown in Fig. 1. Five colors are used so as to
uniquely discriminate each finger, different additional colors distinguish each wrist, and
green patches locate the palms of the hands. Thus, a total of eight colors are proposed
to facilitate sign language recognition.

(1) Identification of each finger and both hands
(2) Motion detection of wrists/hands and fingers
(3) Hand shape recognition
(4) Discrimination between the palm and the back of the hand.

2.2 Current Application Target

While automatic translation remains our final goal, it is too difficult to realize with
current technology. Therefore, the authors are now trying to produce a kind of learning
tool for sign language. Video data relevant to sign language can be obtained from a
web site [9, 10]. Figure 2 shows an image from an instruction video demonstrating sign
language motion. A learner memorizes the motions of each sign from this video.

However, it is quite difficult not only to memorize the motion but also to confirm
the validity of the motion memorized from the video. The authors are investigating a
sign language recognition method that incorporates a tool for checking the learned
motion. After memorizing the sign language motion, the learner displays the same
motion in front of a web camera connected to a PC. If the PC recognizes his/her
motion, the result shows on the display. The learner can evaluate his/her hand and
finger movements meaning this system can be used as a review tool for sign language.
Although it would be ideal for the recognition success rate to be relatively high for
learner’s review, this cannot be achieved at this stage. Therefore, our current goal for
review tool is to achieve an about 80% success rate.

OrangeBlue

Green
Pink

Red

Yellow VioletGreen

Fig. 1. Colored gloves (Color figure online)
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2.3 Motion Data Acquisition

It is important to gather accurate motion data. Therefore, the authors asked for the
cooperation of the person in charge of making the motion video SmartDeaf [11] to
compile the set of motion data used in this investigation. Figure 3 shows an actual
motion data capturing scene. To shorten the duration, the motions of two signers were
captured simultaneously. The supervisor checked the motions while the signers were
performing and confirmed the accuracy of the recorded motion data after the signer had
completed the motion.

The conditions under which the motion data were captured are as follows [6].

(1) Camera image resolution of 800 � 600 pixels.
(2) Illumination is set at about 200 lx for both the camera side and signer side.
(3) Frame rate is 30 fps (frames per second). This is the maximum rate for a standard

Web camera and smartphone.
(4) The distance between the camera and signer is one meter, as this distance is

considered to coincide with a real-life situations.
(5) The color of the signer’s clothes and the background wall is black to facilitate

easy detection of the colored region of colored gloves.
(6) The height in the field of view of the camera is set at a position such that the wrists

of the signer cannot be detected when he/she lowers his/her arm in order to make
clear the beginning and the end of a sign language motion.

Fig. 2. Instructional video for sign language motions
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2.4 Recognition Data Creation

2.4.1 Color Extraction and Feature Element
Each color region is detected by using colored gloves and an optical camera. An
example of the detection of patterns made by color extraction is shown in Fig. 4. Their
extraction is based on the hue and saturation values set in the calibration. The center of
gravity of each colored region is used to specify the location of each part. The colored
region size can be obtained from this image, and this size is also used for creating
feature elements. The motion of the blue region assigned to the wrist can be interpreted
as the motion of the entire hand.

We have tried to extract many kinds of information from sign language motion as
feature elements in order to maintain a high recognition level. The feature data that
identify each sign language motion is one of the crucial factors for determining
recognition performance. We obtain the following feature data from the position of
each colored region and the number of pixels, that is, the region size. The features and
their elements are summarized in Table 1.

(1) Hand trajectory, i.e. the shape of the motion
(2) Hand position
(3) Hand velocity
(4) Hand shape, i.e. relative finger location
(5) Hand direction, i.e. hand angle
(6) Hand rotation, i.e. whether from the palm to the back of the hand or vice versa.

Fig. 3. Scene of data acquisition
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Table 1. Feature elements

Features Calculation method Number of dimensions

Trajectory txi ¼ xi � �xð Þ=A
tyi ¼ yi � �yð Þ=AA ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n

Pn
i�1 xi � �xð Þ2 þ yi � �yð Þ2

� �

r

2

Position pxi ¼ xi=800

pyi ¼ yi=600

2

Velocity dxi ¼ xi � xi�1

dyi ¼ yi � yi�1

2

Shape
dji ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fxji � xi
� �2 þ fyji � yi

� �2
q

j ¼ 1; 2; 3; 4; 5

5

Direction ai ¼ a tan 2 fyji � yi; fxij � xi
� �

j is priority order of
Index finger,Middle finger,

Ring finger, Little finger, Thumb

� �

1

Rotation bi ¼ Area of wristð Þi; Area of palmð Þi
� �

2

(x, y): Wrist position (fx, fy): Finger position
i: Frame number, j: Finger number (1–5)

Fig. 4. Example of color extraction (Color figure online)
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2.4.2 Preprocessing

(1) Interpolation

The center of gravity of the wrist is obtained by detecting the blue color of the wrist
band. The position information of the hand is regarded as being equivalent to this wrist
position. However, the position information sometimes cannot be obtained due to
changes in illumination conditions resulting from movement during sign language
motion, occlusion, and so on. We encountered situations where blue could not be
extracted.

This problem is not merely a matter of the wrist but also affects the feature elements
to be calculated using hand position. Feature elements with the exception of rotation
need this information. Linear interpolation is applied when the position of the hand
cannot be obtained. An example of linear interpolation is shown in Fig. 5. The hand
position in x and y coordinates is shown in this figure. The interpolated values in each
frame were used to calculate the feature elements.

(2) Element length adjustment

Besides classification by HMM, it is necessary to equalize the number of elements
of the feature elements vector that is data input into the classifier. The time required for

Fig. 5. Example of interpolation
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each sign language motion is different. Moreover, even if it is the same word, the same
number of vector elements is not realistic from the viewpoint of individual differences
and repeatability.

The authors adjusted the number of vector elements according to the method shown
in Fig. 6. Some elements in the vector were divided into groups, and their average was
calculated to represent this group. This becomes a new data set having the same
element length. Based on the results of a preliminary examination to ascertain recog-
nition performance, the number of vector elements was set to ten.

3 Recognition Method and Experiments

3.1 Recognition Method

One of our new proposals is adding two new feature elements, namely, hand rotation
and hand direction, as described in Sect. 2.4.1. The other is to use the plural classifiers
to enhance the discrimination performance for each sign language motion. This is
based on the idea of ensemble learning [7] that classifiers work in a complementary
fashion in relation to each other since each classifier is designed based on different
classification criteria. If the results obtained by each classifier are integrated, the
classification performance is improved by compensating for deficits in individual
classifiers.

Six classifiers were selected in our proposed method. The hidden Markov model
toolkit (HTK) [12] which is based on the hidden Markov model (HMM), and support
vector machine (SVM) implementing LIBSVM [13], were used as classification tools.
In addition, the function provided in MATLAB was used for applying other classifiers.
Decision tree (DT), discriminant analysis (DA), linear classification method (LCM) and
k-NN (k nearest neighbor) method were applied by using MATLAB function “fitce-
coc” [14].

Figure 7 shows the recognition method we propose in this paper. Our proposal is to
integrate the classification results by each feature element and each classifier. The

Fig. 6. Adjustment of element length
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likelihood or probability for each sign language motion (hereinafter referred to as a
“word”) is obtained as the output of each classifier by using each feature element. We
use six classifiers and six feature elements, therefore 36 results, that is, likelihood or
probability is obtained by each classifier and feature element. The ranking is created
based on this value. Integration means that the ranking (order of the candidate answer
by classification results) is added up, and the recognition result is the word that
obtained the smallest value.

3.2 Experimental Results

Thirty-five sign language words were selected for evaluation using the proposed
method. Selected words are shown in Table 2. The learning video content in the
SmartDeaf is divided into each category based on the usage area and occasion. Nearly
100 words are included in each category. The category of “Health and Diseases” is
extremely important to hearing impaired people, therefore we selected this category. In
this category, 35 words require right-hand motions only, and all these words were
selected.

The data used for training and evaluation are shown in Table 3. The total of 3150
pieces of motion data, that is, 2100 pieces of motion data as training data and 1050
pieces as evaluation data, were used to evaluate the proposed method. There were 11
signers people, with 10 or 20 samples per signer and word. The training was carried out
by using 20 samples signed by three signers, that is, 60 samples for each word. Ten
samples from three signers were selected for evaluation. The data for training and data
for evaluation were obtained from different signers. Here, in the HMM scheme, the
appropriate number of the state and the initial parameters of models for each word were
clarified [15] before evaluation, and these values are used in this investigation.

Fig. 7. Recognition method by feature elements and classifiers
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The results are summarized in Table 4. The number indicates the success rate by
percentage. Each number in this table was derived by each feature element and clas-
sifier. The success rate by one feature element and one classifier ranged from 17.3 to
52.8% for 35 words. The bottom row is the integration results obtained by six features,
and the right-hand column shows the results obtained by six classifiers. Integration
means that the ranking (the order of candidate answer) is added up, and the recognition

Table 2. Target sign language words (35 words)

Table 3. Data for training and evaluation

Signer Words Number of samples
Training Evaluation

A #1–#35 20 -
B #1–#25 20 -
C #1–#25 20 -
D #1–#25 - 10
E #1–#25 - 10
F #1–#25 - 10
G #26–#35 20 -
H #26–#35 20 -
I #26–#35 - 10
J #26–#35 - 10
K #26–#35 - 10

Total of samples 2,100 1,050
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result is the word that obtained the smallest value. The integrated result by six feature
elements and each classier ranged from 53.6 to 73.1%, the result by six classifiers and
each feature element ranged from 33.6 to 51.8%, and the result for total integration, that
is, the result obtained by six classifiers and six feature elements was 76.2%. It was
verified that integrating each feature element contributes significantly to raising
recognition performance. A 3.1% performance enhancement was achieved, which was
the difference between the integrated result (76.2%) and the result by SVM (73.1%),
which was the best result for a single classifier.

For all classifiers, the integrated result by feature elements improved classification
performance markedly, demonstrating that this method can effectively enhance per-
formance. Although an outstanding outcome cannot be obtained by combining each
classifier compared with that of integrating feature elements, enhancement can be
brought about by integrating classifiers.

4 Discussions for Experimental Results

The confusion matrix for the integrated six elements and six classifiers is shown in
Table 5. In the case that ranking one is not unique after integration, summing up was
not conducted in making this table. Therefore, the summation value of some rows, that
is, Words 24, 25, 27 and 29 is not 30. Each word has the highest probability as a
recognition result except Words 28 and 29. Good results could not be obtained for
these words, the number of correct answers was 8 and 2 for 30 samples, that is, three
signers and 10 samples respectively.

Word 28 was mistakenly taken for Words 27 and 33. The representative scenes of
these words are shown in Fig. 8. The differences among these three words involve
small motions conducted in front of the face. The little finger is bent just in Word 27.

Word 29 was mistakenly taken for Word 32. The scenes where these words were
demonstrated are shown in Fig. 9. The difference in how these two words are signed is

Table 4. Recognition result by integration of highest ranking results

Training data A, B, C, J, K & evaluation data D, E, F, L, M, N

Feature elements Classifiers
HMM SVM DT DA LCM KNN Classifier

integrated results

Trajectory 17.3 46.4 34.2 48.5 42.8 43.5 42.7
Position 25.4 50.5 42.5 52.8 44.4 47.1 51.4
Velocity 24.0 46.8 36.6 51.7 46.1 47.0 51.8
Shape 26.8 46.2 38.4 45.5 40.4 42.0 50.6
Direction 18.8 29.4 27.6 29.9 28.1 33.3 33.6
Rotation 14.4 42.3 35.1 42.4 42.5 38.4 46.0
Element
integrated
results

53.6 73.1 70.1 72.5 70.8 71.8 76.2
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Table 5. Confusion matrix for the 35 targeted words
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only the motion speed of the fingers. Since these motions closely resemble each other,
the proposed six feature element cannot classify these words. A new feature element
seems to be necessary to discriminate these words.

If we assume that the correct answer is included in the top three rankings for the 35
words, in other words, if we include the third lowest value as a correct result, the result
as shown in Table 6 was obtained. The integrated result was raised from 76.2%, shown
in Table 5, to 94.1%. This result demonstrates that each recognition result by each
feature element and classifier is a good one even though it cannot get the top ranking.
This value suggests that the proposed method could be used as a review tool for
assessing how well learners have mastered sign language motions.

Fig. 8. Representative shots of words where performance was poor (1)

Fig. 9. Representative shots of words where performance was poor (2)
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5 Conclusion

The enhancement of recognition performance for the motions used in sign language is
described in this paper. The main feature of the proposed method is integrating the
results of six feature elements and six classifiers in order to accurately characterize and
discriminate among the sign language motions. The six feature elements were obtained
by color extraction from colored gloves and a wrist band. The elements of trajectory,
position, and velocity are obtained from the center of gravity of the blue regions of the
wrist band. New feature elements were added, and the hand direction was obtained
from the angle between each fingertip and the wrist. The hand rotation is calculated
from the region size of wrist and palm. Each element is applied to six classifiers to
discriminate each motion. The integrated result of six feature elements and six clas-
sifiers was 76.2%. In the current investigation, the classification limitation was that six
feature elements cannot express the difference in the motions of groups 27, 28 and 33
and groups 29 and 32. However, if we take the top three rankings as a correct result, the
integrated success rate for 35 words was increased to 94.2%. This value suggests that
the proposed method is a feasible review tool for learners to validate the accuracy of
their sign language movements. However, there were four words for which the success
rates were approximately 30% or less. The low performance for these words must be
resolved if overall performance is to be improved.
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