l‘)

Check for
updates

Estimating Speaker’s Engagement
from Non-verbal Features
Based on an Active Listening Corpus

(=) 1

Lei Zhang', Hung-Hsuan Huang™ 2™ and Kazuhiro Kuwabara
! College of Information Science and Engineering,
Ritsumeikan University, Kusatsu, Japan
hhhuang@acm.org
2 Center for Advanced Intelligence Project, RIKEN, Kyoto, Japan

Abstract. The elderly who live alone are increasing rapidly in these
years. For their mental health, maintaining their social life with others
is reported useful. Our project aims to develop a listener agent who can
engage active listening dialog with the elderly users. Active listening is
a communication technique that the listener listens to the speaker care-
fully and attentively. The listener also ask questions for confirming or
showing his/her concern about what the speaker said. For this task, it
is essential for the agent to evaluate the user’s engagement level (or the
attitude) in the conversation. In this paper, we explored an automatic
estimation method based on empirical results. An active listening con-
versation experiment with human-human participants was conducted for
corpus collection. The speakers’ engagement attitude in the corpus was
subjectively evaluated by human evaluators. Support vector regression
models dedicated to the periods when the speaker is speaking, the listener
is speaking, and no one is speaking are built with non-verbal features
extracted from facial expressions, head movements, prosody and speech
turns. The resulted accuracy was not high but showed the potential of
the proposed method.
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1 Introduction

The population of elderly people is growing rapidly in developed countries. If
they do not maintain social life with others, they may feel loneliness and anxiety.
For their mental health, it is reported effective to keep their social relationship
with others, for example, the conversation with their caregivers or other elderly
people. There are already some non-profit organizations recruiting volunteers for
engaging “active listening” with the elderly. Active listening is a communication
technique that the listener listens to the speaker carefully and attentively. The
listener also ask questions for confirming or showing his/her concern about what
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the speaker said. This kind of support helps to make the elderly feel cared
and to relieve their anxiety and loneliness. However, due to the lack of the
number of volunteers comparing to that of the elderly who are living alone,
the volunteers may not be always available when they are needed. In order to
improve the results, always-available and trustable conversational partners in
sufficient number are demanded.

The ultimate goal of this study is the development of a computer graphics
animated virtual listener who can engage active listening to serve elderly users at
a level close to human listeners. In order to conduct successful active listening, it
is considered essential for the listener to establish the rapport from the speaker
(elderly users). Rapport is a mood which a person feels the connection and har-
mony with another person when (s)he is engaged in a pleasant relationship with
him /her, and it helps to keep long-term relationships [8,10]. In order to achieve
this, like a human listener, the virtual listener has to observe the speaker’s behav-
iors, to estimate how well the speaker is engaging the conversation [15], and then
decides how it should respond to the user.

The estimation of the level of the speaker’s engagement in the active listen-
ing conversation is therefore one of the essential functions of the active listener
agent. In the context of active listening, the level of the speaker’s engagement in
the conversation can be considered to be expressed by his/her attitude toward the
listener. The utterances of the speaker are obvious cues for the estimation of the
speaker’s engagement. However, due to the nature of active listening conversation,
the speaker may utter in arbitrary contexts, It is difficult to utilize this informa-
tion. Non-verbal behaviors are considered more general and more robust (less user-
dependent). On the other hand, benefits from the advance of sensor device tech-
nology, machine learning models from multimodal sensory information has been
proving to be effective in estimation human communication behaviors [2].

This paper reports our progress in developing the estimation model of
speaker’s engagement for active listener agents with non-verbal features based
on a multimodal corpus of active listening conversation. Since there are only
three situations in dyadic active listening, the speaker is speaking, the listener is
speaking, neither of the two participants are speaking, we developed the model
for each situation because the available features are different in each situation.
The non-verbal features include head movements, facial expressions, prosodic
information, and speech turn information.

2 Related Works

The research works on making robots and agents to be the communication part-
ners of the elderly and dementia patients have been getting popularity. One of
the methods to mitigate the progression of dementia is “coimagination” which
was proposed by Otake et al. [13]. It is a method by using pictures as the refer-
ences for the topics in group conversation. All participants who are elderly people
have equal chance to listen, to talk, to ask questions, and to answer questions. It
is reported that the elderly who participated in this activity talked and smiled
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more frequently than before. However, this method has the limitation that all
of the participants have to meet at one single place which may be difficult in
practical.

Bickmore et al. [3] proposed a companion agent to ease the anxiousness of
elderly inpatients. Huang et al. [10] developed a rapport agent which reacts to
facial expressions, backchannel feedbacks, and eye gazes of the user. The agent
is designed to show behaviors which are supposed to elicit rapport. However, it
does not try to estimate and react to the user’s internal state or “mood”. For
example, when the user looks in bad mood, showing the agent’s concern on the
user by saying “Are you OK?” like human do. The SEMAINE project [12,14]
was launched to build a Sensitive Artificial Listener (SAL). SAL is a multimodal
dialogue system with the social interaction skills needed for a sustained conversa-
tion with the user. They focused on realizing “really natural language processing
[4] 7 which aims to allow users to talk with machines as they would talk with
other people.

These works were developed base on the subject studies in the U.S. or in other
western countries where the subjects’ communication style may diverge from
that of Japanese ones [7]. In this study, we collected an active listening corpus
of Japanese subjects and analyzed Japanese style verbal/non-verbal behaviors
which potentially improve the effectiveness of a listener.

3 Active Listening Corpus

This work shares the same data corpus with our previous work [9]. The corpus
is collected in a human-human teleconferencing experiment which is conducted
to imitate the situation where a virtual listener which is displayed on a 2D
surface. The collected video data were evaluated and annotated in the aspect
of how positive the speaker’s engagement attitude by both of the participants
and a third person from an objective viewpoint. The annotated scenes are then
extracted for the development of automatic estimation method.

3.1 Experiment Setup

Due to the difficulty in recruiting elderly participants, and the experiment proce-
dure explained in the following sections may be difficult the elderly, college stu-
dents are recruited in this experiment. Furthermore, we considered the implicit
criteria in judging communication partner’s attitude to be positive or negative
should not vary largely between younger and senior generations.

Eight pairs of participants in the same gender were recruited as the experi-
ment participants. All of them were college students and native Japanese speak-
ers. The two participants of each pair were recruited with the condition that they
are close friends. This is because close friends were assumed easier to talk with
each other in the limited experiment period. In order to simulate the situation of
talking with a 2D graphical agent, the participants of each pair were separated
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into two rooms (Figs. 1 and 2) and talked with each other via Skype teleconfer-
encing software. In each session, one participant played the role of speaker, and
the other one played the role of the listener.

They were instructed to sit on a chair so that the move of their lower bodies
can be controlled within a limited range. Each room was equipped with two video
cameras. One was used for recording the participant from the front. The other
one was used for logging the Skype window which was duplicated on another
monitor. The speaker talked with the listener who was projected on a large
screen near life-size. The height of the projected image was adjusted so that the
speaker can see the listener’s eyes roughly at the level for eye contact. Natural
head movements and eye gazes shifts can be further analyzed.
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Fig.1. Setup of the room where the speaker participant was in. The listener was
projected roughly as life-size and the second monitor was used for video logging

3.2 Experiment Procedure

Speaker participant initiates the session and talks to the listener about his/her
family. The topics of the conversation were “pleasant experience with family” and
“unpleasant experience with family.” These topics were chosen because they are
common for almost everyone including the young experiment participants and
the elderly. Listener participant was instructed to try their best to be a good
active listener. That is, listen to the speaker carefully and attentively, follow the
speaker’s talk with questions or other feedbacks like nods or laugh as possible
as the participant can.

They interchanged their roles in the sessions and started to talk from the
pleasant experience at first because it should be easier to do (Tablel). The
duration of one session was set to be seven minutes because it is considered long
enough for the participants to start to talk something meaningful and keep the
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Table 1. Topic and subject assignment of each active listening session

Session | Topic Speaker | Listener
1 Pleasant experience with family A B
2 B A
3 Unpleasant experience with family | A B
4 B A

whole experiment within a reasonable time period. During the experiment, the
experimenters were outside of the two rooms without intervening the partici-
pants.
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Fig. 2. Setup of the room where the listener participant was in. The second monitor
was used for video logging

3.3 Evaluation of Speaker’s Attitude

After the experiment, four evaluators (two male college students and two female
college students) were recruited to evaluate the attitude of the participants by
annotating on the recorded video corpus. The recruitment was done in the con-
dition that the evaluators neither participated the active listening experiment,
nor have close relationship with the participants to ensure objective evaluation
results. How the attitude of the speaker is supposed to be perceived by the lis-
tener, and how he/she perceived the listener’s attitude were evaluated in 7-scale
measure from value 1 (negative) to 7 (positive). The evaluators were instructed
to evaluate the participants’s conversation base on their observation and percep-
tion on both verbal and nonverbal behaviors of them. Appropriate back-channel
feedbacks like nods, questions, silence, agreeing opinions, smiles, or laughs were
provided as positive examples in the instruction to the evaluators. In order to
prevent gender bias, the video data of each participant pair were annotated
by one male evaluator and one female evaluator. The video annotation tool,
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ELAN [11] was adopted for this purpose. In order to align the granularity and
label positions among different evaluators, they were instructed to annotate their
evaluation with the four following rules:

1. The whole time line has to be labeled without blank segments
2. Starting and ending positions of the labels should be aligned to utterance

boundaries

3. One label can extend to multiple utterances

4. The duration of one individual label is at most 10s

Figure 3 shows an example segment after the evaluation annotation. Although
the label values are discrete, the label values are immediately successive to one
another, that is, there is always a label value at any time point.
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Fig. 3. Conceptual diagram of evaluation value sampling. The horizontal axis shows

time (ms) and the vertical axis shows evaluation values

After the evaluation annotation, totally 3,644 labels were gathered from the
four evaluators. Table2 shows the number of labels in each value. From the
distribution of the data values, varieties can be observed among the evaluators.

Table 2. Number of the 1 to 7 value labels gathered from all four evaluators

Evaluator |1 |2 3 4 5 6 7
A 15139 80 | 235 | 253 | 88 |46
B 26| 50| 92 | 188 345 | 55 |23
C 37198193 |413 1276 | 78 |34
D 2254|113 |302 284 | 138 |67
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4 Automatic Estimation of Speaker’s Engagement

4.1 Estimation Target Values

In order to realize automatic estimation of speaker’s engagement attitude, there
are two issues have to be solved. The first one is when to generate estimation
results, and the second one is what should be the target value of the estimation.
For a virtual listener agent to function properly, it has to show its behaviors to
react to speaker’s behaviors in reasonably short intervals to allow the speaker to
feel that it is responsive and life-like. The period of one utterance which is usually
within several seconds serves to be a candidate. In a dyadic conversation, there
are three possible situations regarding to utterances, the speaker is speaking, the
listener is speaking, and no one is speaking. Since the available information are
not equal in these situations, they are estimated by dedicated models that we call
speaker, listener, and silences, respectively. The estimated speaker’s engagement
attitude are generated at the end of each period by the corresponding model.

During the evaluation process, the measurement was subjective. A particular
value of the annotation may mean different degree of engagement of the speaker
to individual evaluators. In order to sum up the results from different evaluators,
the elimination of the bias caused by the evaluators is required. The label values
are then standardized with Z score regarding to individual evaluators. Table 3
shows these normalized label values. From the observation on the table, the
average (Z score: 0) of the evaluators can be found to tend to be higher than the
middle value (4) of the 1 to 7 scale except evaluator C.

Table 3. Z score normalized label values of each evaluator

Evaluator | 1 2 3 4 5 6 7

A —0.781| —0.562 | —0.343 | —0.124 | 0.096 | 0.315 0.534
B —0.802 | —0.603 | —0.405 | —0.207 | —0.009 | 0.190 | 0.388
C —0.750 | —0.499 | —0.249 1 0.002 |0.252 |0.503|0.753
D —0.772 | —0.544 | —0.316 | —0.089 | 0.140 | 0.367 | 0.595

The original annotation contained only the integer values between 1 and 7.
After the Z score transformation, the label values were transformed to various
real number values roughly ranging from —0.8 to 0.8. Target values of automatic
estimation are then set to be the average values of the two evaluators annotation
label values. Since the label boundaries are not aligned to the time periods of
automatic estimation, label values are weighted regarding to time intervals. The
data of 13 participants (nine were male and four were female, 26 experiment
sessions) were used for the model training. Table4 shows the distribution of
the target values of automatic estimation for each model. They are used in the
machine learning phase, one individual period is used as one instance for training
or validation.
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Table 4. Distribution of the data sets used in the training of speaker, listener, silence
models

Instances | Num per session | Max | Min Average | Stdev
Speaker | 3,099 119.2 0.844 | —0.775| —0.020 |0.226
Listener | 524 20.2 0.662 | —0.737| —0.013 |0.213
Silence | 3,648 140.3 0.844 | —0.775| —0.019 |0.226

4.2 Feature Sets

The speaker’s behaviors during the duration of individual label were considered
to affect the judgement of the evaluators and were used as the cues for the esti-
mation of the speaker’s attitude (or the level of engagement in the conversation
with the listener). All behaviors including verbal ones and nonverbal ones of
the speaker may affect the evaluators’ perception. Regarding to the evaluation
of active listening conversation, we selected the low-level communicational facial
expressions, head movements, prosody and speech turn for the estimation. These
features were selected base on the following hypotheses. Smiles may imply that
the speaker is in his/her pleasant mood. Nods may imply that the speaker agrees
to what the listener is talking about or shows his/her willing to listen to the lis-
tener. The speaking frequency of the speaker may imply his/her willing to talk
with the listener. Prosodic information in the voice of speakers is also considered
to propagate the emotional state of the speaker. The followings are the list of
all 98 features used in the estimation.

— Facial expression (F): features related to facial expressions. Most features are
extracted with face recognition software tool, visage|SDK! at 30 fps. Action
units of facial expressions are extracted according to CANDIDE model [1]
which is designed for face tracking rather than well-known FACS [5] in psy-
chology field (59 features).

e Average intensity of the following action units in current estimation
period: nose winker, jaw push z/x, jaw drop, upper lip raiser, lip stretcher
left /right, lip corner depressor, left/right outer brow raiser, left/right
inner brow raiser, left/right brow lowerer, left/right eye closed, rotate
eyes left, rotate eyes down, and lower lip x push

e Intensity values of the same action unit set immediately before the esti-
mation (average of the frames in last 10 ms)

e average intensity of the same action unit set up to now

e number of smiles per second in the current estimation period (hand
labeled)

e number of laughs per second in the current estimation period (hand
labeled)

— Head movements (H): features related to head movements. Most features
extracted with visage|SDK at 30 fps (19 features).

! http://visagetechnologies.com /products-and-services/visagesdk/.


http://visagetechnologies.com/products-and-services/visagesdk/

338

L. Zhang et al.

e Average three-dimension head position (z, y, z) of current utterance
e Average three-axis head rotation (roll, pitch, yaw) of current utterance
e Three-dimension head position immediately before the estimation (aver-

age of the frames in last 10 ms)

Three-axis head rotation immediately before the estimation (average of
the frames in last 10 ms)

Average three-dimension head position up to now

Average three-axis head rotation up to now

Number of nods per second during current utterance (hand labeled)

— Prosody (P): the prosodic information when the speaker-role participant is
speaking. Praat? was used to compute the following prosodic features of the
the current utterances. Since the raw values can have a large diversity among
the speakers, relative values are used here (11 features).

Ratio of average pitch/intensity of current utterance comparing to the
average pitch up to now

Maximum pitch/intensity of current utterance comparing to the average
of current utterance

Maximum pitch/intensity of current utterance comparing to the average
of all utterances up to now

Minimum pitch/intensity of current utterance comparing to the average
of current utterance

Minimum pitch/intensity of current utterance comparing to the average
of all utterances up to now

Speech rate of current utterance

— Speech turn (T): the features related to speech turns (nine features).

Ratio of the time period when no one was speaking (silent) regarding to
the total session time up to now

Average number of silent periods regarding to the total session time up to
now

e Average duration of silent periods up to now
e Ratio of the time period when the speaker was speaking (speaking)

regarding to the total session time up to now

Average number of speaker’s speaking periods regarding to the total ses-
sion time up to now

Average duration of speaking periods

Duration of speaker’s last utterance

Speaker of last utterance preceding this one

Three-gram pattern of the speaker of last three utterances

4.3 Support Vector Regression Models

Support vector regression models are trained for the three periods, speaker is
speaking (speaker model), listener is speaking (listener model), neither speaker
nor listener is speaking (silence model). The SMO Regression implementation

2 http://www.fon.hum.uva.nl/praat,.
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of Weka [6] toolkit is used in data mining experiments. All four feature sets
are used in training speaker model while prosody feature set was absent in the
training of listener and silence models. PUK kernel [16] was adopted because it
achieves best results in the experiments based on our data corpus. The complex-
ity parameter were explored from one to 10 (10 steps) and the combinations of
normalization/standardization were explored to find optimal results. Correlation
and R? (coefficient of determination) are used as the metrics in evaluation model
performance. From the definitions, correlation is computed with equal weights
regardless of data values while the errors at extreme values has larger impacts
in the computation of R2.

Figures4 and 5 show the 10-fold cross validation results of each estimation
model regarding to all combinations of feature sets. Training parameters are
aligned to the values which achieve highest correlation with full feature set of
each model (TPFH for speaker and TFH for listener/silence models). The order
of the performance of the three models is silence, speaker, and listener. The fact
that silence model performed best in spite of less available features may imply
the influence of verbal information in the judgement of speaker’s engagement
in speaker and listener models. Generally but not always, better performance is
achieved with more feature sets. Speaker model has best performance (correla-
tion: 0.55, R?: 0.35) with feature set TFH, listener model has best performance
(correlation: 0.41, R?: 0.18) with feature set H, silence model has best perfor-
mance (correlation: 0.59, R?: 0.39) with feature set FH. Facial expression features
and head movement features have larger impact on the results while the prosodic
information is least effective.
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Fig. 4. Correlation results of the estimation models, speaker, listener, silence regarding
to feature sets
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Fig. 5. R? results of the estimation models, speaker, listener, silence regarding to fea-
ture sets

5 Conclusion

In order to realize an active listener agent for the elderly, the ability for the agent
to evaluate the engagement level in the conversation is essential. In this work,
we conducted an active listening conversation experiment with human partic-
ipants. The speakers’ attitude was subjectively annotated into seven levels by
human evaluators. In order to combine the results from all participants and eval-
uators, the label value stream was standardized to Z-score values regarding to
the evaluators. Nonverbal features including facial expressions, head movements,
prosody and speech turns are then used to train support vector regression models
to estimate speaker’s engagement attitude in three situations, the speaker him-
self/herself is speaking, the listener is speaking, no one is speaking. The results
are not high yet but showed the potential to solve this estimation task with
non-verbal multimodal features.

In the future, at first we would like to increase the corpus size with additional
experiments to obtain more stable results. Other features like postures and ges-
tures can be explored to improve the performance of the models. The behaviors
of the elderly can be quite different to young peoples, we would like to collect the
data corpus with older participants and see whether the features can perform
well enough. When the technology becomes matured, we will incorporate this
function to a fully working listener agent and evaluate it with the elderly for
long period.
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