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Abstract. Robot Assisted Training (RAT) systems have been success-
fully deployed to provide assistance during a training task, promoting
an efficient interaction with the user. Personalization can improve the
efficiency of the interaction and thus enhance the effects of the training
session. Personalization can be achieved through user skill assessment in
order to choose an appropriate robot behavior that matches user abilities
and needs. Graphical User Interfaces have been used to enable human
supervisors to control robots and guide the interaction in RAT-based
systems. This work focuses on how such interfaces can be used to enable
human supervisor users (e.g., therapists) to assess user skills during a
robot-based cognitive task. In this study, we investigate how different
visualization features affect decision making and efficiency, towards the
design of an intelligent and informative interface.
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1 Introduction and Problem Motivation

Robot-Assisted Training (RAT) is an HRI research area that studies how robots
can be used to assist users during a training task. Research in Socially Assis-
tive Robotics (SAR) focuses on how social interaction can assist users for vari-
ous applications, including educational assistants, exercise coaches and training
instructors [6]. The main goal of such a system is to provide a personalized
session that matches user abilities and needs. Based on the famous Bloom’s
2 sigma problem [1], one-to-one tutoring presents better learning effects than
group (conventional) tutoring. However, personalization is a complex computa-
tional problem of (1) assessing user’s abilities and skills and (2) leveraging this
information to adjust system behavior and match the user’s profile [2].

User skill assessment is essential in order to achieve a personalized training
session. However, assessing the skills of a new individual is not straightforward,
c© Springer International Publishing AG, part of Springer Nature 2018
P. Zaphiris and A. Ioannou (Eds.): LCT 2018, LNCS 10925, pp. 88–98, 2018.
https://doi.org/10.1007/978-3-319-91152-6_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91152-6_7&domain=pdf


User Skill Assessment Using Informative Interfaces for Personalized RAT 89

since such agents often require a huge amount of interaction data in order to
build a representative model of user skills. Human experts have the ability to
assess users in an intuitive way, by identifying the specific skills that need to
be assessed. SAR-based systems can support the participation of a secondary
user (e.g., supervisor, teacher, therapist), who can monitor and support the
interaction between the assistive robot and the primary user, through graphical
user interfaces [11].

We investigate how graphical user interfaces can be exploited to enhance
the decision making of secondary users, considering user skill assessment. It has
been shown that informative interfaces, i.e. interfaces that visualize task-related
information, can increase user involvement and thereby improve system’s per-
formance [10]. On the other hand, human input can be leveraged and allow the
system to learn from human guidance and act in a progressively autonomous
manner, decreasing expert’s workload [13]. Our work moves towards the design
of an intelligent and informative interface which allows a human supervisor to
monitor and control a SAR-based cognitive training session. The purpose is
twofold; (1) to investigate which interface features (e.g., visualization, trans-
parency, etc.) enhance human decision making and improve system performance
and (2) to leverage human input (GUI) and enable the robot learn from human
input models. In this study, we investigate how visualization affects decision
making and efficiency, in a user skill assessment task.

2 Related Work and Background

In the context of RAT systems, graphical user interfaces can be used for both
monitoring and control purposes. An informative interface can visualize essential
information, i.e., task progress, user performance, task difficulty, and others.
This information can be very useful as it can enhance human decision making.
Such interfaces can be also used as Wizard-of-Oz interfaces to control robot’s
behavior during the interaction. The Wizard-of-Oz robot control methodology
provides an appropriate approach for human supervisors to control and guide the
interaction between the robot and the primary user. This methodology can be
utilized towards designing autonomous HRI systems [12]. Recent work suggests
that such wizarded robots can be learning agents and learn online from human
input [13]. The authors presented a user study where participants were asked
to control a robot during a simulated RAT session. Their findings support that
learning interfaces can reduce human workload and improve system performance
over time and can facilitate robot personalization.

Personalization is essential in RAT systems, since it can increase user compli-
ance and enhance training effects. In a human-robot tutoring scenario, a robot
tutor has been proposed to assist users in logic puzzle solving (nanogram) [9].
The robot tutor learns a user skill assessment model, using a Bayesian Network,
and uses it to select the most appropriate next lesson that suits individual’s
skills. Another approach for the same task is a Reinforcement Learning (RL)
approach [7]. In this approach, the robotic tutor learns a user model during the
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interaction which assesses whether the user is experiencing difficulties in the task.
Based on this, the robot decides whether it will perform a supportive behavior
or not. An RL-based personalization module learns which specific supportive
behavior (tangible, esteem, emotional support) can maximize user performance.
In another application area, dynamic user modeling has been proposed to assess
the level of expertise in a dialogue-based instruction scenario in order to adjust
the system’s referring expression [8]. The dialogue system uses a dynamic user
model to update its knowledge about user’s expertise in a given topic.

These works indicate the importance of learning a representative user model
that assesses user skills to enhance user’s performance, in the context of a train-
ing task. Moreover, human guidance can be integrated to the system through
graphical user interfaces to control robot behavior, while the robot can learn
from human input. Towards this direction, we present our approach on how
informative interfaces can be used as both monitoring and control interfaces
during a robot-based cognitive task. In the next section, we present our pro-
posed SAR-based system architecture and the cognitive task.

3 System Architecture

We illustrate our proposed personalization framework with a SAR-based system
for cognitive training [14]. This framework integrates different types of human
feedback (primary user, human supervisor) to achieve personalization. As a use
case, we present the Sequence Learning task, a cognitive task related to working
memory and the ability of sequencing.

During the task, users need to remember and repeat a spoken sequence of
letters (A, B, C) for different sequence lengths L = [3, 5, 7, 9]. The system
monitors user’s performance and adjusts the difficulty in order to maximize the
effects of the cognitive training session. We deploy the NAO robot as a socially
assistive robot that monitors both behavioral (task performance) and physiolog-
ical (EEG) data and instructs the user towards a personalized cognitive training
session. Moreover, a human supervisor can monitor and guide the interaction
through an interface.

Briefly, the system has two modes: (a) assessment and (b) training mode.
During the assessment mode, the goal of the system is to create a representative
user model that depicts user skills on the task, during the early interaction steps.
Under the training policy, the system leverages this assessment model to provide
a personalized session, taking into consideration learned policies from previous
interactions. In previous work, we have focused on how Reinforcement Learning
can be used to learn personalized training policies for different users, considering
task performance and engagement [14]. The outcome of this ongoing work is a
set of user models and their corresponding personalized training policies, which
can be utilized for real-time personalization (Fig. 1).
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Fig. 1. The proposed system for personalized Robot Assisted Training. The system
has two main modes: assessment and training mode. The GUI acts as both monitoring
and control interface. Reinforcement Learning enables the system to learn from human-
generated feedback (i.e., GUI input, EEG data, task performance)

4 Methodology and Approach

This work focuses on the assessment phase of our proposed SAR-based system.
More specifically, our goal is to develop an intelligent and informative interface
that allows a human supervisor to monitor and guide the assessment phase of
the system, as the robot interacts with a new user. In order to constrain our
experimental setup, a user simulation model was used to stand in for a real
human player. To this end, we follow a data-driven approach to build a set of
simulation user models that capture different skills in the sequence learning task.

4.1 Data Collection for User Modeling

For the data collection procedure, we recruited 57 CSE undergraduate and grad-
uate students to complete a session of the sequence learning task under different
difficulty levels. After the data collection, each user was represented with an
array UMuser = [P1, P2, P3, P4], where Pi = P (success|level = i), for level i ∈
[1, 4]. These arrays were then projected in a 2D visualization, using multidimen-
sional scaling (MDS). K-Means clustering was applied to the projected data, to
cluster users by their performance on the task. The 2D visualization and the
cluster means (performance) are shown in Fig. 2.

Based on the clustering, we built three user simulation models that cap-
ture different performance skills. For each cluster, the performance model
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Fig. 2. Left: User clustering using multidimensional scaling and K-means. Right: clus-
ter means as success probabilities at each level.

estimates P (success|level, previous result), the probability of success given
the current level and the previous result. More specifically, for each cluster,
we apply Maximum Likelihood Estimation (MLE), to learn the probabilities
P (success|level, previous result) on our observed data [5]. In order to deal with
unobserved states, we deployed a neural network with softmax output, as a
regressor, which estimates success probability for all levels and previous results.
These different models capture different user skills considering performance in
different difficulty levels.

4.2 User Study

In the user study, 30 participants (undergraduate/graduate students) were asked
to monitor and guide the NAO robot using an interface during the assessment
phase of the sequence learning task. The participants are 24 males and 6 females
with an age range between 20 and 34 years old. Most of the participants had no
prior interaction experience with a SAR; only 6 participants have reported such
an experience. In order to provide the participants with a realistic environment,
the study administrators acted as the primary users. Participants were under the
impression that the primary users actually performed the task, while they actu-
ally interacted with a user simulation model. During the task, the participant
selects a difficulty level using the GUI, the “fake” user presses the buttons (the
participant can not observe which buttons), and the GUI visualizes the outcome
(success, failure), based on the underlying user model. The goal is to assist par-
ticipants to accurately estimate the behavior of the underlying user model. Each
participant controls three short assessment sessions (9 turns/session), each one
with a different interface, following the protocol shown in Fig. 3. At the begin-
ning of the experiment, the participant was provided with a detailed description
of the study and the goal of the assessment session. After the introduction, the
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participant performed three assessment sessions, each one under a different con-
dition. There are three conditions: (1) control-only, (2) history-based monitoring
and (3) model-based monitoring, one for each interface, as we show in Fig. 4. The
order of the conditions is predefined for each experiment, to ensure a uniform
sampling of all possible sequences of conditions. To remove any bias effect, for
each session a different “fake” user (underlying user model) performed the task.

Fig. 3. Experimental Protocol

For the control-only condition, the interface includes only the buttons that
control the next difficulty level. The outcome (success/failure) is provided in
written at the end of each turn. The history-based monitoring interface provides
a visualization of the task history, considering previous outcomes and levels
played. More specifically, the interface visualizes a plot where the x-axis is the
number of turns and the y-axis is the score s ∈ [−4, 4], defined as s = outcome ∗
level, where outcome = [−1, 1] and level = [1, 2, 3, 4]. The model-based interface
visualizes an estimation of the performance model P (success|level), where the
x-axis represents the difficulty level and the y-axis the probability (frequency)
of success at each level, updated after each turn. At each interaction step, the
system uses human input (selected level) and the previous result to estimate
P (success|level, previous result), based on which it returns success or failure.
While the “fake” user pretends to repeat the sequence by pushing the buttons,
the visualized outcome is estimated based on the model. During the interaction,
we record turn number, reaction time, human input (selected level), and model
outcome.

After each assessment session, the participant is asked to complete a session
survey (Fig. 5) that reports the session ID, an estimation of the user success rate
at each level, if it was easy to judge the user’s performance using the recent
GUI and if the number if turns was enough. The session ID was provided to
the participants without an explanation, and it is basically an indication of the
condition and the user model, which were assigned to users in different orders
to avoid the order effect. In the last session survey, the participant is also asked
about their most enjoyed interface, which interface helped them the most to
assess the users’ performance, their overall evaluation of the experiment and if
they had any comments.

4.3 Experimental Results

This section discusses both the survey results and the data recorded while par-
ticipants using the three interfaces. The majority of the participants reported
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Fig. 4. The participant interacts with three different interfaces during a simulated
robot assisted training assessment session. The (a) control-only interface does not have
any monitoring features. The (b) history-based GUI provides a history of task perfor-
mance over past levels, while (c) the model-based interface provides a visualization of
the performance model as a set of success probabilities at each level.

in the surveys that the history-based monitoring was the most enjoyable and
effective interface, followed by the model-based monitoring and the control-only
monitoring, respectively (see Fig. 6). Out of the 30 participants, 29 participants
reported that it was Easy or OK to judge the user’s performance using the
history-based interface, compared to 21 and 28 participants on the usage of the
control-only and model-based interfaces, respectively. Also, more than half of the
participants agreed that the 9-turns were enough to judge user’s performance
using the different interfaces, with one of the participants commenting that the
number of turns should allow them to assign an equal number of difficulty levels
(i.e. the number of turns should be based on multiples of 4).

We compare the user survey reports to the underlying user model estimates
(user model performance) and to what these estimates are based on the actual
interaction (actual performance). Figure 7 shows that the mean squared error
(MSE) of the performance evaluation between the survey and user models is
large, which is expected as the underlying user models do not necessarily fully
represent the actual performance of the user models (since it depends on user’s
input). The actual user models performance depends on both the underlying
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Fig. 5. The participant completes this session survey after each session.

Fig. 6. Participants’ feedback on the enjoyability and the effectiveness of the three
interfaces.

user model and the difficulty levels selected by the participants. For instance, if
the participant selects level 4 once and the user model reports Failure, then the
actual performance is 0% even though the pre-calculated performance is 5%. The
MSE between the survey data and actual data is much less, and it shows that the
quality of participants evaluation is ranked the highest using the model-based
GUI, followed by the history-based GUI and the control-only GUI, respectively.
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Fig. 7. The mean squared errors between the survey data and both the actual data
and the pre-calculated user models

5 Discussion and Future Work

In this paper, we presented a personalization framework for a SAR-based cogni-
tive training task, on how supervisor users can guide the assessment phase using
an informative interface. For our experimental protocol, we developed a set of
simulated user models that capture task performance over different difficulty
levels of the sequence learning task. For our user study, participants were asked
to use three different interfaces in order to guide the assessment phase and to
use surveys to report on how the (simulated) users performed. Our results indi-
cate that the participants preferred the interfaces in the following order: history-
based GUI, model-based GUI and control-only GUI, respectively. However, their
evaluation quality is the higher using model-based GUI, history-based GUI and
control-only GUI, respectively. With that in mind, the control-only GUI was
the least preferred monitoring interface and resulted in worst evaluation quality.
Based on the results, we can argue that both user’s history and a model-based
visualization are important features for our proposed interface.

The long-term goal of this research is to develop an intelligent and informa-
tive interface to: (1) provide human supervisors with an intuitive and efficient
visualization of user skills to enhance their decision making and (2) leverage
human input to enable the robot to dynamically learn human-like policies and
act autonomously (interactive learning). Considering visualization, we investi-
gate different underlying user modeling approaches in order to provide the user
with a more informative and intuitive visualization [9]. Since transparency is
essential in building an effective interaction between the user and the interface,
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we investigate additional metrics, such as model uncertainty, that can provide a
better understanding to the supervisor [3,10].

In order to enable the robot leverage human input, we will follow our pro-
posed framework for learning from guidance [14], where human input can be
used to modify an RL-based policy and enable the robot act in a progressively
autonomous manner. Additionally, Active Learning methods [4] can be used to
learn, based on state information, when the therapist should intervene, minimiz-
ing the expert’s workload as the system learns.
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