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Abstract. Users of safety-critical systems often need to make risky deci-
sions in real-time. However, current system designs do not sufficiently
take users’ emotions into account. This lack of consideration may nega-
tively influence a user’s decision-making and undermine the effectiveness
of such a “human-computer collaboration.” In a two-way, 2 (role: oper-
ator/system administrator) × 3 (risk level: high/medium/low) factorial
study, we investigated the intensity of 44 emotions anticipated by 296
Mechanical Turk users who imagined being the (1) operator or (2) admin-
istrator of a drone system identifying (a) enemies on a battlefield, (b)
illegal immigrants or (c) whale pods. Results indicated that risk level had
a significant main effect on ratings of negative individualistic and nega-
tive prosocial emotions. Participants assigned to the high risk scenario
anticipated more intense negative individualistic (e.g., nervous) and neg-
ative prosocial (e.g., resentful, lonely) emotions and less intense positive
(e.g., happy, proud) emotions than participants assigned to the medium
and low risk scenarios. We discuss the implications of our findings for
the design of safety-critical systems.
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1 Introduction

Drone systems are increasingly being used for various purposes such as border
patrol, battlefield monitoring, target tracking, and recreational activities. These
systems can malfunction due to environmental factors, communication errors, or
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hardware and software failures, all of which may cause users to experience strong
negative emotions (e.g., anger, anxiety, frustration, regret). Although there is a
growing body of research showing that emotions strongly influence decision-
making under risk and uncertainty [1–3], current safety-critical system designs
do not consider users’ emotions. This is likely to undermine effective decision-
making, as strong emotions (e.g., regret, suspicion) can alter users’ cognitive
process [4].

While the role of emotion was long thought to be disruptive and contrary to
models of decision-making, it is now understood that considering only the ratio-
nal and cognitive is incomplete [5,6]. For instance, prior work in communication
theory and psychology suggests that risky situations involve complex strong
emotions (e.g., fear, suspicion, excitement) and that, if forewarned about what
emotions to expect (i.e., emotional education), people are less surprised by their
emotions [1,4,7]. This can allow for mindful processing of risks (e.g., emotional
inoculation) [6]. Because of the risks faced by safety-critical system users, we
argue that “emotional inoculation” is widely applicable to safety-critical human-
computer interaction, and should be explicitly considered while designing user
interfaces. A system that communicates about emotions can improve decision-
making by allowing users to process the strong negative and positive emotions
that arise in their safety-critical tasks. Before designing such systems, it is impor-
tant to identify the relevant emotions.

As a first step towards this goal, we investigated the effect of risk level and
role on users’ anticipated emotions in a two-way, 2 (role: operator/system admin-
istrator) × 3 (risk level: high/medium/low) factorial experiment. We recruited
296 participants on Amazon’s Mechanical Turk platform and provided them
with a written description of one of six hypothetical scenarios where they were
asked to imagine themselves as a drone operator or system administrator in a
high, medium, or low risk scenario. Participants rated the anticipated intensity
of 44 emotions in their scenario. Our findings show that risk level had a sig-
nificant main effect on negative individualistic emotions and negative prosocial
emotions. Participants in the high risk scenario expected more negative individu-
alistic (e.g., nervous), more negative prosocial (e.g., resentful, lonely) and fewer
positive (e.g., happy) emotions than participants in the medium and low risk
scenarios. Insights gained in this study can enhance our understanding of the
emotional aspects of decision-making in safety-critical human-computer interac-
tion. The details of our study are presented in the following sections.

2 Background

2.1 Emotions in Decision-Making

Decision-making is the process of selecting a preferred option or course of action
among a number of choices [8]. For a considerable time, decision-making was
regarded by researchers as a predominantly cognitive process. According to util-
ity theory, decision-makers evaluate the potential consequences of their options
and choose the one they believe will yield the most beneficial result (i.e., the
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“utility-maximizing” alternative) [9]. Research on decision-making in the last
couple of decades has shown that this view is incomplete. There is now a signif-
icant amount of psychological research demonstrating that emotions influence
decision-making in various ways [4,7].

In a review of these works, Loewenstein and Lerner [4] note two different
ways in which emotions enter into a decision: (1) expected emotions and (2)
immediate emotions. Expected emotions are those that a decision-maker thinks
they will experience as a consequence of some decision. Considered alongside the
utility model, the decision-maker will evaluate the consequences of their options
and choose that which they expect to maximize positive emotions and minimize
negative emotions. Immediate emotions are those experienced at the time of
decision-making.

Prior work suggests that immediate emotions and expected emotions are
interconnected: immediate emotions can impact expectations about future emo-
tions, while expected emotions that are anticipated by a decision-maker can
influence their current emotional state [4]. For instance, studies have shown that
if a decision-maker is presently experiencing positive emotions, his or her eval-
uation of certain options is likely to be more positive, while those experiencing
negative emotions are likely to make more negative evaluations [10,11]. This
is exemplified by a “hot/cold empathy gap,” in which individuals in a “hot”
emotional state (e.g., angry) have been observed to poorly predict their feelings
or behavior when in a “cold” state (e.g., not angry) [12]. Additionally, find-
ings that positive emotions broaden attentional focus while negative emotions
narrow it [13,14] suggest that the valence and nature of an individual’s imme-
diate emotions influence their cognitive processing. These dynamics have clear
implications for decision-making.

In situations involving risk and uncertainty, not only is there a potential
increase in cognitive workload, but the effects of the decision-maker’s emotions
become more pronounced [1,3]. The “risk as feelings hypothesis” explores this
notion to explain behavioral responses that differ from what individuals cog-
nitively view as the best course of action. While moderately intense emotions
tend to play an “advisory role,” and their influence on an individual’s judgment
can often be limited [4,15], strong emotions generally exert more control over
behavior. The “risk as feelings hypothesis” lends this to the role of “anticipa-
tory” emotions such as fear, worry, and anxiety as inputs in the decision-making
process. Specifically, there are a different set of determinants for cognitive evalu-
ations of risk and emotional reactions to risks. While the former is influenced by
factors such as outcome probability and severity, emotions are influenced more so
by the vividness of imagined consequences or experience with certain outcomes.
For instance, feelings about risk have been found to be insensitive to changes in
probability, contrary to cognitive evaluations of risk [1].

Use of safety-critical systems is a high-risk, decision-making context where
both moderate, advisory emotions and stronger emotions are likely to be at play.
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2.2 Emotions in Human-Computer Interaction

Safety-critical system users such as drone operators and air traffic controllers
often need to make decisions under uncertainty and time pressure. As wrong
decisions may lead to serious consequences for people, property and the envi-
ronment [16], users of such systems are likely to experience strong anticipatory
emotions. Likewise, although the probability of the computer system failing is
likely to be low, the potential negative consequences can be emotionally salient.
Therefore, it is important to understand what specific emotions may be experi-
enced by users.

Interaction with computers is often portrayed as a purely cognitive endeavor,
given that the machines literally operate based on logic. However, recent research
highlights the importance of emotional considerations in human computer inter-
action, wherein a computer that can recognize human emotion can appropriately
respond its user’s emotions, thus improving the user experience and outcomes
of the interaction [17–20]. In one application, Jones and Jonsson [21] proposed
an emotionally responsive car system that tracks the emotional state of a driver
based on their speech. This information is then used to modify the car’s navi-
gational voice, which can relax a tense driver or make them happier about the
current conditions. This can improve the driver’s concentration and improve
safety. This study reports promising results on the potential for emotions to be
actively and effectively leveraged in safety-critical human-computer interaction.

Recently, Buck et al. [22] presented the User Affective eXperience (UAX)
scale, measuring self-reported emotions that were anticipated in response to
pop-up software update messages. They reported 4 latent factors (positive affect,
anxiety, hostility and loneliness) which were found to be significantly different
between a pressured condition (imagining working on an urgent and stressful
task) and a relaxed condition (imagining surfing on the Web while relaxing).
Their findings suggest that considering only emotional valence is inadequate,
while distinguishing between individualist and pro-social emotions can paint a
more thorough picture of the dynamics of affect-influenced decision-making in
HCI.

It is fairly obvious that the stress associated with risky, safety-critical system
use may cause a user to experience individualistic emotions such as anger or
confusion. It is less clear for prosocial emotions, such as guilt and shame, which
are those associated with adherence to social norms and group cooperation [23].
First, these are relevant in the drone context because of the presence of other
people: system use can have direct consequences for people on the ground, while
human operators and administrators work together on tasks with the system. Yet
further, a substantial amount of research showing that humans respond socially
to computer interaction partners [24,25] suggests that prosocial emotions may
arise in the “group cooperation” between human members of the team and
the computer system itself. Whereas Freedy et al. [26] sought to define better
performance metrics for the unique “interaction of two cognitive systems” (i.e.,
the human and the computer), we argue that human emotions play an equally
important role in the dynamics of such a “collaborative mixed initiative system”.
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For example, user emotions may contribute to their “trust” in an automated
system, which has been found to influence reliance decisions [27]. Problems of
automation disuse, in which operators do not use a system when it may help,
and misuse, in which operators use a system when it is insufficient for some
task, are well cited and have been linked to poor “calibration” of trust by the
user (“undertrust” and “overtrust,” respectively) [28]. Thus, several researchers
have investigated the factors that influence a trust in automation, often varying
system reliability and measuring trust with self-reports [29]. While it has been
noted that there may be affective components of trust in addition to analogical
ones, the role of emotions in trust decisions has not been sufficiently studied.
Given that the consequences to poor trust calibration may be particularly severe
with safety-critical systems, we argue that affective trust is highly influential on
users’ decision-making.

While some research efforts have investigated the influence of emotions in
human-computer interaction (HCI), to the best of our knowledge, we are the
first to investigate the effects of risk and role on users’ anticipated emotions in
the context of safety-critical drone applications. Specifically, this study expands
upon Buck et al.’s work [22] and explores the anticipated intensity of 44 discrete
emotions across various roles and risk levels with respect to a safety-critical
drone system.

3 Methodology

3.1 Study Design

This study investigates how a safety-critical system users’ anticipated emotions
vary depending on their role and the criticality of the situation. Toward that, we
designed six hypothetical scenarios involving drone operations. Among multiple
possible safety critical technologies (e.g., smart grid, self-driving car, assisted
robots, drones), this study uses drone because they are utilized for diverse appli-
cations (e.g., purely entertainment, border patrol, war).

The experiment was a 2 (role: operator/system administrator) × 3 (risk
level: high/medium/low), between-subject factorial design where participants
were randomly assigned to one of six hypothetical scenarios. Participants were
asked to rate the anticipated intensity of 44 emotions while imagining themselves
in their “risk level” and “role.”

The two “roles” used in the study are as follows:

– System Administrator : The task involves managing a drone that is used
by someone else (e.g., operator), and making sure the system is work-
ing/operating properly.

– System Operator : The task involves making decisions with and operating
a drone that is overseen by system administrators.
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The three “risk levels” used in the study are as follows:

– High Risk : The drone was over a battlefield, and the decisions involve iden-
tifying enemy targets who may be innocent civilians.

– Medium Risk : The drone was over a border region, and the decisions involve
arresting suspected illegal immigrants who may be innocent citizens.

– Low Risk : The drone was over the ocean, and the decisions involve identi-
fying whale pods or non-interesting seals for a company.

The written descriptions of the scenarios were identical with the exception
of the roles and risk level they mentioned, and are outlined in the Appendix.
In particular, the hypothetical drone system had some operational instabilities
that could cause negative performance. This information was intended to stim-
ulate participants’ emotional responses as they imagined making decisions in a
safety-critical situation (i.e., with potentially dangerous consequences) with this
imperfect system.

3.2 Survey

We designed a survey consisting of multiple parts as follows.
First, participants were asked to answer demographic questions (e.g., age,

gender, and level of education) and report their level of computer proficiency.
They were then shown a video about drones and their various applications.
Following the video, participants were asked if they understood what drones are,
and whether they had prior experience with drones (for either fun or professional
reasons).

Subsequently, participants were randomly assigned to one of the six scenarios
and, as an attention check, were asked to provide a written explanation of how
the drone system is operated, how reliable it is, what their role and task was in
the given scenario, and the risks associated with decisions they would have to
make.

Finally, participants were asked to rate the expected intensity of 44 different
emotions on a scale ranging from 1 (the least amount of intensity) to 7 (the
greatest amount of intensity). The emotions were presented in the format “I
would feel [Emotion ]” and shown to participants in random order to avoid
biasing them. These emotions were chosen to cover the broad range of emotional
responses one could have while using a computer system [22,30,31]. The list of
the 44 emotions can be seen in Table 3 in the Appendix.

We expected participants in the high risk scenario (i.e., identifying enemies on
a battlefield) to report higher levels of negative emotions (e.g., nervous, anxious)
than those in the medium risk (i.e., identifying illegal immigrants) and low risk
(i.e., identifying whale pods) scenarios. Additionally, we expected the intensity
of negative and positive emotions to vary between operator and administrator
roles in the same scenario due to different responsibilities.

Moreover, prior work has found distinction between individualistic and pro-
social emotions in response to pop-up software update warning messages [22]. In
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our hypothetical context, the distinction between individualistic and prosocial
emotions may also be salient, given that (1) system failure could lead to negative
consequences for other people and (2) the task involves collaboration with other
people and the computer system itself. Thus, we expected to find differences in
individualistic and prosocial emotions across risk levels and roles.

3.3 Participants

We recruited participants from Amazon’s Mechanical Turk (MTurk) platform.
We restricted participants to those 18 or older, currently living in the United
States, having greater than 1000 approved HIT’s (Human Intelligence Tasks),
and having a HIT approval rate greater than 95%.

A total of 300 participants were recruited. We removed the responses of 4
participants who failed to properly answer the attention check question. Thus,
a total of 296 valid responses were included in our analysis. Table 1 shows the
distributions of participants among the six groups.

Table 1. 6 hypothetical scenarios: 2 roles (i.e., administrator and operator) and 3 risk
levels (i.e., high, medium and low risk). The number of participants in each group is
also shown.

Number of participants Role Risk level

Scenario-1 48 System admin High risk

Scenario-2 51 System operator

Scenario-3 49 System admin Medium risk

Scenario-4 49 System operator

Scenario-5 50 System admin Low risk

Scenario-6 49 System operator

Participants took an average of 17.7 min (Median=14.8, SD=11.6 min) to
complete the survey and were compensated with $3. The study was approved
by the University’s Institutional Review Board (IRB).

3.4 Demographics

Out of 296 participants who completed the survey, 158 (53.4%) were male. Par-
ticipants’ age ranged from 19 to 67 with an average of 33.5 years (median = 32,
std = 9.4). All but 3 participants reported English as their native language.

In terms of education level, 89.8% of participants reported having some form
of postsecondary education (e.g., college or university) while the most frequent
reported education level was a 4-year college degree 43.2% (128). The breakdown
of the other reported education levels is as follows: high school/GED (10.1%; 30),
some college (23%; 68), 2 year college (14.9%; 44), master’s degree (6.4%; 19),
and doctoral or professional degree (2.4%; 7).
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In terms of reported knowledge about computers in general, 9 (3.0%) partic-
ipants identified themselves as “beginner,” 5 (1.7%) as “novice,” 90 (30.4%) as
“competent,” 150 (50.7%) as “proficient,” and 42 (14.2%) as “expert.” Moreover,
7 (2.4%) participants reported that they did not know what drones were before
watching the video, while only one participant reported not knowing after watch-
ing the video. Overall, 39 (13.2%) participants reported having had experience
with drones for either fun or professional reasons.

To examine demographic differences among the six groups, we performed
an exploratory analysis with gender, age, level of education, knowledge about
computers, and prior experience with drones. The results of the analysis revealed
no significant differences in gender (χ2(5) = 5.79, p = 0.32), age (χ2(5) = 4.93, p
= 0.42), education (χ2(5) = 6.28, p = 0.27), reported computer expertise (χ2(5)
= 7.86, p = 0.16) or prior experience with drones (χ2(5) = 5.12, p = 0.40) across
the six groups.

Based on our analysis, we concluded that the groups recruited were similar
in terms of demographics.

4 Findings

We first performed an exploratory Principal Component Analysis (PCA) on the
ratings of the 44 anticipated emotions. This analysis allowed us to cluster the
emotions into groups (i.e., factors) and determine the characteristics of each.
Subsequently, for each factor extracted, we performed a 2-way, 2× 3 (role × risk
level) Analysis of Variance (ANOVA). The details are presented below.

4.1 Factor Analysis

To assess the appropriateness of the collected emotion data for factor analysis,
we first conducted several diagnostic tests using well-known sampling adequacy
measures. Bartlett’s test of sphericity measure is (χ2(946) = 8725.2, p < 0.0001)
and the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy is 0.934.
According to the Kaiser criterion, 0.9 and above reveals marvelous value [32],
suggesting that our data was correlated and that the variability can be explained
by common factors.

Subsequently, we conducted an exploratory PCA on the ratings of the 44
emotions and extracted 6 emotion factors based on the Kaiser criterion (i.e.,
K1 rule: retain factors if eigenvalue is greater than 1). However, as the Kaiser
criterion often leads to substantial overfactoring [33], we also performed parallel
analysis and determined the optimal coordinates. Briefly, parallel analysis cal-
culates eigenvalues based on the same sample size and number of variables using
sets of random data. Then, each ith eigenvalue obtained from the random data
is compared with the ith eigenvalue produced by the actual data. Based on this
comparison, the eigenvalue is retained if the eigenvalue expected from random
data is greater than the eigenvalue calculated by the factor analysis. The optimal
coordinate method uses linear regression to determine the coordinates where an
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eigenvalue diverges [34]. These two methods (i.e., parallel analysis and optimal
coordinates) are widely used for determining the appropriate number of factors.

As shown in Fig. 1, both parallel analysis and optimal coordinates suggest
extracting three factors for our data. Based on the aforementioned methods,
we extracted three factors. These three factors predicted a cumulative total of
55.78% of the variance where factors 1, 2 and 3 explain 29.51%, 18.97%, and
7.29% of the variance, respectively.

Fig. 1. Scree plot showing eigenvalues from the factor analysis, parallel analysis, opti-
mal coordinates, and acceleration factor.

We used Varimax (orthogonal) as the rotation method, wherein prior work
has considered items with a loading above 0.4 to be loaded on a factor [35].
Table 2 shows the rotated factor loadings of 44 emotions as well as the emotions
belonging to each factor. Nineteen emotions such as angry, nervous and dismayed
were included in Factor-1, which was labeled as “Negative individualistic” emo-
tions. Fifteen emotions such as happy, welcomed and grateful were included in
Factor-2, which was labeled as “Positive” emotions. Lastly, ten emotions such as
scornful, disdainful and resentful were included in Factor-3, which was labeled
as “Negative prosocial” emotions. These factors support those found in Buck
et al.’s work [22] in the context of software update pop-up warnings, with our
“Negative individualistic” corresponding to their “Anxious,” our “Positive” to
that of the same label, and “Negative prosocial” to the pair of factors “Lonely”
and “Hostile.”

For our three extracted factors, we also computed reliability measures using
Cronbach’s α. As shown in the second to last row of Table 2, all Cronbach’s α
values are higher than 0.7. According to McKinley et al. [36], α >0.6 indicates
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Table 2. Factor loadings of the 44 emotions from the factor analysis. The highest
factor loadings of each factor are highlighted in bold to facilitate visualization. The
reliability measures (Cronbach’s α and average inter-item correlation (IIC)) are also
shown in the last two rows.

Factor-1 Factor-2 Factor-3

Angry .775

Nervous .773

Dismayed .771

Anxious .768

Distraught .751

Ashamed .746

Down .732

Embarrassed .731

Afraid .731

Guilty .716

Sad .697

Freaked out .664

Depressed .649

Disgusted .632

Confused .592

Dazed .587

Hostile .528 .475

Isolated .514 .484

Surprised .444

Happy .776

Welcomed .769

Grateful .762

Admiring .760

Proud .758

Triumphant .758

Powerful .756

Secure .746

Trusting .744

Friendly .737

Cared-for .730

Respectful .717

Confident .681

Vigorous .672

Energetic .668

Scornful .789

Disdainful .745

Resentful .729

Dishonored .716

Contemptuous .709

Humiliated .669

Arrogant .651

Lonely .602

Insulted .493 .571

Abandoned .504 .515

Cronbach’s alpha (α) .946 .940 .886

IIC .479 .511 .525
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satisfactory internal reliability for all sub-scales. Finally, we calculated average
inter-item correlation (IIC) values. As shown in the last row of Table 2, all the
sub-scales are above 0.30, indicating “exemplary” reliability [37]. Based on our
analysis, we concluded that each of the extracted factors had high reliability.

4.2 ANOVA Analysis

As we wanted to better understand how users might feel while using the drone
system in different scenarios and roles, we performed a two-way, (2 × 3) ANOVA
for each emotion factor extracted from the factor analysis. More specifically, the
dependent variables for our three ANOVAs were negative individualistic emo-
tions (factor-1), positive emotions (factor-2), and negative prosocial emotions
(factor-3). We included risk level (high, medium, and low risk), role (system
operator and system administrator), and their interaction effects as independent
variables in each analysis. The details are presented below.

The ANOVA revealed that risk level had a significant main effect on neg-
ative individualistic emotions F (2,290) = 6.8, p = .001 and negative prosocial
emotions F (2,290) = 4.1, p = .017. Participants assigned to the high risk sce-
nario anticipated stronger negative individualistic emotions (e.g., nervous, con-
fused) and negative prosocial emotions (e.g., resentful, lonely), but weaker pos-
itive (e.g., happy, grateful) emotions than those assigned to the medium risk
and low risk scenarios. More specifically, participants in the high risk scenario
(Mean = 3.54, SD = 1.27) rated higher negative individualistic emotions than
participants in the medium scenario (Mean = 3.11, SD = 1.32) and the low risk
scenario (Mean = 2.88, SD = 1.26). A series of post-hoc pairwise comparisons
using Bonferroni correction revealed that the difference in ratings between the
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Fig. 2. Mean factor scores for the three risk levels (high risk/medium risk/low risk)
for each factor. 95% confidence intervals are also included.
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high risk and the low risk scenarios was significant (p < .001). Similarly, partic-
ipants in the high risk scenario (Mean = 2.27, SD = 1.16) rated negative proso-
cial emotions higher than participants in the medium risk scenario (Mean = 1.95,
SD = 1.04) and the low risk scenario (Mean = 1.86, SD = 0.97). A series of post-
hoc pairwise comparisons using Bonferroni correction revealed that the differ-
ence in ratings between the high risk and low risk scenarios was significant
(p < .021). Although those in the high risk scenario (Mean = 3.53, SD = 1.48)
rated lower levels of positive emotions than participants in the medium risk sce-
nario (Mean = 3.61, SD = 1.30) and low risk scenario (Mean = 3.71, SD = 1.40),
the difference in ratings among the three risk levels was not statistically signifi-
cant. The mean factor scores for the three risk levels are shown in Fig. 2.

The ANOVA also revealed that there was no significant main effect on emo-
tions due to role. The mean factor scores for the two roles (operator/system
administrator) can be seen in Fig. 3.
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2.0

1.5
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Admin
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Fig. 3. Mean factor scores for the two roles (system administrator/system operator)
for each factor. 95% confidence intervals are also included.

5 Discussion

Despite a growing body of literature demonstrating the significant role of emo-
tions in the decision-making process, we have a relatively limited understanding
of the specific emotions relevant to high risk decision-making. As safety-critical
technologies such as drones and self-driving cars become more prevalent, so will
the high-risk decisions to which their users must attend. To gain insight into the
effect of risk level and role on safety-critical system users’ emotions, we asked
participants to imagine themselves as a drone operator or system administrator
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in a high, medium, or low risk scenario. They then rated the expected intensity
of 44 emotions while imagining the scenario.

We found that participants in the high risk scenario reported higher levels
of negative individualistic emotions (e.g., angry, nervous), negative prosocial
emotions (e.g., scornful, resentful) and lower levels of positive emotions (e.g.,
happy, grateful) than participants assigned to the medium and low risk scenarios.
These differences were significant between high and low risk participants for
both negative prosocial and negative individualistic emotions. These findings
suggest that, unsurprisingly, use of safety-critical systems may involve strong
negative emotions. The notion that computers are cognitive entities, with which
interaction should be non-emotional in order to be efficient and successful, may
be particularly destructive in this context. A lack of acknowledgment by the
system may not only alter a user’s decision-making, but lead to stronger negative
emotions that impact later interaction.

Developing emotion-aware communication strategies by detecting users’ emo-
tions during system operations can reduce the potentially harmful effects of nega-
tive emotions. Specifically, teaching users to recognize their emotions (emotional
education) may enable them to act more mindfully, and help to lessen the poten-
tial negative effects of strong emotions on decision-making (emotional inocula-
tion) [6]. We argue that “emotional inoculation” is particularly applicable in the
safety-critical domain, such as our hypothetical drone system. Communicating
with users about emotions they may experience while using a system can posi-
tively contribute to both their decision-making outcomes and their perceptions
of the system. Future work should test the effectiveness of safety-critical system
interfaces that incorporate emotional inoculation via different types of messages
and in various decision-making contexts. Furthermore, “emotional inoculation”
and “emotional education” can be incorporated into training materials for safety-
critical system users (e.g., drone operators). Using virtual simulators in realistic
scenarios, such training systems could inform operators about the emotions they
might experience during certain points of system use (e.g., feeling nervous and
anxious during a time-sensitive task) and the nature of the specific emotions in
such situations (e.g., prosocial vs. individualistic, or positive vs. negative). This
can help prepare operators to regulate their reactions under time pressure and
stress while performing complex safety-critical tasks [38].

These kinds of emotional communication can help to improve a user’s trust
calibration. Prior work has found that happiness, as well as “liking” a system
influence reliance [39]. These affective aspects may help to explain changes in
trust over the course of a human-computer interaction [29,39,40]. Future work
should explore how the negative individualistic and negative prosocial emo-
tions associated with safety-critical system use factor into trust evaluations and
reliance decisions, as well as how an understanding of these emotions can be
leveraged to improve system design and trust calibration.
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We also found that, at the same risk level, the intensity of emotion factors
differed (see Figs. 2 and 3). Negative prosocial emotions had the lowest mean
intensity in all risk levels and roles, whereas positive emotions and negative
individualistic emotions generally had higher intensity. Though prosocial emo-
tions were not felt as strongly by participants, we observed that their anticipated
intensity differed between high and low risk level participants. It appears that
users are not just thinking about themselves with their use of the drone sys-
tem, but about the involvement of others. This result is in line with research
demonstrating the relevance of both individualistic and prosocial emotions in
the context of pop-up security messages [22]. In the drone context, prosocial
emotions could have been associated with (1) people on the ground who may
have been impacted by the drone, (2) other human collaborators, or (3) the
computer system itself. The latter is supported by research demonstrating social
responses to computers by human users [24]. Future work could shed light on
the specific effect that the computer itself has on user emotions by investigating
how factors of the system and its interface influence the intensity of prosocial
emotions, relative to differences in the context of system use.

Lastly, we found that for all the three factors, the interaction between risk
level and role was not significant. This indicates that participants’ emotions
were more likely to be influenced by the criticality of the situation rather than
their assigned role. It is possible that participants in operator and administrator
roles in the same scenario considered the level of risk the same, and thus the
role to which they were assigned did not make a strong contribution to their
overall feelings. Such a difference may be more pronounced in a lab setting where
participants interact directly with a system. If the user’s role on a task-oriented
team is more linked to their actions, then emotions may be impacted by their
level of responsibility for team success.

5.1 Limitations

While this study provides insights about the effects of risk and role on users’
emotions, there are several limitations in this work.

First, we used hypothetical (i.e., artificial) scenarios in which participants
rated how they would expect to feel as the operator or administrator of a drone
system. Given the lack of actual interaction with a computer system, it may
have been difficult for participants to anticipate the emotions they would expe-
rience. Moreover, this could contribute to misinterpretations of the degree of risk.
For example, some participants in the low risk condition (i.e., identifying whale
pods) may have considered the situation to be very risky, since failure could have
caused “job loss.” Nevertheless, even in this artificial scenario-based methodol-
ogy, our results revealed considerably diverse ratings of emotions depending on
the group to which participants were assigned.
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Second, we recruited participants from the MTurk platform. Although MTurk
allows for recruiting larger and more diverse populations in terms of age, educa-
tion level and ethnicity compared to samples from specific subpopulations (e.g.,
students enrolled in a psychology class) [41,42], it is hard to verify the atten-
tiveness of MTurk users. To filter out responses that demonstrated a lack of
understanding of the scenario, we included an attention check question in the
survey.

Lastly, since our study was survey-based, emotional states of participants
were measured via self-reports. Though our data provides insight into the role of
“anticipated emotions” in a risky human-computer interaction, it needs further
validation given that individuals may have difficulty predicting their emotional
states [43]. To develop a more thorough understanding of user’s emotions, future
studies should investigate the somatic components (e.g., facial expressions and
the heartbeat) [44] of “immediate emotions” in studies involving actual human
interaction with a computer system.

We believe that this work is a useful starting point for research on the role of
emotions in decision-making with safety-critical systems, which has important
implications for system interface design. We encourage future work to investigate
the specific factors that influence user emotions (e.g., risk and the nature of
consequences, organizational structure, system features) as well as the influence
that different types of emotions have on decision-making, behavior, and system
performance.

6 Conclusion

This study aimed to understand the role of emotions in decisions at various risk
levels and responsibilities with respect to a safety-critical system. Participants
were asked to rate the intensity with which they would feel 44 emotions while
imagining using a drone system in one of six hypothetical scenarios where they
were asked to imagine themselves as a drone operator or system administrator
in a high, medium, or low risk scenario. We found that participants assigned
to the high risk scenario anticipated more intense negative individualistic, neg-
ative prosocial and less intense positive emotions than participants assigned to
medium and low risk scenarios. We strongly believe that insights gained in this
work will enable researchers to develop more effective emotionally-aware com-
munication strategies for safety-critical systems.

Acknowledgments. This material is based upon work supported by the Air Force
Office of Scientific Research under award number FA9550-15-1-0490.
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Appendix

The Descriptions of the Scenarios

Through a two-way 2 (role: system operator/system administrator) × 3 (risk
level: high risk/medium risk/low risk) factorial design experiment, partici-
pants were assigned to one of the six hypothetical scenarios. Depending on
the assigned role and risk level, participants were shown one of the phrasings
separated by vertical bars (|) below. For instance, participants assigned to
the system operator role in the high risk scenario were shown (Roleopr) and
(Riskhigh), while participants assigned to the system administrator role in
the low risk scenario were shown (Roleadm) and (Risklow), and so on. The
entire written description of scenarios are outlined below.

Now, imagine that [Roleopr: there are system administrators who are] |
[Roleadm: you are the system administrator who is] responsible for:

– Making sure that the software of the system that is used to operate the
drone remotely is up-to-date.

– Making sure that the hardware of the system is up-to-date.
– Troubleshooting of the system if the performance is not acceptable.
– Performing preventative maintenance of the system.

However, despite [Roleopr: their ] | [Roleadm: your ] best effort, the system is
not perfectly reliable and the system occasionally experiences the followings
due to software bugs/hardware failures:

– The system occasionally crashes due to some unknown reasons and takes
2 min to reboot, making the system unavailable, and the timing/frequency
of the crash is unpredictable.

– The system occasionally becomes very slow (e.g., freezes for 10 s at a time)
due to unknown software/hardware bugs.

– The system occasionally drops video frames due to communication errors.
– Different hardware components of the system rarely fails (e.g., once every

6 months).

Now, imagine that [Roleopr: you are asked to use the system to make] |
[Roleadm: the drone that you are responsible for managing is going to be used
by someone else (e.g., operator) whose] decisions involve identifying:

– Riskhigh: enemy targets in a battlefield where there may be also innocent
civilians.

– Riskmed: arresting or not arresting suspected illegal immigrants who may
be innocent citizens in a border region.

– Risklow: whale pods or non-interesting seals in the ocean for a company.
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Table 3. Participants were asked to rate the expected intensity of these 44 emotions
on a scale ranging from 1 (the least amount of intensity) to 7 (the greatest amount of
intensity).

Emotions

1. I would feel TRUSTING (e.g. because the system has given an opportunity to respond)

2. I would feel HAPPY (e.g., because I am informed of actual system states)

3. I would feel CONFIDENT (e.g., because I am informed of actual system states)

4. I would feel SECURE (e.g., because I am informed of actual system states)

5. I would feel SAD (e.g., because the system is not performing as expected)

6. I would feel DEPRESSED (e.g., because the system is not performing as expected)

7. I would feel DOWN (e.g., because the system is not performing as expected)

8. I would feel AFRAID (e.g., because the system is not performing as expected)

9. I would feel NERVOUS (e.g., because the system is not performing as expected)

10. I would feel ANXIOUS (e.g., because the system is not performing as expected)

11. I would feel ANGRY (e.g., because the system is not performing as expected)

12. I would feel INSULTED (e.g., because the system is not performing as expected)

13. I would feel HOSTILE (e.g., because the system is not performing as expected)

14. I would feel SURPRISED (e.g., because one does not expect the interruption)

15. I would feel DAZED (e.g., because one does not expect the interruption)

16. I would feel CONFUSED (e.g., because one does not expect the interruption)

17. I would feel FREAKED OUT (e.g., because one does not expect the interruption)

18. I would feel DISGUSTED (e.g., because the system is not performing as expected)

19. I would feel DISMAYED (e.g., because the system is not performing as expected)

20. I would feel DISTRAUGHT (e.g., because the system is not performing as expected)

21. I would feel CARED-FOR (e.g., because I am informed of actual system states)

22. I would feel FRIENDLY (e.g., because I am informed of actual system states)

23. I would feel WELCOMED (e.g., because I am informed of actual system states)

24. I would feel POWERFUL (e.g., because I am warned and can respond)

25. I would feel ENERGETIC (e.g., because I am warned and can respond)

26. I would feel VIGOROUS (e.g., because I am warned and can respond)

27. I would feel ISOLATED (e.g., because my response may be inadequate)

28. I would feel LONELY (e.g., because my response may be inadequate)

29. I would feel ABANDONED (e.g., because my response may be inadequate)

30. I would feel PROUD (e.g., because I am warned and can respond)

31. I would feel TRIUMPHANT (e.g., because I am warned and can respond)

32. I would feel ARROGANT (e.g., because I am warned and can respond)

33. I would feel ASHAMED (e.g., because my response may be inadequate)

34. I would feel GUILTY (e.g., because my response may be inadequate)

35. I would feel EMBARRASSED (e.g., because my response may be inadequate)

36. I would feel SCORNFUL (e.g., because the system state is fine)

37. I would feel CONTEMPTUOUS (e.g., because the system state is fine)

38. I would feel DISDAINFUL (e.g., because the system state is fine)

39. I would feel HUMILIATED (e.g., because the system state is fine)

40. I would feel DISHONORED (e.g., because the system state is fine)

41. I would feel RESENTFUL (e.g., because the system state is fine)

42. I would feel GRATEFUL (e.g., because the system has given an opportunity to respond)

43. I would feel RESPECTFUL (e.g., because the system has given an opportunity to respond)

44. I would feel ADMIRING (e.g., because the system has given an opportunity to respond)
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