
Chapter 2
Do No Digital Harm: Mitigating
Technology Risks in Humanitarian
Contexts

Rahel Dette

2.1 Introduction

… which reminds us of the fact that peripheral populations are being subjected to more or
less experimental technologies.

Katja Lindskov Jacobsen, The Politics of Humanitarian Technology (2015)

In humanitarian emergencies, information communication technologies (ICTs) such
as mobile phones and web-based platforms offer powerful tools for communicating
with communities, remote needs assessments and data collection. A quickly growing
literature confirms the benefits that ICTs can offer to aid efforts with regards to
efficiency, effectiveness and accountability (Raftree and Bamberger 2014; Kalas and
Spurk 2011). These promises are especially pronounced in insecure environments,
where access constraints hinder aid actors from reaching local populations, such that
digital channels could be the only way to send and receive critical information. At the
same time, the potential consequences of implementing technology-based projects
poorly or overseeing unintended consequences can be detrimental and sometimes
lethal.

Recognizing the challenges and risks with technologies can help avoid pitfalls and
unintended digital harm. ICTs are known to introduce complications in a number of
ways: Digital tools themselves alter the interaction between aid staff and recipients,
which can add to and exacerbate crises or conflict dynamics (Jacobsen 2015;Vazquez
and Wall 2014; Altay and Labonte 2014). The digitization of communications intro-
duces new security and privacy risks as data transmitted on electronic devices or
networks becomes susceptible to third party interception and breaches, sometimes
unnoticeably (Internews 2015; Schneier 2015). However, such challenges entangled
with using ICT for humanitarian purposes have not been adequately researched or
addressed in literature and practice. Although concrete proposals for new ethics and
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conventions to guide technology uses are increasingly considered necessary, they
are holding off (Raymond and Card 2015a; Gilman and Baker 2014; Sandvik et al.
2014). While a number of promising initiatives develop guidelines and good practice
lessons, they tend to focus on disaster settings, explicitly omit recommendations for
complex, man-made emergencies (GSMA 2012; UAViators 2015; Madianou et al.
2015). In conflict zones, aid actors are left tomake up rules as they go, or forfeit oppor-
tunities by opting against technologies altogether, but these decisions are typically
not documented (Raymond et al. 2013; Steets et al. 2015). A better understanding
of the perceived and real risks entangled in the use of ICT, as outlined here, can help
inform a responsible, sustainable humanitarian technology practice that works in all
settings.

This paper draws on finding of the 3-year research project ‘Secure Access in
Volatile Environments (SAVE)’ that was undertaken by Humanitarian Outcomes
(HO) and theGlobal Public Policy Institute (GPPi)with funding from theUKDepart-
ment for International Development (DFID). Part of the research assessed technolo-
gies that aid actors can use for monitoring and evaluation (M&E) in insecure and
hard-to-reach areas. The research was undertaken in close collaboration with NGOs
andUN agencies in Afghanistan, Somalia, South Sudan and the Syria region with the
aim to provide practical contributions. A ‘menu of technology options for monitor-
ing’ introduces and explains select ICT tools in detail, zooming in on challenges in
order to propose effective risk mitigation strategies. The menu and this paper recog-
nize the significant potential technologies offer to humanitarian efforts, but caution
against rushed implementation at the risk of overseeing severe challenges and lim-
itations. A risk-aware approach to all new tools, especially those that are digital or
data-based, can help aid actors assure they ‘do no digital harm.’

2.2 Technology Advantages

ICT in insecure environments

ICT aids communication and can be used in aid efforts. It includes mobile phone,
location trackers, software, web-based platforms, digital media and more. Here, we
focus on those tools that are already widespread or easily accessible in crisis contexts
and thus ready and reliable to use even in precarious situations. The narrow focus
on insecurity and conflict settings, where information is often sensitive, makes risks
and challenges especially apparent, and can help informmitigation and best practices
that translate to other settings.

In insecure environments, several limitations curtail the selection of ICTs that
can be used. Access restrictions, poor infrastructure, budgets constraints and high
levels of uncertainty require tools to function without constant electricity supply,
across wide distances and without advanced IT support. In close collaboration with
aid organizations and technology experts, we identified four technology types that
meet these criteria: mobile phone-based feedback mechanisms, handheld devices
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Table 2.1 Technological tools for remote monitoring and communication in insecure environ-
ments: Types, uses, and challenges

Phone-based feedback
mechanisms and
two-way
communication

Digital data collection
with smartphones and
tablet computers

Remote sensing with
satellites or UAVs and
location tracking
(GPS)

Broadcasting and
community
production of radio
shows

Where basic mobile
phones are widely
spread, they offer
reliable channels to
reach local
communities. Calls,
text messages and
interactive voice
recordings (IVR) can
be processed by call
centres or specialized
software

Aid organizations can
use digital data entry
linked to electronic
databases to replace
paper-based survey
instruments and create
faster, more automatic
data analysis. Small
handhelds are also
more unobtrusive than
clipboards

High-resolution
geospatial imagery
analysed by experts
can elucidate context
conditions, observable
changes and outcomes
of interventions, as
well as population
movement. Radars
and sensors can
capture unique data

Broadcast radio can
spread humanitarian
information, conflict
or aid delivery
updates. To target
information, aid staff
can stream
pre-recorded shows in
select locations.
Interactive radio
shows station can also
receive feedback

Complaints and
information hotlines
Phone-based
household surveys
Verification calls
Focal point reports

Surveys and
questionnaires
Registration and
distribution reporting
GPS- and timestamps
in surveys

Observation and
analysis with satellite
UAV imagery for
close-up analysis
Radar/sensor data
Barcode tracking

Outreach, advocacy
and engagement
Publicize/explain
feedback channels
Community radio

⊗ Proliferation of
parallel hotlines can
lead to confusion
⊗ Security and
privacy risks to staff
and aid recipients
⊗ Risk of bias
towards those owning
phones (often men)
⊗ Volatility due to
poor infrastructure

⊗ Devices can raise
the visibility of aid
staff and mistrust
among authorities and
locals
⊗ Competing tools
can cause
fragmentation
⊗ Privacy/security
risks digitizing data:
theft, interception,
surveillance, etc.

⊗ Lack of
guidance/established
practice
⊗ Can expose
vulnerable groups
⊗ High costs can
deter organizations as
effect and return are
not always clear
⊗ Dependency on
image providers, data
brokers and experts

⊗ One-way radio
broadcasts cannot
record feedback
⊗ Difficult to measure
impact and identify
the audience
⊗ Security risks due
to high visibility:
interception possible
⊗ Gender bias
towards male voices

for digital data collection, remote sensing with satellites or unmanned aerial vehicles
(UAVs) and broadcasting with radios. They enable a range of functions to comple-
ment communication efforts but also introduce new challenges as summarized in
Table 2.1

ICTs in humanitarian action

Aidorganizations report a number of advantageswith technologies, especially around
saving costs and time. In highly insecure settings, ICT increasingly facilitates direct
two-way interactions that otherwise could not take place. Where aid access is less
restricted, many find that face-to-face time with local communities can be used more
efficientlywhen surveydata canbe entered directly into digital devices.Because these
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Fig. 2.1 Technology Type 1—Phone-based feedback mechanisms

typically process andupload informationdirectly to databases, the turnaround for data
analysis and use increases significantly. ICTs were often praised to be convenient,
customizable and very good at handling data efficiently. The devices themselves
can be unobtrusive or unnoticeable, which sometimes improved the security for
aid staff and recipients. A helpful way to conceptualize such benefits as well as
associated shortcomings is what one researcher coined the ‘law of amplification’
(Toyama 2015). Technology can amplify the intent and capacity of stakeholders, he
says, but never substitute for deficiencies. A closer look at how this plays out for
different technologies helps lay the ground for afterwards deciphering how problems,
too, are amplified—or newly introduced (Fig. 2.1).

Countless studies cite and investigate the ‘unprecedented,’ ‘ubiquitous’ spread of
basic mobile phone worldwide and the impact their availability and affordability can
have in development and humanitarian contexts (Hallow et al. 2012; de Montjoye
et al. 2014). Calls or SMS are comparatively cheap and very quick and, importantly,
often come naturally to local communities in crisis-affected areas. Thismakesmobile
phones ideal for reaching out to and being reached by more people (Robinson and
Obrecht 2016). Aid actors have started integrating phones proactively by offering
hotlines for aid recipients, by calling households to collect data, and by inviting
comments, complaints or suggestions via SMS (Korenblum 2012). More and more
‘hotlines’ also are provided viaWhatsApp and other onlinemessaging tools thatwork
on smartphones as well as desktops. Powered by mobile data or Internet connection
and offering encrypted channels, these started replacing SMS and calls in areas
where smartphones are spreading, for example, in Syria. Aid agencies also make use
of phones for distributing mobile vouchers and cash directly to people’s mobiles or
to quickly spread messages with warnings, updates or important information. While
regular visits to communities take weeks, SMS updates or survey questions sent to
phones take hours or minutes to share and process (Fig. 2.2).

Summing up the significant improvements digital surveys offers data collection,
one aid worker said: ‘There are no more pregnant men anymore.’ Supervisors can
programme questionnaires to require specific answers to specific questions, and skip
irrelevant questions, such as asking men whether they are pregnant. Spell check and
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Fig. 2.2 Technology Type 2—Digital data collection

error detection also improve data entries, thereby preventing accidental nonsensical
answers. Altogether, running surveys on digital devices rather than paper was largely
seen to speed up interviews, sometimes cutting their time in half. Where an Internet
connection is available, data transfer from the field or field office to headquarters can
be immediate, and makes laborious manual data entry and transfer unnecessary, thus
cutting weeks’ worth or time down to hours. ‘Reporting used to be a headache,’ one
monitoring officer said. ‘With smartphones, it no longer is.’During interviews, smart-
phones sometimes offered unexpected further benefits, like drawing less attention
from members of the community than a flipboard would and sometimes giving sur-
vey respondents more in-the-moment privacy by typing rather than saying answers.
In addition, field office staff reported that GPS- and timestamps provide certainty
that interviews are actually completed at different times with community respon-
dents in different locations. In Somalia, for example, enumerators were suspected
to sometimes fill out forms in bulk, inventing answers. Typically, this would happen
when it was too difficult or dangerous to reach aid recipients. Because the digital
data entries made this trend apparent, aid organizations could address this issue and
start constructive conversations with enumerators when and where data collection
was too dangerous (Fig. 2.3).

Aerial imagery and geospatial analysis can capture independent and objective
information from areas that are too remote or insecure to reach or where larger
patterns may not be observable up-close. Where access is restricted, this data can
provide valuable insights on infrastructure and shelter, vehicle positions and the
effects of disasters including flooding, drought or landslides. Captured repeatedly
over time, imagery can help assess project outcomes and, in some contexts such as
agricultural intervention, impact. Remote sensing or ‘earth observation’ information
is often visualized on maps or triangulated with other data sets. This is especially
beneficial for making sense of complex datasets and putting information in context
(Fig. 2.4).
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Fig. 2.3 Technology Type 3—Remote sensing and location tracking

Fig. 2.4 Geolocation

Satellites are also used for location tracking, specifically those two dozen that
form the Global Positioning System (GPS) sent to space by the US Department of
Defense. Collecting data points at unique places and times can provide aid actors
certainty that goods or vehicles have reached certain locations, even when relying
on third party deliveries. Some actors already developed ‘FedEx-style delivery sys-
tems’ including low-tech options that use barcodes attached to packages with staff
in different locations scan when the item passes them. This data, visualized on maps
that are intuitive to understand, is valuable for real-time awareness of where to tar-
get which needs and has increased flexible decision-making and adjustments of aid
efforts (Fig. 2.5).

Radio remains the most widely used technology reaching the largest number of
people in remote areas around theworld, especially in insecure environments. Broad-
casts can be used to circulate important announcements but also to explain aid efforts
and feedback mechanisms to crisis-affected communities. Radio programming itself
can be used for active two-way engagement, involving or supporting communities in
creating their own shows and stations. This can provide interesting forms of gathering
feedback in and of itself, which some aid agencies are pioneering. Still, in human-
itarian programming and monitoring especially, radio has not received mainstream
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Fig. 2.5 Technology Type 4—Radio

attention. Radio is often seen as a one-way outreach tool, which is not intuitively
ideal for M&E. However, a number of projects have shown that radio is easy to use
and can complement feedback mechanisms and enable aid actors to seek new forms
of input. It offers great potential for aid accountability and community resilience.

Wrapping up with this fourth reliable and likely underestimated tool, the wealth
and variety of various technologies, with many news ones yet to come, is evident.

2.3 Digital Disasters

Implementation errors and inherent flaws of ICT

As so often, benefits and opportunities do not come without a dark side. Worse, in
insecure environments the risks and challenges technologies introduce can be detri-
mental, even deathly. A small but growing literature started pointing to shortcomings
and problems with advances in technology being brought to humanitarian and con-
flict contexts. Many of these challenges are surprisingly non-technical: Simply put,
technology often fails when introduced too quickly in the wrong setting and for the
wrong reasons (Sandvik et al. 2014; Jacobsen 2015). Transplanting what works in
one part of the world or even humanitarian programming is no guarantee for suc-
cess elsewhere. Where new tools are poorly coordinated or not discussed with other
actors in the area or sector, proliferation and competition can undermine account-
ability efforts. Misjudgements of the effort, capacity and time required to maintain
and run new systems can lead to mishaps, delays and inconsistencies. Similarly,
where technical issues need to be resolved at headquarter level, delays and problems
can occur. Finally, technical failures, especially if unanticipated, can severely ham-
per technology projects. Further yet, these critiques do not address more inherent
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challenges entangled with ICT and digitalization, a significant selection of which is
described and categorized below.

Challenge 1: Mishaps and mistakes

Serious concerns came up in interviews with ‘half-baked’ implementation or unan-
ticipated non-technical problems. In one case, aid recipients were given mobile
vouchers directly to their phones. The aid organization, however, was not aware
that telephone signals in the area were poor, requiring recipients to seek locations,
for example, mountains, where their phones could connect to the network. Moun-
tains, then, become perfect target spots for crime and loitering, when individuals
would wander off alone in search of mobile connection. Similarly, where enumera-
tors were asked to record GPS-stamps with their surveys, several reported having to
wait minutes, sometimes hours, until they could connect to the satellite connection
and thus move on to the next question. In another case, aid organizations sent tablets
to their field staff but did not consider the number of plugs needed to charge each of
them. ‘I stayed up all night charging one iPad after the next,’ a staff member said.
Mobile hotlines, as another example, were sometimes not introduced well enough
to fulfil intended purposes, so aid recipients would often call with questions or with
praise rather than complaints. An even greater problem was where advertisements
outlived hotlines, causing the community to call with nobody responding.

Challenge 2: Negative impact of new devices

Not all staff not always reacted well to new tools, and sometimes rejected change.
Local enumerators hired for surveying often requiredmore training than anticipated if
they were handling digital devices for the first time, and needed detailed instructions
including on the swipemotion to operate smartphones. For data collectors, restrictive
digital survey forms and reporting platforms sometimes were a problem: certain
answers did not fit. Small answer boxes on small smartphone screens also could
cause difficulties with data entry and frustration. Some also critiqued new types of
data power dynamics: where data is uploaded to a central database but servers are
located at headquarter level and connectivity is poor, it is sometimes impossible or
difficult for people in field locations to access the data they submit, either because
of access barriers, or simply because the Internet is much too low to dial into the
central system. An equally unwelcome inherent technology issue was introducing
gender bias. Radio, for instance, is often known to cater more to male than female
listeners, a trend that can be hard to break, so the humanitarian intervention could
reinforce unequal access. Similarly, men aremore likely to hold on or own the phones
a household uses, making it difficult for women to use phones anonymously.

Challenge 3: Loss of trust and reputation

Beyond operational difficulties, aid staff observed that the sheer introduction of new
devices could have negative effects. Many reported that local communities did not
respond well: enumerators with smartphones instead of paper surveys were found to
be less friendly, and hotlines were found to be less personal. In fact, respondents were
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frequently less willing to discuss sensitive issues over digital media, sometimes for
the fear of interception or spying. In Syria, for instance, it was impossible to record
GPS-stamps as armed groups would immediately suspect a connection to a foreign
military and worry that their armed bases could be revealed. In Somalia, al-Shabaab
banned aid actors with smartphones altogether and would threaten those who used
them. The negative stigma of digital devices could also affect the quality of survey
responses and information passed on via mobile phones. With regards to remote
sensing, some governments banned aid agencies from using aerial imagery, fearing
that the NGO could reveal data that could harm the government.

Challenge 4: Digital vulnerabilities and digital harm

Further, there are severe risks related to digital security that are far from addressed,
let alone known, by both the humanitarian and other sectors. Even though aid practi-
tioners often were aware that digital data can be copied and intercepted without them
noticing and that online accounts can be compromised, mobile communications can
be tracked and anonymized datasets can be reidentified, many organizations fail to
prioritize digital security and even opt against using encryption to secure their data
or devices. ‘If militants knew how to intercept our communications,’ one respondent
said, ‘then they would build better bombs.’ And ‘we offer encryption, but aid organ-
isations never want it,’ said two different service providers. Increasing digitization,
though, means increasing dependency on tools, which both reduce redundancy. Any
potential blackout or attack on digital databases or systems will likely become ever
more costly. At the same time, it makes attacks more rewarding for attackers as they
can get their hands on more information, which can be used against people or passed
on to third parties. The potential cost of digital attack was far from meeting with
adequate security precautions, typically for a simple reason: as long as no serious
incidents are known, aid actors have other worries.

Challenge 5: Privacy risks and irresponsible digital data

Notably, where multiple datasets exist that include information about the same group
or individual, for example, census data, food aid distribution charts, caller ID records
and online social media accounts, these could allow digital attacker to reidentify a
person. Comparing multiple datasets makes it possible to distil accurate revealing
information about people. Increasing amounts of digital data, that are increasingly
shared with digital communities around the world, for example, in order to ‘crowd-
source’ the analysis of images, can unintentionally increase the risk of data abuse
and cross-referencing. All in all, humanitarians’ lack of interest in ‘cyber’ threats is
alarming. If aid actors digitize more of their data and communications, they urgently
need to increase their digital security efforts. Though some actors are developing
promising protective tools, aid organizations overall might be well advised to listen
to a quote from IT-security circles: ‘There are two types of organizations: those who
have been hacked, and those who will be.’
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Challenge 6: Increasing inequality and power imbalances

Even those technology implementations that seem seamless and successful can entail
problematic power dynamics that disadvantage aid recipients or lead to long-term
negative consequences (Jacobsen 2015; Toyama 2015). Technologies affect their
surroundings, which can be detrimental in contexts of discrepancy and donor–re-
cipient relationships. In academia, technology has been critiqued as ‘deepening the
processes of creating inequalities’ as those in power who introduce new tools risk
undermine the engagement of those in the periphery (Santos 2000).

Challenge 7: Dependence on non-humanitarian actors and sectors

Technology-enabled aid attracts and actively depends on new actors to the field,
including computer experts and for-profit businesses. Some of these may not adhere
to, or even contradict, the humanitarian principles of neutrality, independence and
impartiality (Raymond and Card 2015b). Increasing dependence on the services and
expertise of these new actors can compromise the values and objectives of aid efforts
(Duffield 2014).

Challenge 8: Double-standards and hypocrisy compromise humanitarian principles

Some controversy has risen where aid efforts relied on tools that were not considered
ethical or adequate in other contexts (Hosein and Nyst 2013; Jacobsen 2015: 10).
In Europe, for example, public backlash led policymakers to halt the integration of
advanced biometrics in citizen registration. In contrast, this is widespread and praised
for refugee registration (Hosein and Nyst 2013: 8; Jacobsen 2015). Aid actors often
do not have regulatory safeguards for technologies (Duffield 2014: 3). Unless crisis-
affected communities understand and object to the risks, subjecting them to digital
technologies can introduce new dependencies and inequalities.

2.4 Mitigation Measures

Risk awareness aids responsibility

Oftentimes, themost successful tactics tominimize technologyharmare not technical
at all, but behavioural such as self-imposed limitations onwhat information to collect
and transmit digitally (Steets et al. 2016; Antin et al. 2014; Internews 2015). When
the name or age or even gender of a person is not critically necessary for household
nutrition surveys, itmay be better not to record it. Similarly, it is good to aggregate and
generalize information at the first stage of data collection to prevent reidentification
that could lead to harmor problems for individuals (deMontjoye et al. 2014). Security
audits can help identify who has access to aid data and how easily staff accounts and
emails could be compromised (Shostack 2014; Internews 2015). It is also good to
introduce privacy-conscious technology and ‘free and open source software (FOSS).’
These tools run on code that is published and can be reviewed by anyone, such that
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security can be verified. Such tools can also be continued after individual projectsmay
close down. Finally, aid actors should always plan for nondigital alternatives when
connectivity or electricity fail, or ICTs cannot be used for other reasons. Sometimes,
the best solution may be to opt against technology tools altogether.

Notably, mitigation happens at different levels. It can take involve impromptu
measures in the field, or standards and good practice can be developed at headquar-
ter level. Some outspoken actors are already seeking to establish shared norms across
the field, including the ‘digital development principles,’ which were developed with
about a dozen international andUNorganizations and endorsed bymanymore (https:
//digitalprinciples.org). In addition, several initiatives emerged around ‘responsible
data’ efforts, crafting principles and practical recommendations on how to assure data
security and adequate access (https://responsibledata.io/). And in the UAV commu-
nity, a code of conduct was authored and agreed (werobotics.org/codeofconduct/).
Contributing to this work, Table 2.2 presents nine core ideas on implementing tech-
nology tools based on a ‘backwards’ analysis from risk assessment first to mitigation
measures suggestions. This list is not necessarily comprehensive, and specific rec-
ommendations would depend on specific technologies and contexts. Yet, this first
offering can help start conversations and be further refined with practitioners.

Back to low-tech—and sometimes no-tech

Broadly speaking, there are four types of circumstances when it may be better not
to use technologies for humanitarian purposes, as the inherent risk would outweigh
or overshadow possible benefits (Table 2.3).

Specifically, the following recommendations apply to the different technology
types:

When using mobile phone-based systems, do not…

• …use phone-based systems to collect sensitive data that could put beneficiaries
at risk. Information related to gender-based violence, the location of persecuted
people or financial and health information that could cause stigmatization cannot
be reliably secured when transferred through phone networks.

• …use it for short-term projects or without continuity. The set-up and familiariza-
tion costs only pay off if phone-based systems are used over a long time or for
several projects.

• …create a new mechanism where other, similar mechanisms already exist or are
planned. With too many systems in place, aid recipients can be confused and are
less likely to use any.

• …use it if you do not have the capacity to process feedback and follow-up. Ben-
eficiaries will expect follow-up when using phone systems. Lack of response can
harm trust and reputation.

• …simply replace other monitoring or feedback approaches. Phone systems are
not sufficient in themselves as phone ownership is biased and network coverage
uneven.

https://digitalprinciples.org
https://responsibledata.io/
http://werobotics.org/codeofconduct/


24 R. Dette

Table 2.2 Risk mitigation for humanitarian ICT uses: why and what

1. Study the context before
choosing tools

The information and technology ecosystems determine whether a
new tool or approach can have a positive impact in the long term.
Hotlines, for example, only work where locals have and use
phones. Satellite images only make sense when skies are clear and
smartphones should only be used in culturally appropriate ways
Be very clear about the information you need to gather or spread.
Assess closely what type of information and knowledge travels via
which channels in your context. Understand who influences and
spreads information and can impact it

2. Involve all users actively Any tool or technology is only as effective as those meant to use it
understand - and use - it. This involves all: programme staff,
supervisors, data collectors, local communities, those processing
the data and those making decisions based on it
Work with representatives of the different user groups when
inventing, designing and testing the tools. Focus groups or
interviews and, as much as possible, collaboration can help assure
that ICT is usable and appropriate in all ways, including handling,
pricing, language, etc.

3. Establish informed
consent practices

Achieving informed consent is especially difficult when aid actors
themselves do not know all the risks involved with technologies
and digitization. Because there is currently little best practice, aid
actors need to handle recipients’ data carefully
Agree on mechanisms and standards by which to explain the risks
involved with handling survey responses or phone requests
digitally. Do this well before disaster hits

4. Provide back-up
channels and alternatives

Technology-based efforts need to be prepared for the worst cases
including energy outages, network disruption, theft of devices,
software jams and other complications
Have analogue alternatives in place to turn to when the new tool
does not work. Also, assure that every online function has an
offline option. And do carry extra batteries

5. Use security-conscious,
free and open source
software

With technology, intuition and observation are not enough to know
who can gain access to information, as calls and electronically
submitted data can be intercepted, often unnoticeably. The
responsibility to safeguard personal data and keep it away from
third parties lies with the aid organizations, so the choice of
technology matters
Use only those tools that independent security experts can review.
Such ‘free and open source software’ (or FOSS) options exist for
moth relevant ICT tools

6. Minimize and self-limit
data

Even with the best tools, ensuring digital security is extremely
difficult, also for experts. It is safe to assume that every data point
that has been digitized can be copied or stolen. Even seemingly
harmless datasets can reveal people when combined with other data
Collect only on a ‘need to know’ basis. Be clear which information
gaps you are trying to fill and identify which data points you need
to collect. Similarly, define access levels clearly. Who needs to see
individual records and where do aggregate numbers suffice?

(continued)
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Table 2.2 (continued)

7. Invest in building
acceptance

Local authorities can ban technology tools and restrict aid access.
Armed groups could even target them. Local communities may
lose trust if they do not trust the technologies
Plan trainings and meetings with local staff, authorities as well as
community members. Explain what you are using and let them see
and perhaps test the tool themselves

8. Pool funds and risk Technology implementations typically take more time and high
investments. Running out of budget half-way and halting projects
can create inconsistency and further risk trust
Collaborate with other aid actors in the area of relevant private
companies. Share the investment in tools and seek agreeable
mechanisms for sharing them and the data

9. Apply humanitarian
principles to technology

The humanitarian principles were developed long before the risks
affiliated with digital communications were known. Their
maintenance in online context must be explored
Safeguard the principles when working with new tools and
partners. What does neutrality mean in the context of algorithms
that sieve through information? How can you maintain
independence when working together with private sector
companies? Are biases towards those willing and able to use
phones, for example, overshadowing universality?

Table 2.3 Four scenarios when technology should NOT be used, but low-tech or analogue
methodologies are recommended

Data is so sensitive
that it could put
people at risk

Acceptance is low and
could hamper efforts:
bans, suspicion,
stigma, etc.

Infrastructure makes it
impossible or costly:
network connectivity,
low spread of phones

Capacity constraints
mean it cannot be
guaranteed in the long
term

When implementing digital data entry, do not…

• …use digital devices, Internet or phone networks if they are in any way banned
or compromised in the targeted area. It is not worth the benefit if carrying the tool
could lead to expulsion or mistrust and false accusations.

• …use smartphones or tablets if they are very uncommon or clash with cultural
norms and standards. If the devices can create distrust or suspicion among local
communities, they should not be used. Their stigma could hamper data entry.

• …use where there is no phone or internet connection and/or electricity at all. Lack
of connectivity which would make it challenging to make the most from the tool.

When working with satellite imagery or geo-location tracking, do not…

• …use satellite or UAV imagery and GPS-tracking if no guidelines on their use are
in place and the potential risks to local communities are high or unclear. Records
of the location of vulnerable, persecuted or starving populations or of food delivery
trucks and critical infrastructure can seriously endanger people and individuals if
in the hands of their enemies.
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• …work with UAVs or other remote sensing technologies if local stakeholders
seriously object to their use. Remote sensing technologies can be associated with
spying. Using them against the will of local authorities or communities can erode
trust and put operations and staff at risk.

• …invest in technologies where weather or context conditions are prohibitive and
projects and their effects cannot be seen from the sky. Satellites cannot see through
clouds and in some instances regulationmight inhibit use. Similarly,where projects
can be seen, but there is no clear idea what visually observable impact would be
expected, remote sensing may not be a worthwhile investment.

• …commit to remote sensing when costs for images and analysis are dispropor-
tionate to the overall budget. As of yet, evidence for overall gains or improved
decision-making thanks to satellite use remains limited.Until then, their use should
only be considered where costs are proportionate to overall project budgets and
the expected gains.

When broadcasting information via radio, do not…

• …broadcast information on radio when it reveals the location of vulnerable pop-
ulations.

• …set up new radio programmes when you cannot guarantee long-term commit-
ment to cater to the need of your listeners. It is notworthwhile to build and audience
if the show soon ends.

• …use radio to support monitoring efforts when you cannot combine it with other
tools and approaches to receive responses to issues raised and questions asked in
the shows.

• …invest in independent radio stations or shows when you cannot engage local
communities. Their help in designing and running radio programmes is critical to
assure local interest and relevance.

2.5 Looking Ahead

Scrutiny on using ICT in conflict settings can shed light and insight relevant to
the broader field of working with technologies for humanitarian, development and
human right purposes. However, the field of practice and literature on technologies
used for humanitarian purposes and to communicate with local communities needs
to be expanded to examine and address risks and mitigation measures. The par-
ticular focus on ICT for monitoring aid in access-constrained insecure settings in
this paper provided a lens to view some of the practical and ethical concerns with
using technologies to handle data of vulnerable populations. Other technologies rel-
evant to humanitarian action include hardware (such as 3D printers and biometric
ATMs), medical research (such as genetically modified food and new vaccines),
social media (particularly platforms, messaging apps, and so-called ‘big data’) and
a range of applications for coordinating, planning and implementing aid delivery.
Many of the concerns around digital and physical risks outlined here similarly apply
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to these technologies. In the future, findings from the research underlying this paper
as well as alerts and suggestions from other sources should be investigated further
both through analysis and cross-comparisons with other fields and through practical
sessions, workshops and discussions. These can contribute to the growing field of a
responsible and sustainable use of technology for the benefit of conflict- and disaster-
affected communities. They can inform aid efforts that safeguard the humanitarian
principles and in their work ‘do no harm’ and do no digital harm either.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
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