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Abstract. Object recognition methods usually tend to focus on single
cues coming from traditional vision based systems but ignore to incorpo-
rate multi-modal data. With the advent of depth RGB-D sensors which
provide synchronized multi-modal data with good quality, new opportu-
nities have been emerged. In this paper, we make use of RGB and depth
images to propose a new object recognition approach. Using a pixel-
wise scheme, we propose a novel method to describe RGB-D images
with a complex-valued representation. By means of neural network, we
introduce a new CVNN (Complex-Valued Neural Network) with RBF
neurons. Different from many RGB-D features, the proposed approach
is able to jointly use RGB and depth data within a unified end-to-end
learning framework. Category and instance object recognition tasks are
evaluated through experiments carried out on a large scale RGB-D object
dataset. Results show that our method can efficiently recognize objects
in RGB-D images and outperforms state-of-the-art approaches.
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1 Introduction

Object recognition is technologically challenging and practically useful problem
in computer vision area owing to its wide spectrum of potential applications.
This task deals with classifying an object into one of several predefined cate-
gories in an image. Strong solutions have been proposed in controlled environ-
ment [1,2]. However, many issues still challenging until now with the presence
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of color camouflage, cluttered backgrounds, objects occlusion and uncontrolled
illumination. Most of the proposed attempts rely on traditional vision systems
specifically on appearance data and their features. Recently, the development
of 3D cameras and depth sensors have created new opportunities to advance
the state-of-the-art of this field. In fact, depth information is less affected by
those challenging matters. Yet, the extraction of depth may be itself affected
by other issues including illumination changes. For this reason, the joint use
of these multi-modal information, i.e., appearance and depth, is very required
to get robust features. With the advent of RGB-D sensors, depth maps can be
extracted in real-time scenarios with good quality at low cost synchronized with
RGB frames. Since the public release of RGB-D object dataset [3], a number of
attempts have been made to recognize objects in RGB-D images [4–6]. Most of
the proposed methods relied on region-based or holistic features that are com-
bined in a trivial way from RGB and depth frames without joint fusion of the
two modalities and ignores the particularity of depth maps and treat them the
same way as appearance images.

In this paper, we propose to address the problem of object recognition in
RGB-D images in a pixel-wise way. To this end, we introduced a new end-to-end
strategy to classify images with a complex-valued representation. Inspired by
the fact that point cloud, which corresponds to the mapping between RGB and
depth images, could be easily seen as a complex-valued signal, we investigate
complex-valued neural networks (CVNNs) to make use of both modalities in a
joint way. Precisely, the main contributions of this paper are as follows. (i) A
new RGB-D representation is proposed by projecting the real-valued data into
the complex coordinate space where the depth is assumed as the imaginary part.
(ii) Inspired by CVNNs [7,8], a new end-to-end approach is introduced to solve
the object recognition task in a pixel-wise fashion using RBF networks. (iii)
Since RBF networks have a single hidden layer, their prototype vectors are here
constructed using a K-means clustering algorithm with an adaptive method in
order to fit complex-valued data. (iv) Evaluation of the proposed approach is
finally evaluated over a large scale RGB-D dataset and compared with state-of-
the-art methods.

The remaining of the paper is organized as follows. After reviewing related
work in Sect. 2, we present the proposed method for object recognition with
complex-valued representation in Sect. 3. Evaluation of two object recognition
tasks over a large scale RGB-D dataset and comparisons with other state-of-the-
art methods are reported in Sect. 4. Finally, in Sect. 5, the main contributions of
the proposed approach in this paper are summarized.

2 Related Work

In this section, we will briefly highlight connections and differences between our
approach and existing works mainly RGB-D representations designed for object
recognition and since CVNNs are not employed so far to solve the target task,
we present here a summary about their fundamental advances.
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RGB-D based Representations. Using the RGB-D object recognition
dataset published in 2011 [3], Bo et al. [9] succeeded to propose a new descrip-
tor, named kernel descriptors, which enabled the use of multi-modal data by
generalizing a set of features based on kernels. Lai et al. [10] proposed an effi-
cient hierarchical classification approach where all hierarchy levels of the objects
were used to enhance classification as well as pose estimation with stochastical
gradient descent. In [11], the proposed method extracted hierarchical features
from RGB-D images without supervision using hierarchical matching pursuit
extended from [12].

Along with these hand-crafted methods, a quite interesting endeavors tried
to adapt the revolutionary deep Convolution Neural Networks (CNNs) to fit
RGB-D data. For example, using ImageNet pre-trained models, [13] proposed
an architecture composed of two separate CNNs, one for the RGB and the other
for the “D”. These two networks were combined with a late fusion network. An
effective encoding to color space of depth images is proposed as well to fit model
devoted to RGB images. Addressing objects detection problem, [5] come up with
a new idea regarding the adaptation of depth information to the pre-trained color
CNN model: the so-called HHA encoding. They extracted from depth image
three channels at each pixel: horizontal disparity, height above ground, and the
angle the pixels local surface normal makes with the inferred gravity direction.
This representation has been intensively reused for further RGB-D tasks based
CNN features.

Complex-Valued Neural Networks (CVNNs). In our daily lives, the large
variety of information is dramatically increasing. It is hence expected to develop
systems that process a wider range of information in more adaptive and effective
ways just like human brain executes or better. So, this requires more suitable
information’s representations. In order to make use of data with different modal-
ities, we can model a couple of related real-valued signal as a complex-valued
signal. With application to our context, we will later make use of such rep-
resentation with visual 2D and 3D data. To this end, CVNNs were extended
from the classic neural networks that we call here Real-Valued Neural Networks
(RVNNs). CVNNs deal with information belonging to the complex coordinate
space with complex-valued parameters and variables. “In relation to physicality,
neural functions including learning and self-organization are influenced by senso-
rimotor interfaces that connect the neural network with the environment” [14];
this characteristic is of great importance also in CVNNs. Thus, there exist certain
situations where CVNNs are inevitably required or greatly effective. Fundamen-
tal contributions to CVNNs were done by the pioneer Akira Hirose: the author
of the first-ever concept of fully complex neural networks [15] and continuous
complex-valued backpropagation [16] as well as a detailed survey of the critical
concepts of CVNNs [14,17]. Regarding the learning algorithms for CVNNs, we
should mention here the contributions of Fiori [18] which consists of generalizing
the Hebbian learning for complex-valued neurons with an original optimization
method which fits well CVNNs [19].
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3 Multi-modal Representation by Means
of Complex-Valued Neural Network

3.1 Overview

In this section, we are going to present the new multi-modal data representa-
tion and learning approach CVNN based. Our main goal is to build a robust
representation of the image content that combines the advantages of the two
modalities, i.e., RGB and depth, to achieve high classification accuracy.

To formalize this learning problem, we consider the following notation. Let
X ⊂ C

m (Cm is an m-dimensional complex coordinate space) be an input space
and L = {l1, l2, · · · , ln} be a finite real set of class labels. An instance z ∈ X,
represented in terms of features vector of dimension m as z = [zi]{1≤i≤m}, is
associated with a label l ∈ L.

Let us also assume T = {(zi, li)}i∈{1,2,..n} a training set of n instances where
zi ∈ X and li ∈ L. The purpose of this scheme of learning is to build a multi-class
classifier: M : X → L that optimizes some evaluation functions. To this end an
RBF (Radial Basis Function) CVNN classifier is introduced.

3.2 Complex-Valued RBF-Networks

Motivation. By definition, an RBF is a function which has built into it a
distance criterion with respect to a center. In the context of neural networks,
the RBF function succeeded to replace the sigmoid activation function in multi-
layer perceptron networks. The RBF neurons constitute the hidden layer units
characterized by a center. In case where this function corresponds to a Gaussian,
the network is trained by deciding on the number of hidden units/prototype
vectors there should be as well as their centers and their sharpness (standard
deviation), and then training up the output layer. Owing to the shallow yet wide
architecture, RBF networks are able to extract a sparse model representation
from a given training set. Motivated by these advantages of RBF-RVNNs, we
propose to make use of RBF network to deal with complex-valued configuration
for object recognition in RGB-D images. In the literature, this intuition has been
exploited in other signal processing approximation and different classification
tasks as in [20].

Architecture. Now, let us assume an RBF neural network that we call here
RBF-CVNN which possesses complex-valued configuration (inputs, weights,
activation functions, etc.). The network is composed of three layers: input, hid-
den and output layer as shown in Fig. 1. The input layer is composed of m nodes,
each has a couple of inputs (ai, bi). The functionality of this layer is to transform
them into a complex values as zi(ai, bi) = ai + jbi ∀ i ∈ {1, 2, . . . ,m} where j
is the imaginary unit, i.e., the input prepared for the next layer is a complex-
valued vector zi = (z1, z2, · · · , zm)T . In what follows, zi(ai, bi) will be denoted
by zi.
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Fig. 1. Architecture of RBF-CVNN Network: composed of input, hidden and output
layer (from left to right). The inputs of the network correspond to couples of real-valued
numbers (ai, bi), the ζ function converts each couple to a complex-valued number zi
which will be fed into the hidden neurons where a transformation will take place with a
complex-valued activation function φ. Those prototype vectors have been choose using
a specific clustering method as described in Sect. 3.2. A fully complex-valued gradient
descent learning algorithm is exploited in order to learn weights between the hidden
layer and the output layer which correspond a label vector of n category scores.

As for the hidden layer, it corresponds to the complex activation function
RBF-based, specifically a gaussian-like one, defined as follows:

φj(zi) = exp(
−j‖zi − cj‖2

2σj
2 ) (1)

where ‖.‖ is the Euclidean distance, cj is the center of the jth hidden node and σj

its corresponding variance. This function is suitable for CVNNs since it satisfies
the property considered in [20,21] which states that the fully complex non-linear
activation function have to be analytic and bounded almost everywhere.

Using an unsupervised fashion, for a given number of hidden node h which
corresponds to the number of prototype vectors, K-means [22] is used to deter-
mine their corresponding centers and means (cj and σj). The clustering is pro-
ceeded on the training set T using a specific setting. Instead of training K-means
using couples of instance zi and their corresponding label. To this end, a random
instance is firstly chosen and assigned to the h neuron center. Then, for each
element of the training set T, the Euclidean distance is computed from each of
the randomly chosen centers. Later, the instances of T are clustered into h clus-
ters depending on the minimum of the computed distance, i.e., with objective
to find:

arg min
h∑

j=1

∑

zi∈T

d(zi, cj) (2)
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with
d(zi, cj) =

√
(zi − cj)(zi − cj) (3)

Next, the centers cj are calculated as the mean of the instances belonging to
each cluster. Once clustering is done, the distance between centers is checked and
if it is less than the width of the cluster, those clusters will be joined together.
This process is repeated until convergence, i.e., until there is no changes of the
values of cj .

Regarding the output layer, it is constituted of n node, each one refereeing
to the class label corresponding to the score of each category where the highest
value is selected as the category. For a given instance/input vector zi, the output
vector Y is defined as Yi(zi) = [yk(zi)]1≤k≤n where yk are the score of zi on the
kth category/class is given by Eq. (4). Each neuron output yk is connected to all
the h prototype vectors.

yk(zi) =
h∑

j=1

ωkjφj(zi)

=
h∑

j=1

(Re(ωkj)Re(φj(zi)−Im(ωkj)Im(φj(zi))

+ j(Re(ωkj)Im(φj(zi) + Im(ωkj)Re(φj(zi))

(4)

In Eq. (4), ωkj is complex-valued weight which is learned by minimizing the
sum-squared errors (E) defined as:

E =
1
2

p∑

i=1

‖Ti − Yi‖2 =
1
2

p∑

i=1

n∑

k=1

‖tk − yk‖2 (5)

where Ti = [tk]1≤k≤n and tk are the target corresponding to zi on the kth class.
Using the fully complex-valued gradient descent learning algorithm proposed

in [20], and according to Eq. (4), the update of output weights requires the
differentiation of the E function with respect to ωkj which allows us to obtain
the following equation:

∂E

∂ωkj
= −φj

∂E

∂yk
⇔ Δωkj = αφj

∂E

∂yk
(6)

where Δ is the delta rule, i.e., a gradient descent learning rule for updating
the weights here, α a complex-valued learning rate and φj denotes the complex-
conjugate of φj . Then, the update of the variance and the centers requires the
differentiation of the E function with respect to the real and imaginary compo-
nents of σj and cj respectively, which allows us to write:

Δσj = βφj [
p∑

i=1

(ωR
kj

∂E

∂yR
k

+ωI
kj

∂E

∂yI
k

)]
‖zi − cj‖2

σ3
j

(7)

Δcj = γφj [
1
σ2
j

p∑

i=1

(ωR
kj

∂E

∂yR
k

Re(zi − cj) + jωI
kj

∂E

∂yI
k

Im(zi − cj))] (8)
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where β and γ are the learning rate parameters corresponding to σj and cj
respectively, ωR

kj and ωI
kj are the real and imaginary part of ωkj respectively, Re

and Im mean real and imaginary part respectively.
Thus, the fully complex-valued gradient descent learning algorithm allows us

to update the parameters of our network ω, σ and c and correspond to each of
them a learning rate parameter α, β and γ respectively.

3.3 Application to RGB-D Object Recognition

As reviewed earlier in the paper, significant advances have been made in quest
of object recognition in RGB-D images, but much remains to be done, espe-
cially to improve the effective joint use of both modalities to take profit of their
complementarities in a smarter way. To this end, we make use here of the pro-
posed CVNN techniques explained above to define new solution using RGB-D
images. RGB-D features have gained many computer vision tasks due to the
complementarities between appearance and depth information. Here, we choose
to investigate such type of data to enhance objects recognition using a joint pixel-
wise classification strategy. Fusion between two different modes of data is done
through complex-valued representation inspired by the fact that 3D point cloud,
which corresponds to the mapping between RGB and depth images, could be
easily seen as a complex-valued signal. Given a training set of n couples of RGB
and depth images, we assume that each RGB-D image can be represented as a
feature vector zi ∈ Cm in m dimensional space and assigned to a label l which
corresponds to the instance category. Our objective is to obtain a robust descrip-
tion of zi such that we can make use jointly of RGB and depth in an end-to-end
classifier with higher accuracy. CVNN method is exploited with application to
RGB-D object recognition using the same setting defined in Sect. 3.2.

4 Experimental Results

We evaluate our proposed RGB-D based CVNN approach using the large scale
RGB-D object recognition dataset named “RGB-D Object Dataset” [3] with
two evaluation settings: instance and category object recognition tasks. In fact,
this dataset contains 41,877 images of common 300 household objects classified
into 51 categories such as “Bowl”, “Camera”, “Hand towel”, etc. Along with
category labels, objects in this dataset are organized into instances: for example,
the category “Food can” can be divided into physically unique instances like
“Pepsi Can” and “Mountain Dew Can”. RGB-D images were recorded in a
multi-view scheme using Microsoft Kinect sensor (v.1) which provides RGB and
depth images at a resolution of 640 × 480. To be aligned the practices used in
the literature, we follow the same evaluation process used in [3]. For category
recognition, it consists of leaving one object instance out from each category
for testing, and train models on the remaining objects, i.e., 249 objects for
training and 51 for testing at each trial. Reported results are obtained over a
10-fold cross validation procedure. As for instance recognition, we train models
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on images captured from 30◦ and 60◦ elevation angles, and test them on the
images of the 45◦ angle. Samples from RGB-D object dataset are provided in
Fig. 2.

For better comparison with state-of-the-art approaches, we consider several
baseline methods. Firstly, in order to prove the efficiency of using both RGB
and depth data in a unified framework, we compare the results of the RGB-
D based methods with their single-mode based variants, i.e., RGB and depth
separately. Then, to show the robustness of our complex-valued representation
through neural networks, we compare it to a real-valued representation by means
of RVNNs, specifically with an RBF-RVNN. Also, we compared our proposal to
the state-of-the-art approaches coming from handcrafted features detailed earlier
in the related work section: kernel descriptors [9], hierarchical matching pursuit
(HMP) [12] and its unsupervised variant (U-HMP) [11].

Results for the category and instance recognition tasks are reported in
Tables 1 and 2, respectively. It is clear that the use of multi-modal data is outper-
forming all single-based methods except for the RVNN baseline method where
combining RBG and depth data in a trivial way is performing worse than its
variant of single-based cues. Recognition methods proposed in [9,11] outper-
form the proposed approach using single-based methods this is owing to their
rich handcrafted feature and most important because our proposal is exclusively
proposed to deal with RGB-D at once since its devoted to encapsulated RGB
and depth in a unified way by means of complex-valued representation and using
just a single data type will decrease its performance.

Regarding instance recognition, the best results is achieved by our proposal
using RGB-D images and similarly to the above results our proposal is not able

Fig. 2. Examples of objects with different categories presented in the large scale
RGB-D objects dataset.
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Table 1. Results for the category recognition task and evaluation against state-of-the-
art method with different modalities: RGB, depth and RGB-D.

Modality

Approach RGB Depth RGB-D

Kernel descriptors [9] 80.7 ± 2.1 80.3 ± 2.9 86.5 ± 2.1

HMP [12] 74.7 ± 2.5 70.3 ± 2.2 82.1 ± 3.3

U-HMP [11] 82.4 ± 3.1 81.2 ± 2.3 87.5 ± 2.9

RVNN-baseline 76.8 ± 2.6 75.0 ± 3.0 71.8 ± 3.2

CVNN (ours) 78.1 ± 2.3 77.4 ± 2.6 88.2 ± 2.4

to cope with single-based modalities since it is designed for RGB-D data from the
fine-grained information. It is notable here that depth data provides the worst
results for all the approaches. This can be explained by the fact that objects
belonging to the same category and different instances share in almost all the
cases the same shape, however appearance in such cases will perform better.

Table 2. Results for the instance recognition task and evaluation against state-of-the-
art method with different modalities: RGB, depth and RGB-D.

Modality

Approach RGB Depth RGB-D

Kernel descriptors [9] 90.8 54.7 91.2

HMP [12] 75.8 39.8 78.9

U-HMP [11] 92.1 51.7 92.8

RVNN-baseline 83.7 50.9 69.2

CVNN (ours) 82.2 48.2 95.5

Finally, we can conclude that our RGB-D based representation is more robust
for both instance and category tasks over the challenging large scale RGB-D
dataset thanks to the complementarities between depth and appearance infor-
mation and our fine-grained way of fusion and shows that it is able to deal with
challenging images with texture-less items (like “bowls” or “apple”) or shape-
less items (like “cereal boxes” or “hand towel”) captured under variation of
viewpoint and variation of lighting conditions.

5 Conclusion

In this paper we addressed the problem of object recognition using multi-modal
data. In contrast to majority of proposed recognition systems, we proposed a
pixel-wise approach that fuse in early stage of learning process RGB and depth
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data using a novel complex-valued representation within an end-to-end learning
framework. An RBF layer is exploited in an adaptive way to construct a new
CVNN network. Evaluation over the challenging large scale RGBD dataset is
performed using two object recognition tasks shows that our proposal outper-
forms state-of-the-art methods. Increasing the number of layers and going deeper
with our learning technique is very challenging but might be interesting and left
for future work.
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